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The paper presents a characterisation analysis of a measurement algorithm based on a Discrete-time Extended Kalman Filter
(DEKF), which has recently been proposed for the estimation and tracking of end-to-end available bandwidth. The analysis
is carried out by means of simulations for different rates of variations of the available bandwidth and permits assessing the
performance of the measurement algorithm for different values of the filter parameters, that is, the covariance matrixes of the
measurement and process noise.

1. Introduction

The available bandwidth (AB) of a path, also known as
unused bandwidth, is a key network metric [1]. Its estimate is
used for route selection, quality of service (QoS) verification,
and traffic engineering. More recently, AB estimation has
increased its importance with respect to new demanding
scenarios like cloud computing, voice-over-IP (VoIP), and
multimedia networks, where support tools for traffic shaping
and traffic policing as well as developing network man-
agement strategies are crucial [2–7]. Moreover, available
bandwidth can directly affect the performance of distributed
systems and clocks [8, 9].

AB of a link 𝑖 is defined as the unused or spare capacity
of 𝑖 during the time interval 𝑇. It depends on underlying
transmission technology and propagation medium as well as
the traffic load that occurs in the considered time interval
[1, 10]. Traffic load is a time-varying metric and is related
to the network utilization. In detail, assuming that at a
specific instant 𝑡 the channel is busy or idle, the instantaneous
network utilization is referred to as 𝑢(𝑡) and takes value 1 or
0.The average utilization of a link 𝑖 in the period 𝑇 is defined
as follows:

𝑢
𝑖 (𝑡) =

1

𝑇
∫

𝑡

𝑡−𝑇

𝑢 (𝑥) 𝑑𝑥. (1)

The AB at a given instant 𝑡 of the link 𝑖 can be thus
expressed as follows:

𝐴
𝑖
= (1 − 𝑢

𝑖
) 𝐶
𝑖
, (2)

where 𝐶
𝑖
is the capacity of 𝑖 [1, 10]. Finally, AB of an end-to-

end path 𝑃 is given by

𝐴 = min
𝑘=1,...,𝑁

𝐴
𝑖
, (3)

where 𝑁 is the number of hops along 𝑃 and 𝐴
𝑖
represents

AB of the 𝑖th link along 𝑃. In detail, the link of 𝑃 with the
minimum AB is referred to as tight link, while the link with
theminimum capacity is referred to as narrow link. However,
the term bottleneck in general refers to the link of a path that
is characterised by the minimum AB and capacity.

The literature presents several tools to estimate AB of
an end-to-end path, which are classified according to the
underlying models that can be classified in PGM and PRM-
based models. The PGM-based model is generally preferred
compared to PRM model for its less intrusiveness and,
generally, ease of implementation, although, the latter is
more accurate. However, the literature presents several pieces
of work based on the PGM model that loosen some of
the underlying hypothesis with the ultimate purpose of
evaluating its performance in more demanding scenarios.
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The paper presents an analysis of the performance of
a DEKF as a support tool for tracking abrupt AB changes
during the measurement time presented in [11]. Abrupt
changes during the measurement time de facto represent a
loosening of the underlying PGM-based model’s hypothesis
of low variation of the AB during the measurement time.
The presented characterisation study is performed in terms
of covariance matrix of the process noise and measurement
noise for different speed of theABvariations, in order to high-
light limits, performance, and applicability of the method.
The analysis provides useful results for the estimation of the
most appropriate values for both aforementioned covariance
matrixes.

The paper is organised as follows. Section 2 describes
the PRM and PGMmodels and introduces the fundamentals
of the DEKF under analysis. Section 3 gives details on the
simulations that have been carried out. Section 4 presents
and discusses the results of the simulations. Finally, Section 5
gives the conclusions.

2. Related Work

2.1. Available Bandwidth Estimation. Several measurement
methodologies and tools have been developed and are avail-
able in the literature and on themarket [12] for the estimation
of the end-to-endABof a network path.They can be classified
in PGM-based (Probe Gap Model) methods and PRM-based
(Probe Rate Model) methods. PGM-based tools implement
the so-called iterative probing approach, whereas PRM-based
tools are based on direct probing.

An implementation of PRM exploits a self-congestion
of end-to-end path. In detail, the system sends a train of
packets whose probing packet rate is decreased as it reaches
AB of the path, and then a queue starts building up at the
bottleneck link. The bottleneck link is in general referred to
as the link of the path with theminimumAB and capacity [1].
The queue increases the probing packet rate at the receiver
node which gets lower than the probing packet rate at the
sender node. Tuning the probing packet rate of the train of
packets at the sender node with the probing packet rate at
the receiver node makes it possible to calculate the AB of the
path, which is by definition the AB of the bottleneck link.
Examples of applications based on the PRMare Pathload [13],
Pathchirp [14], and PTR/IGI [15]. An implementation based
on the PGM sends a pair of packets (but it can also be a
train of packets [1]) separated by an initial time interval Δ in
at the sender node; then the receiver node receives a pair of
packets separated by an increased time intervalΔ out. Like the
PRM, also the PGM requires that the routers along the end-
to-end path implement a FIFO queue and the cross traffic to
be constant (it is also called path persistent cross traffic) and
that it slowly changes during themeasurement time.The time
interval Δ out at the receiver node represents the time interval
of the bottleneck link to transmit the pair of packets and the
cross traffic that occurs between them. AB of the bottleneck
is calculated according the following formula:

𝐴 = (1 −
Δ out − Δ in

Δ out
)𝐶, (4)

where 𝐶 is the capacity of the bottleneck link. It is worth
noting that the PGM requires that there is a single bottleneck
along the end-to-end path. In other words, this means that
the tight link (which is the link with the minimum AB)
matches the narrow link (which is the link with theminimum
capacity) [1]. The probing packets rate at the first hop is
set equal to the capacity of the bottleneck. Examples of
measurement tools based on PGMareDelphi [16] and Spruce
[10].

PGM-based measurement methodologies are simple to
implement and generally less intrusive than PRM-based
ones. However, due to their underlying assumptions, such
methodologies can suffer from reduced accuracy.

Both PGM and PRM models take the following hypoth-
esis: (i) there are no L2 (Layer-2) devices, such as switches,
of the OSI (Open System Interconnected) model along the
end-to-end path, (ii) the routers implement FIFO (First-In-
First-Out) queues, and (iii) average rate of the path persistent
cross traffic changes slowly and it is constant during the
measurement time. Moreover, the PGM model requires that
there is one bottleneck along the path, which means that the
narrow link matches with the tight link [10].

The work presented in [17] showed that PGM-based tools
can underestimate the AB in case the condition of having
a constant traffic along the whole path is not met. The
paper demonstrates that the measurement model is strongly
affected by the position of the bottleneck link in the path and
the model uncertainty can lead to nonnegligible measure-
ment error. In particular, in case of one-hop persistent traffic,
which means that the cross traffic rate changes at each hop,
the measurement equation turns into a different expression.
The model modification depends not only on the position
of the bottleneck in the path but also on the initial rate of
probing packets. In case the bottleneck is not the first hop,
the probing packet rate could happen to be increased at the
hops preceding the bottleneck, thus resulting in a variation of
the one-hop probing packet.

Recently, ameasurementmethod based onDEKF to track
the AB in presence of abrupt variations due to variations of
path persistent cross traffic over time was presented [11]. The
method is based on a PGM and specifically on the model
presented in [10]. Although a few experiments are reported
in [11], no performance analysis of the filter with respect to
its parameters and/or the speed of AB variations is given.

2.2. Fundamentals of Kalman Filtering. The Kalman filter
solves the problem of estimating the state 𝑥 ∈ R𝑛 of a
discrete-time controlled process that is governed by the linear
stochastic difference equation [18, 19]:

𝑥
𝑘
= 𝐴𝑥
𝑘−1

+ 𝐵𝑢
𝑘−1

+ 𝑤
𝑘−1

,

𝑧
𝑘
= 𝐻𝑥
𝑘
+ V
𝑘
,

(5)

where 𝐴 ∈ R𝑛×𝑛 is the state transition matrix of the process,
𝐵 ∈ R𝑛×𝑙 ties the input vector with the state vector, 𝑢

𝑘−1
∈

R𝑙 represents the input vector at the step 𝑘 − 1, 𝑧
𝑘
∈ R𝑚

represents the measurements carried out on the system at
the step 𝑘, and 𝐻 ∈ R𝑚×𝑛 is the measurement matrix.
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𝑤
𝑘−1

∈ R𝑛 and V
𝑘

∈ R𝑚 represent, respectively, the
process and the measurement noise, which are assumed to
be statistically independent of each other and have normal
probability distribution:𝑝(𝑤) = ℵ(0, 𝑄) and𝑝(V) = ℵ(0, 𝑅),
where 𝑄 ∈ R𝑛 and 𝑅 ∈ R𝑚 are, respectively, the covariance
matrix of the process and measurement noise. In case,
the system is described by nonlinear stochastic difference
equations as the following:

𝑥
𝑘
= 𝑓 (𝑥

𝑘−1
, 𝑢
𝑘−1

, 𝑤
𝑘−1

, 𝑘 − 1) ,

𝑧
𝑘
= ℎ (𝑥

𝑘
, 𝑘) + V

𝑘
.

(6)

Then, the above system can be described as a DEKF,
where the functions 𝑓 and ℎ are approximated to their first-
order Taylor’s series expansions. The state vector estimation
at the step 𝑘 is given by first calculating the following predict
equations:

�̂�
𝑘
= 𝑓 (�̂�

𝑘−1
, 𝑢
𝑘−1

, 0) ,

𝑃
−

𝑘
= 𝐴
𝑘
𝑃
𝑘−1

𝐴
𝑇

𝑘
+𝑊
𝑘
𝑄
𝑘−1

𝑊
𝑇

𝑘
,

(7)

where

𝐴
𝑘
=

𝜕𝑓
𝑖

𝜕𝑥
𝑗

(�̂�
𝑘−1

, 𝑢
𝑘−1

, 0) ,

𝑊
𝑘
=

𝜕𝑓
𝑖

𝜕𝑤
𝑗

(�̂�
𝑘−1

, 𝑢
𝑘−1

, 0) ,

(8)

𝐴
𝑘
being the Jacobian matrix of partial derivatives of 𝑓 with

respect to 𝑥 and represents the state transition matrix and
𝑊
𝑘
being the Jacobian matrix of partial derivatives of 𝑓 with

respect to V. 𝑄
𝑘
is the original covariance matrix of the

process noise at the step 𝑘 and it is assumed to be a constant
and therefore the subscript is dropped in the rest of the paper.

The state vector estimation is, then, given by the following
measurements update equations:

𝐾
𝑘
= 𝑃
−

𝑘
𝐻
𝑇

𝑘
(𝐻
𝑘
𝑃
−

𝑘
𝐻
𝑇

𝑘
+ 𝑉
𝑘
𝑅
𝑘
𝑉
𝑇

𝑘
)
−1

,

�̂�
𝑘
= �̂�
−

𝑘
+ 𝐾
𝑘
(𝑧
𝑘
− ℎ (�̂�

−

𝑘
, 0)) ,

𝑃
𝑘
= (𝐼 − 𝐾

𝑘
𝐻
𝑘
) 𝑃
−

𝑘
,

(9)

where

𝐻
𝑘
=

𝜕ℎ
𝑖

𝜕𝑥
𝑗

(�̂�
𝑘
, 𝑢
𝑘−1

, 0) ,

𝑉
𝑘
=

𝜕𝑓
𝑖

𝜕V
𝑗

(�̂�
𝑘
, 𝑢
𝑘−1

, 0)

(10)

and 𝑃
𝑘
∈ R𝑛×𝑛 represents the error covariance matrix at the

step 𝑘 (𝑃−
𝑘
∈ R𝑛×𝑛 is the a priori error covariance matrix).

The DEKF presented in [11] is intended to track AB
variations during the measurement time in order to provide
more accurate ABmeasurements, which according to (5) can
be formalised as follows: (5) turn into the following:

𝑥
𝑘
= 𝑥
𝑘−1

+ 𝑤
𝑘−1

,

𝑧
𝑘
= −

Δ in
𝐶

𝐴
𝑘
+ 2Δ in + V

𝑘
,

(11)

where 𝑥
𝑘
represents the state equation, 𝑧

𝑘
represents the

measurement equation, Δ in is the initial probing rate, and 𝐶

the capacity of the bottleneck link.

3. Simulation Setup

The analysis has been carried out on a dataset of 60 items,
each one containing several scenarios simulated by using
MATLAB. Each scenario is made up of 1440 samples. In
detail, the algorithmfirst creates the simulation environment,
during which it randomly generates 8 hops with different link
capacity and AB and the bottleneck link along with all its AB
and capacity and then it calculates the AB variation for the
bottleneck.

After the configuration environment is ready, the algo-
rithm starts the DEFK. The same configuration is run for
several values of slope variation and values of the covariance
matrixes of the process noise and measurement noise.

Regarding the AB variation, the algorithm starts from the
ABof the bottleneck and then decreases it till reaching a lower
AB calculated during the configuration phase.The slope vari-
ation is simulated by using two slopes, that is, two different
numbers of samples to represent the transition: 15 samples,
which represent an abrupt variation, and 360 samples. Exam-
ples of outputs of the algorithm for 15 and 360 samples are,
respectively, shown in Figures 1 and 2. In detail, the two
figures showAB estimated by theDEKF against the actual AB
value by using a value of the covariance matrix of the process
noise equal to 1010 and a value of the covariance matrix
of the measurement noise equal to 10−12. The simulation is
carried out for several values of the covariance matrix of the
process noise {109, 1010, 1011, 1012, 1013, 1014, 1015, and 10

16
}

and measurement noise {10−14, 10−13, 10−12, 10−11, 10−10, and
10
−9
}. The algorithm performance is evaluated in terms of

percentage relative error, which is defined as

𝑒
𝑟,𝑖
% =



ÂB
𝑖
− AB
𝑖

AB
𝑖



∗ 100. (12)

The percentage relative error between normal values pro-
vided by the PGM (AB

𝑖
) and the AB estimates by the DEKF

(ÂB
𝑖
) provides information about how close the estimate is to

eventual outcomes and permits tracking the accuracy of the
AB estimation.

4. Results

Theresults are presented in Figures 3 and 4.The former shows
the 3Dbars plots of the percentage of the relative errors falling
below three given thresholds. In particular such thresholds
are 1% (Figures 3(a) and 3(b)), 5% (Figures 3(c) and 3(d)),
and 10% (Figures 3(e) and 3(f)) for abrupt AB variations of
15 samples and slower AB variations of 360 samples. Figure 4
shows the 3D bars plots of the percentage of the relative errors
for the same aforementioned thresholds and slope variations,
which are limited to the AB transitions; that is, only related
errors observed during the AB transition are considered to
calculate these percentages.
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Figure 1: The AB estimated by DEKF against the actual AB value for (a) an abrupt AB variation and (b) a slower variation.
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Figure 2: Comparison of the DEKF’s performance for an abrupt AB variation for a value of the covariance matrix of the measurement noise
equal to 10−12 and for two different values of the covariance matrix of the process noise: (a) 109 and (b) 1011.

The relative errors are plotted over a plan whose axes
represent the covariance matrixes of the measurement and
process noise, respectively. In detail, each bar represents the
percentage of errors calculated according to (12) that fall
below the considered threshold.

It is worth noting that all results depicted in Figures 3 and
4 represent average values over the 60 datasets considered for
the simulations.

From Figure 3, we can observe that the percentage
of the relative errors falling in the considered thresholds

rises as the value of the covariance matrix of measurement
noise decreases and the value of the covariance matrix of
the process noise rises. In other words, the measurement
algorithm exhibits better performance for high values of the
covariance matrix of the process noise. The percentage of the
relative error improves as the thresholds rises.

It is worth noting that the process noise of the DEKF
proposed in [11] represents a degree of freedom and it
can be chosen according to the covariance matrix of the
measurement noise for which the DEKF algorithm shows the
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Figure 3: Percentage of relative errors that are below different thresholds 𝜃 for fast AB variations (a, c, and e) and slow AB variations (b, d,
and f). 𝜃 = 1% in (a) and (b), 𝜃 = 5% in (c) and (d), and 𝜃 = 10% in (e) and (f).
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Figure 4: Percentage of relative errors that are below different thresholds 𝜃 for fast AB variations (a, c, and e) and slow AB variations (b, d,
and f). 𝜃 = 1% in (a) and (b), 𝜃 = 5% in (c) and (d), and 𝜃 = 10% in (e) and (f).
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best performance.Therefore, once the value of the covariance
matrix of the measurement noise is fixed, which depends
on the network, the covariance matrix of the process noise
can be chosen according to the 3D bar which shows the
greatest percentage of the errors lower than the considered
threshold. However, as shown in Figure 4, the performance
of the algorithm gets worse for low values of the covariance
matrix of the process noise during AB variations. Such a poor
performance is due to the fact that DEKF is not able to follow
the AB variation for low values of the covariance matrix of
the process noise.

An example is given in Figure 2, which shows AB
estimated by the DEKF against its nominal value when the
covariance matrix of the measurement noise equals 10−12
and for two values of the covariance matrix, which are,
respectively, 109 (Figure 2(a)) and 1011 (Figure 2(b)), during
an abrupt AB variation. By comparing the two figures, it is
possible to notice that the algorithm is not able to track the
abrupt variation in case of a lower value of the covariance
matrix of the process noise. Further confirmation is provided
by comparing the figures in first column shown in Figure 4,
which represent abrupt AB variations, with the figures in
second column of the same figure, which represent a slower
AB variation.

5. Conclusion

Thepaper has presented a characterisation analysis of the per-
formance of a DEFK applied to a PGM-based measurement
method for tracking AB variations in case of the fact that
cross traffic is not path-persistent and exhibits both slow and
abrupt variation over time.

The paper has highlighted that the covariance matrix of
the process noise for the DEKF can be properly chosen in
order to decrease the measurement noise and, finally, achieve
a better AB estimation. Moreover, the paper has shown that,
for fixed values of the covariance matrix of the measurement
noise, the performance of theDEKF, in terms of relative error,
improves as the value of the covariance matrix of the process
noise decreases. However, the DEKF algorithm is not able to
follow abrupt AB variations as the value of the covariance
matrix of the process noise rises.

Further research activities will focus on the performance
assessment of themeasurementmethod on real networks and
for different patterns of available bandwidth variations.
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