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A rise in inlet air temperature may lower the rate of heat dissipation from air cooled computing servers. This introduces a thermal
stress to these servers. As a result, the poorly cooled active servers will start conducting heat to the neighboring servers and
giving rise to hotspot regions of thermal stress, inside the data center. As a result, the physical hardware of these servers may
fail, thus causing performance loss, monetary loss, and higher energy consumption for cooling mechanism. In order to minimize
these situations, this paper performs the profiling of inlet temperature sensitivity (ITS) and defines the optimum location for each
server to minimize the chances of creating a thermal hotspot and thermal stress. Based upon novel ITS analysis, a thermal state
monitoring and server relocation algorithm for data centers is being proposed. The contribution of this paper is bringing the peak
outlet temperatures of the relocated servers closer to average outlet temperature by over 5 times, lowering the average peak outlet
temperature by 3.5% and minimizing the thermal stress.

1. Introduction

With the rapid proliferation of cloud services, the data center
servers are experiencing increasing computational load each
year. The electrical power consumed by IT equipment is
converted into heat [1]. An equal amount of power is required
to remove that heat in order to maintain a proper working
environment via cooling mechanism. The cooling mecha-
nism works by blowing the cold air through hollow floor tiles
towards server racks. As a natural process, the temperature
of cold air blown from the floor vents becomes more than the
set temperature near the top of the racks. In addition to that,
the hot air blown out from the air cooled servers from the
back of the racks rises up and gets mixed with the cold air
near the top of the racks. This recirculation of heat increases
the cold air temperature as well [2–4].Thus, the top mounted
rack servers become the victims of inlet temperature
increment.

In a server which is a victim of high inlet temperature,
the heat removal efficiency is reduced. Particularly, when

servers are generating maximum heat at full utilization,
the hardware experiences thermal strain which changes
to thermal stress [5]. These poorly cooled servers start
conducting heat to neighboring servers causing them to
become undercooled. Over a period of time, the heat
generated in the undercooled servers may exceed the rate
of dissipation and a hotspot is formed. Hotspots lead to
hardware failure as well as performance loss and violation of
service level agreement (SLA). In addition to this, a hotspot
detected by data center thermal monitoring system may
trigger the cooling mechanism to cool down the hotspot,
thus leading to increased total cost of ownership [6] of
data center.

Heat dissipated by the servers depends upon their uti-
lization levels and power consumption and can be marked
by their outlet temperatures. Heterogeneous servers dissipate
different amount of heat at same level of utilization and
power consumption. This can be verified from the power
consumption and heat dissipation statistics of the processors
as well. The variation in inlet temperature has the typical
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effect over heat dissipation of servers that can be profiled for
inlet temperature sensitivity (ITS). This paper demonstrates
that the hotspots can be minimized if the servers are placed
according to ITS profiling analysis. Each server undergoes
a thermal state transition on the basis of inlet temperature
variations. Hotspot is the extreme thermal state which lays
thermal stress over servers. The servers inside hotspots can
be relocated on the basis of same similar analysis to reduce
the reoccurring of hotspots and to minimize thermal stress.

This paper is organized as follows. Section 2 shows the
related literature review. Section 3 introduces the concepts
and terminology used in rest of the paper. Section 4 describes
the ITS analysis with respect to thermal state transition and
also describes the thermal-aware relocation of data center
servers. The experimental results and discussion are covered
by Section 5. Finally, the conclusion is presented in Section 6.

2. Related Work

Thermal modeling and temperature estimation [7, 8] from
thermal sensors should consider that the increase in inlet air
temperaturemay cause some servers to undergo hotspot con-
ditions and thermal stress.This is because they are not placed
at proper positions according to thermal-aware location
analysis. Thermal-aware server provisioning approach with
the objective of minimizing the total power consumption of
data center [4, 9] calculates the power by considering the
maximum working temperature of the servers. Such calcula-
tion should also consider that the inlet temperature rise may
cause the servers to reach to the maximum temperature and
cause thermal stress.

Computational fluid dynamics (CFD) is popular tool for
engineers. Workload placement techniques that rely upon
CFD simulations [2, 4, 10] can give the estimation of thermal
stress besides the data center power consumption for cooling
and computing, if the location of servers, the inlet tempera-
ture variation, and thermal-stress phenomenon are included
in the respective energy models. A technique to reduce
recirculation of hot air inside data center [2] can perform
better and save more cooling energy if the recirculation of
hot air is distinguished from the natural heating-up of cold
air after it is blown from vent tiles. However, the factor of
reliability and thermal stress due to heat recirculation should
also be considered.

The thermal data gathered from a range of thermal
sensors will have the noise of acquired heat in cold air
[11, 12] due to physical phenomenon and/or through heat
recirculation. If this data is used for cooling control, such
as implementing ASHRAE [13] standards, then the servers
should be placed according to their thermal sensitivity to
inlet temperature before data gathering could begin. Since the
ASHRAE [13] requires the data center cooling temperature
to be increased, doing so across data center will put some
servers to go under thermal stress due to heat recirculation.
Therefore, before making any decision regarding a raise in
cooling temperature, the data center management should
perform a thermal-stress evaluation for data center servers
according to their location and inlet temperature.

The coefficients of heat recirculation and heat extraction
for the data center servers [12] are sensitive to the inlet
temperature increment and the value of coefficients should
not be affected by this phenomenon. The data center work-
load scheduling techniques by RC-thermal model of heat
exchange [14, 15] should consider that the backfilling of work-
load may not work well if the change in inlet temperature
is not considered. Additionally, the backfilling can cause
hotspots and thermal stress upon the serves located in high
inlet temperature region of data center. Task-temperature
profiles used for thermal-aware workload scheduling should
consider the effect of inlet temperature sensitivity of the
physical servers upon the scheduling outcome in terms of
thermal map to be unexpected [16].

The importance of arranging the servers according to
thermal-stress analysis is that a thermal-aware workload
scheduling algorithm to consolidate active servers [17] will
have low chances of creating hotspots. Similarly if the power
profiles of servers are made as in [18], then they will have less
errors if the profiling is performed after performing the server
arrangement for minimized thermal stress. If the power
saving techniques such as diskless booting [19] are used,
then the servers will dissipate even less heat and undergo
a minimum thermal stress if they are located in a thermal-
aware arrangement.

If the power consumption profiles of server are created
so that the least power is used to execute a given computing
load and to ensure performance and profit as in [20], then
the scheduling algorithm can savemore power if the hotspots
are avoided. Additionally, the monitory loss due to hardware
failure can be avoided if the servers undergo minimum
thermal stress. The thermal profiling based techniques [21,
22] cannot give accurate results unless it is assured that the
servers are efficiently placed across the data center in thermal-
aware manner as proposed in this paper. In order to achieve
a high thermostat setting for air conditioning [3, 23], the
proper placement of servers at optimum positions should
be prerequisite before evaluating the power consumption of
data center. Raising the cold air temperature can save cooling
power but it will increase thermal stress for the servers
affected by heat recirculation. Eventually those servers at high
utilization will experience thermal stress and may fail while
the cooling mechanism might also be using more energy to
cool down the hotspots.

The data center power management and server con-
solidation techniques can avoid hotspots, thermal stress,
and unnecessary power usage for cooling by placing the
servers at the most optimum positions according to thermal-
stress analysis. Scheduling algorithms to minimize heat can
have improved performance if the servers are placed at
optimum location to minimize thermal stress. A server may
undergo various thermal states according to different factors
such as thermal stress, computational load, and inlet air
temperature. By identifying the thermal states of each server,
an optimum location can be identified according to balance
of these factors and to minimum of the thermal stress. This
paper presents thermal state modeling approach for data
center servers to identify and minimize the thermal stress
through server relocation. The benefits are reduced thermal
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stress, minimum hotspots, and cooling energy saving in data
centers.

3. Background

By the law of energy conservation, the watts of electrical
power consumed are converted into equivalent joules of
thermal energy [1]. If 𝐸𝑖computing is the electricity consumed by
a data center server 𝑖, then this energy is converted to 𝐸𝑖Joules:

𝐸
𝑖

computing = 𝐸
𝑖

Joules. (1)

The air gets less cold when it travels towards servers after
being blown from the perforated tiles of hollow floor. The
hike in inlet air temperature, due to this and recirculation of
heat, has a direct impact over outlet air temperature for each
server. So the outlet air temperature rises by the rise in inlet
temperature. But this relation is not strictly linear as the rise in
inlet air temperaturemakes it a weaker conductor of heat.The
rate of heat transfer 𝑄𝑖 from server 𝑖 by conduction through
air [24] is given by

𝑄
𝑖
= 𝑘
𝑖
𝐴
𝑖
( 𝑇
𝑖

server − 𝑇
𝑖

received) , (2)

where 𝑘𝑖 is the coefficient of heat transfer for server 𝑖, 𝐴𝑖 is
the overall area inside server through which the cold air at
temperature 𝑇𝑖received flows and cools the server through con-
duction, and𝑇𝑖server is the overall temperature of the hardware
inside server casing. The rise in inlet air temperature slows
down the rate of heat transfer from the server depending
upon the make and model of the server. The coefficient 𝑘𝑖
may be different for heterogeneous servers. The coefficient of
performance (COP) curve [25] is unable to give a solution to
the situation when a server is getting hot due to rise in inlet
air temperature. The server having high temperature of inlet
air𝑇received will have a corresponding increase in the outlet air
temperature as shown below

Δ𝑇
𝑖
= 𝑇
𝑖

received − 𝑇set, (3)

where Δ𝑇𝑖 is the increase in inlet temperature of server 𝑖.
The highly dense arrangement of bare bone blade servers
[26] can hold up to 96 servers in 45 u rack space. Such a
dense existence of server can suffer fatal thermal stress when
a server 𝑖 is exposed to increased inlet air temperature Δ𝑇𝑖 as
shown in (3). The thermal stress 𝜎 [27] can be represented as
follows:

𝜎
𝑖
= 𝐸

𝛼
𝑖
Δ𝑇
𝑖
, (4)

where 𝐸 is the modulus of elasticity of the server 𝑖 and 𝛼𝑖 is
the coefficient of thermal expansion in m/m∘C for server 𝑖.
The increase in inlet temperature causes thermal stress. Over
a period of time, thismay eventually cause hardware failure as
the servers are tightly mounted in racks.The increased outlet
temperature 𝑇𝑖outle(increased) of a server due to increase in inlet
temperature has three effects.

(i) First, it puts extra burden on cooling mechanism as
the outlet temperature of the servers is increased.

(ii) Secondly, it may cause hotspot.
(iii) It may lay thermal-stress over server hardware.

Data center servers have a built-inmechanism to dynamically
adjust the outlet fan rotationwith respect to inlet temperature
as a reactive thermal management technique. This is to
increase the airflow inside server casing tomaintain heat flow
and to reduce the thermal stress. The dynamic fan rotation
control may lead to loud noise and/or hardware damage if the
fan gets damaged [13]. Some dynamic thermal management
(DTM) routines apply frequency scaling to lower down
processor speed in order to cool it down. Disabling the
dynamic fan control requires the inlet temperature to be
within a vendor specified maximum value 𝑇𝑖max inlet.

Consider a maximum threshold outlet temperature
𝑇threshold from a server that is marked as hotspot temperature
by the monitoring system. A subthreshold (𝑇𝑖max inlet − 𝛽) is
defined for the indication of thermal stress. The value for 𝛽 is
numeric and depends on COP.

In highly dense arrangement of modern day blade
servers, a rise in inlet air temperature followed by a rise
in computational load will put the servers in thermal-stress
state. This will not only result in hotspots and equipment
failure, but also increase the data center wide cooling energy
consumption. In particular, at inlet temperature between
(𝑇
𝑖

max inlet − 𝛽) and 𝑇
𝑖

max inlet, the server 𝑖 at high utiliza-
tion will start experiencing thermal stress because DTM
will be inactive. In this situation, the outlet temperature
of a fully utilized server is maximized and may exceed
the peak temperature threshold 𝑇threshold. At this time, a
hotspot is initiated by server 𝑖. It is important to lower
down the peak outlet temperature of server 𝑖 to avoid
hotspot. To lower the peak outlet temperature, it is bet-
ter to relocate the server instead of shifting the work-
load. Server relocation provides a permanent solution to
hotspots.

4. Algorithm for Thermal-Aware Server
Relocation to Minimize Thermal Stress

This section presents the algorithm to reduce the thermal
stress through thermal-aware server relocation, those servers
which are/were part of hotspot and those which are likely
to initiate hotspots are considered. This paper is proposed
to make a thermal profile of all the data center servers with
respect to inlet temperature. Inlet temperature effect (ITE)
thermal benchmark test can be used for this purpose. ITE
test reveals the change in outlet temperature of a server
with respect to changes in inlet temperature at zero and full
CPU utilization levels. (In the rest of this paper, the phrase
server utilization refers to CPU utilization because CPU is
the most power consuming and the most heat dissipating
hardware component of any computer system.) The values
of 𝑇𝑖max inlet and 𝑇𝑖outle(increased) can be inferred from ITE
test. Homogenous servers have the same 𝑇𝑖max inlet. However,
𝑇
𝑖

outle(increased) depends upon the location of temperature
monitoring sensors and can be verified with multiple tests
with different sensor locations.
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Table 1: Domain table for thermal states.

Thermal state 𝑇
𝑖

inlet 𝑇
𝑖

outlet 𝜇 𝜎
𝑖 Chances of hotspot

𝑆
𝑖

0
𝑇
𝑖

received ≈ 𝑇set 𝑇
𝑖

outlet < 𝑇threshold ≈0 ≈0 Nil

𝑆
𝑖

1
𝑇
𝑖

received ≈ 𝑇set 𝑇
𝑖

outlet < 𝑇threshold >0 ≈0 Nil

𝑆
𝑖

2
𝑇
𝑖

received < (𝑇
𝑖

max inlet − 𝛽) 𝑇
𝑖

outlet ≤ 𝑇threshold >0 ≈0 Yes

𝑆
𝑖

3
((𝑇
𝑖

max inlet − 𝛽) − 𝑇
𝑖

received) ≤ 0 𝑇
𝑖

outlet ≥ 𝑇threshold >0 >0 Yes

4
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Figure 1: State transition diagram for data center server.

4.1.Thermal State Transition. A finite set of thermal states for
a server 𝑖 inside data center is demonstrated in the section
with respect to inlet temperature, outlet temperature, server
utilization level, and thermal stress. A thermal state of a server
𝑖 can be defined as a tuple (𝑇𝑖inlet, 𝑇

𝑖

outlet, 𝜇, 𝜎
𝑖
) and represented

by a notation 𝑆𝑖
𝑛
, where 𝑛 is a whole number and has a range

from 0 to 3 as per the state transition diagram demonstrated
in Figure 1.The domains of the elements of thermal states are
defined in Table 1. It is assumed that for all the states𝑇𝑖received <
𝑇threshold.The states 𝑆𝑖

0
and 𝑆𝑖
1
are the desired stateswhere there

is no thermal stress. State 𝑆𝑖
0
is the idle state where the server

has no workload 𝜇 and the inlet temperature is close to the
set temperature 𝑇set. State 𝑆

𝑖

1
is an active state of the server

where 𝜇 is not idle and the inlet temperature is same as that
of 𝑆𝑖
0
. Both these initial states have outlet temperature below

the red line temperature 𝑇threshold.
The difference between states 𝑆𝑖

2
and 𝑆𝑖

3
is that the

formal is an indicator of future thermal stress and future
hotspots. State 𝑆𝑖

3
may have thermal stress due to higher inlet

temperature compared to state 𝑆𝑖
2
. State 𝑆𝑖

3
is the hotspot

state with outlet temperature being more than the maximum
threshold and the presence of thermal stress.

Figure 1 demonstrates the state transition diagram where
all the states are at mesh. The conditions for state transition
are given in Table 2. The desirable states are 𝑆𝑖

0
to 𝑆𝑖
1
on the

basis of server utilization at Δ𝑇𝑖 equal to zero or minimum.
When Δ𝑇𝑖 becomes significant but remains lower than
subthreshold (𝑇𝑖max inlet − 𝛽) at any state, the yellow marked
𝑆
𝑖

2
is reached. This state is an indication of future thermal-

stress and likelihood of hotspot. For any active server, the
violation of (𝑇𝑖max inlet − 𝛽) subthreshold represented by

((𝑇
𝑖

max inlet−𝛽)−𝑇
𝑖

received) ≤ 0, at any state,makes the respective
server reach to hotspot state 𝑆𝑖

3
. An idle server with this

subthreshold violation is considered in state 𝑆𝑖
0
if the outlet

temperature is below 𝑇threshold. By following the relocation
algorithmpresented in next subsection, the servers from state
𝑆
𝑖

3
can be brought to lower states and thermalstress can be

removed.
This paper defines thermal profiling process consisting

of noting down the outlet temperature at minimum and
maximum utilization of server when the inlet temperature
is stable and below DTM threshold. For each server 𝑖,
a thermal profile can be defined as a tuple having three
elements: 𝑇𝑘max inlet, 𝑡

𝑖

minCPU, and 𝑡
𝑖

maxCPU where the second
and third elements are equal to 𝑇𝑖outlet − 𝑇

𝑖

received at minimum
and maximum CPU utilization, respectively. The difference
between 𝑡𝑖minCPU and 𝑡𝑖maxCPU shows the typical value of
maximum increase in outlet temperature for any server when
𝑇
𝑖

received < 𝑇
𝑖

max inlet.

4.2. Thermal-Aware Server Relocation Algorithm for Minimiz-
ing Thermal Stress. For each server at state 𝑆𝑖

3
the relocation

algorithm can be given as in Algorithm 1.
The algorithm searches for a suitable server from the

set of server in state 𝑆𝑖
0
which can withstand the high inlet

temperature (listing (3)). Alternatively, a server in state 𝑆𝑖
1
is

searched with more strict criteria that the maximum outlet
temperature is below the hotspot server in addition to the
inlet maximum temperature check (listing (8-9)). This is
to make sure there will be no reoccurring hotspot after
switching. In case no server is found in lower states, the
higher state 𝑆𝑖

2
servers are searched with most strict criteria

that the minimum CPU outlet of 𝑆𝑖
2
server is lower than the

hotspot server (listing (14–16)). In case there is no suitable
server for location switching, in the entire data center, the
algorithm suggests shifting the workload from hotspot server
to a server in state 𝑆𝑖

0
(listing (20)). Thus the proposed

algorithm can minimize the chances of hotspot of the servers
in state 𝑆𝑖

3
. The next section demonstrates the effectiveness of

location switching.

5. Experimental Setup

Theproposed approachwas tested over a set of heterogeneous
servers of make HP Paviolion ML350 G5. The servers have
VMware ESXi 5.0 [28] hypervisor installed. Virtualized
servers (hosts) were used because the virtualization has
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Table 2: Thermal states transition conditions table.

Transition number Condition/s
1 𝜇 > 0

2 Δ𝑇
𝑖
> 0

3 {((𝑇
𝑖

max inlet − 𝛽) − 𝑇
𝑖

received) ≤ 0} or (𝑇
𝑖

outlet ≥ 𝑇threshold)

4 𝜇 ≈ 0 | (Relocation and 𝜇 ≈ 0)

5 𝜇 ≈ 0

6 Δ𝑇
𝑖
≈ 0

7 Relocation and (Δ𝑇𝑖 ≈ 0)

8 {((𝑇
𝑖

max inlet − 𝛽) − 𝑇
𝑖

received) ≤ 0} and (𝜇 > 0)

9 {((𝑇
𝑖

max inlet − 𝛽) − 𝑇
𝑖

received) ≤ 0}

10 (Δ𝑇
𝑖
≈ 0) and (𝜇 ≈ 0)

11 Relocation and (Δ𝑇𝑖 ≈ 0)

12 (Δ𝑇
𝑖
> 0) and (𝜇 > 0)

Input:
(i) 𝑆
3
= {All servers at state 𝑆𝑖

3
}

(ii) 𝑆
0
= {All servers at state 𝑆𝑖

0
}

(iii) 𝑆
1
= {All servers at state 𝑆𝑖

1
}

(iv) 𝑆
2
= {All servers at state 𝑆𝑖

2
}

(v) 𝑆𝑖TTS= {Thermal profiles and thermal states of all servers}
Algorithm:
(1) For each server Server𝑖

𝑆3
in set 𝑆

3

(2) Find a heterogeneous server Server𝑗
𝑆0
in set 𝑆𝑖

0
for location switching such that

(3) 𝑆
𝑗

TTS → 𝑇
𝑗

max inlet ≥ 𝑆
𝑖

TTS → 𝑇
𝑖

received
(4) If at least 1 server exists in 𝑆

0

(5) Switch locations of servers Server𝑗
𝑆0
With Server𝑖

𝑆3

(6) Else If no suitable server exists in 𝑆
0

(7) Find a heterogeneous server Server𝑘
𝑆1
in set 𝑆

1
for location switching such that

(8) 𝑆
𝑘

TTS → 𝑇
𝑘

max inlet ≥ 𝑆
𝑖

TTS → 𝑇
𝑖

received And
(9) 𝑆

𝑘

TTS → 𝑡
𝑘

maxCPU < Server
𝑖

𝑆3
→ 𝑡
𝑖

maxCPU
(10) If at least 1 suitable server exists in 𝑆

1

(11) Switch locations of servers Server𝑖
𝑆1

With Server𝑖
𝑆3

(12) Else If no suitable server exists in 𝑆
1

(13) Find a heterogeneous server Server𝑚
𝑆1
in set 𝑆

2
for location switching such that

(14) 𝑆
𝑚

TTS → 𝑇
𝑚

max inlet ≥ 𝑆
𝑖

TTS → 𝑇
𝑖

received And
(15) 𝑆

𝑚

TTS → 𝑡
𝑚

maxCPU < Server
𝑖

𝑆3
→ 𝑡
𝑖

maxCPU

(16) 𝑆
𝑚

TTS → 𝑡
𝑚

minCPU < Server
𝑖

𝑆3
→ 𝑡
𝑖

minCPU

(17) If at least 1 suitable server exists in 𝑆
2

(18) Switch locations of servers Server𝑚
𝑆2
With Server𝑖

𝑆3

(19) Else If no suitable server exists in 𝑆
2

(20) Shift workload from Server𝑖
𝑆3
to server Server𝑗

𝑆0

(21) End

Algorithm 1
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Figure 2: ITE test performed for type A server.
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Figure 3: ITE test performed for type B server.

a wide scope for cloud computing and virtualized data
centers. The servers are classified as type A and type B.
Type A has two quad core Intel(R) Xeon(R) CPU E5430
2.66GHz processors. Type B has Intel(R) Xeon(R) CPU
E5320 1.86GHz processor. Each server has 6GB of RAM. A
set of 8 virtual machines (VMs) was executed on each server
during the experiments. All VMs were single virtual CPU
(vCPU) withmaximum vCPU (limit kept in suspended state)
with CPU intensive benchmark Prime95 [29] running over
each VMwhen suspended.Thermal stress was introduced by
thermostat settings of the air condition unit. BY raising the
set temperature, a scenario of heat recirculation was created
during the experiments.

To monitor the inlet and outlet air temperatures, external
USB thermal sensors were used. The power consumption
of each host was measured by USB smart power meters.
Microsoft C# script was used to manipulate the VM opera-
tions such as powering on VMs with a specified batch size
and VM suspension. The servers are placed inside research
lab room with dimensions of 25 feet × 30 feet. There are total
10 desktops and 2 servers inside lab. Two of the desktops
are Intel corei7 while the other 8 are Intel Pentium4. Each
desktop has a standard size LCD. There are two network
switches and two wireless routers. There are two split air
conditioners inside lab with 2-ton cooling capacity each. The

Table 3: Thermal variables gathered from ITE test.

Server type Thermal variable Value (Celsius)
A 𝑇

A
max inlet 26 to 27

B 𝑇
B
max inlet 25 to 26

A 𝛽 3
B 𝛽 2
A Average 𝑡AminCPU 11

B Average 𝑡BminCPU 13
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Figure 4: SLI test performed for thermal profiling of type A server.

servers are placed under the table about 10 feet away from air
conditioners.The tables are arranged horizontal to the airflow
of air conditioners.

5.1. Experimental Results and Discussion. As a first step,
ITE test was performed by varying inlet temperature of
the servers through thermostat setting at minimum and
maximum utilization of servers. Figures 2 and 3 show the
output of experiment. The thermal variables gathered from
the ITE tests are shown in Table 3.

The maximum inlet temperature for both servers was set
at 23 Celsius on the basis of results of ITE test as shown
in Table 3. In order to profile the servers for 𝑡𝑖maxCPU, the
step linear increment (SLI) test was performed. In this test,
the CPU intensive workload is put over servers in steps,
where each step involves the powering on of one VM after
a fixed interval of time such that the last step brings the CPU
utilization of the host to maximum. The inlet temperature is
kept stable by placing the servers at a proper location. Such
locations were found by placing thermal sensors around the
research lab and the readings were observed over few days to
mark the suitable regions of room with stable temperature.

Thermal profiles were created from two SLI tests at
different but stable inlet temperatures. For first SLI test, the
average temperature was 21.3 Celsius which was well below
value of (𝑇𝑖max inlet−𝛽) subthreshold.The test results are shown
in Figures 4 and 5.

For the second SLI test, the average inlet temperature
was 23.5 Celsius which means that it is a hotspot causing
inlet temperature given by (𝑇𝑖max inlet − 𝛽) − 𝑇

𝑖

received ≤ 0.



The Scientific World Journal 7

0
20
40
60
80
100
120

28
30
32
34
36
38
40
42

1 10 19 28 37 46 55 64 73 82 91 10
0

10
9

11
8

12
7

13
6

14
5

15
4

16
3

17
2

18
1

19
0

19
9

20
8

21
7

22
6

23
5

24
4

25
3

26
2

27
1

28
0

28
9

29
8

30
7

31
6

32
5

Time (min)

SLI test for type B server

CPU usage (%)

O
ut

le
t t

em
pe

ra
tu

re
 (∘

C)

Inlet temperature (∘C)

Outlet temperature (∘C)

CP
U

 u
sa

ge
 (%

), 
in

le
t

te
m

pe
ra

tu
re

 (∘
C)

Figure 5: SLI test performed for thermal profiling of type B server.

Table 4: Thermal profile elements calculated from SLI tests.

Server type Thermal variable Value (Celsius)
A Average 𝑡AmaxCPU 18

B Average 𝑡BmaxCPU 19

A Average 𝑡AmaxCPU − Average 𝑡
A
minCPU 7

B Average 𝑡BmaxCPU − Average 𝑡
B
minCPU 6

Thermal profiles for the servers are shown in Table 4, while
the test results are shown in Figures 6 and 7. If the inlet
temperature remains stable and below the threshold of DTM,
a thermal profile for the servers can be created. In this
paper, the thermal profiles were created by SLI experiments
of Figures 4 and 5 and then verified later at hotspot causing
inlet temperature in Figures 6 and 7. The results show
that the outlet temperature of a server can be predicted
by extrapolation and interpolation of outlet temperatures
with respect to increase and decrease in inlet temperature,
respectively. This paper verifies that the average peak outlet
temperatures of the prototype servers can be extrapolated
within a range of average inlet temperature range 21.3–23.5
Celsius. The detailed results are available at [25].

5.1.1. Evaluation of State Transition Diagram. By putting the
𝑇threshold value to 42 Celsius and using the thermal profiles of
the prototype servers, the occurrence of hotspot and thermal
stress can be verified. Considering the servers in Figures 4
and 5 were in states 𝑆𝑖

0
and 𝑆𝑖
1
according to inlet temperature,

then the servers were exposed to hotspot and thermal stress
causing inlet temperature in Figures 6 and 7. Comparison
of both sets of SLI test results shows that the type B server
can reach to state 𝑆𝑖

3
as per thermal state transition diagram

of Figure 1. Type B server can be considered under thermal
stress as average Δ𝑇𝑖 = 0.5 Celsius.

Consider the server relocation algorithm by supposing
that type B server is active and has inlet temperature violating
subthreshold (𝑇𝑖max inlet − 𝛽) and the state of that server is
𝑆
𝑖

3
. Also suppose that inlet temperature of type A server is

below subthreshold (𝑇𝑖max inlet−𝛽) and the server is in state 𝑆
𝑖

1
.

Following the location switching algorithm, the type B server
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Figure 6: SLI test for server type A for state determination and
thermal profile verification.
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Figure 7: SLI test for server type B for state determination and
thermal profile verification.

can be relocated by location switching with type A server. So
after relocation, both servers are at state/s lower than 𝑆𝑖

3
. This

will also proves that the relocated servers will have

(i) homogenous outlet temperature despite different
inlet temperatures;

(ii) no hotspot;
(iii) cooling cost saving.

Plotting together the outlet temperatures of type A server
from Figure 4 and of type B server from Figure 7 into
Figure 8 shows that the outlet temperatures of servers are
quite far from each other at all levels of utilization. Focus on
the average peak outlet temperatures which are 3.5 Celsius
apart. Before relocation, as shown in Table 4, the outlet
temperatures of both servers were almost the same ±different
from the average peak of outlet temperatures. If the servers
are relocated, the immediate effect is the homogeneity of
outlet temperatures at all levels of utilization, especially at the
peak and idle states. By plotting the outlet temperatures of
both servers form Figures 5 and 6 together in Figure 9, it can
be observed that the outlet temperatures of both servers are
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Table 5: Average outlet temperatures of relocated servers before and after relocation.

Before/after
relocation

Peak average
temperature server
type A (Celsius)

Peak average
temperature server
type B (Celsius)

Overall average
peak temperature

(Celsius)

Difference from average
peak temperature

(Celsius) server type A

Difference from average
peak temperature

(Celsius) server type B
Before 39 42.5 40.7 −1.76 +1.74
After 41 40.4 40.7 +0.23 −0.35
% Change 5% increase 5% decrease No change 765% improved 500% improved
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Figure 8: The outlet temperatures from SLI tests of servers before
relocation.

closer to average temperature curve. Thus, the servers can
be relocated by using thermal profiles as one of the inputs
parameter to relocation algorithm.

Cooling cost is saved because all the relocated servers
are not in state 𝑆𝑖

3
to trigger the cooling system and the

peak average outlet temperature is reduced by 3.5% after
relocation. As demonstrated in Table 5, there is a significant
5 to 7.65 times improvement in homogeneity of the average
peak outlet temperatures of the servers after relocation. Both
the servers are well below the maximum threshold of 42
Celsius after relocation. As a future work, detailed thermal
profiles will be created and an outlet temperature prediction
technique will be proposed on the basis of thermal profiles.

6. Conclusion

This paper showed that the data center servers undergo
state transition from normal to thermal stress as a result
of change in inlet temperature. The servers can be profiled
with respect to ITS and outlet temperatures can be predicted
from interpolation and extrapolation of thermal profiles.This
will be presented in more detail in future work. The novel
state transition and ITS analysis for servers presented in this
paper manage to predict and track the state of a server when
there is a change in inlet air temperature. This is a novel
paper in which virtualized servers were used for thermal-
stress and hotspot state evaluation.The servers inside hotspot
area can be relocated on the basis of ITS profiling and thermal
states based relocation algorithm presented in this paper.
The algorithm can identify a more suitable location with
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Figure 9: Outlet temperatures from SLI tests of the servers aremore
homogenous and close to average after relocation.

minimum thermal stress for the hotspot affected servers.This
relocation process will avoid hotspots, ensuring homogenous
outlet temperatures across the data center, minimizing ther-
mal stress, lowering the peak average outlet temperature,
and saving cooling power. This paper shows that the peak
average temperature was reduced by 3.5% and the peak
outlet temperatures of the relocated servers were closer
to the average by over 5 times. These results help in the
establishment of thermal-stress free, green data centers.

Conflict of Interests

The authors declare that there is no conflict of interests
regarding the publication of this paper.

Acknowledgment

This research is supported by research Grant no. RU018-2013
from Universiti Malaya, Malaysia.

References

[1] GmbH, L.D., Heat Heat as a form of energy Converting
electrical energy into heat. LD DIDACTIC GmbH, Leyboldstr.
1, D-50354 Hürth, Germany: Germany. p. 1.

[2] Q. Tang, S. K. S. Gupta, and G. Varsamopoulos, “Thermal-
aware task scheduling for data centers through minimizing
heat recirculation,” in Proceedings of the IEEE International
Conference on Cluster Computing (CLUSTER ’07), pp. 129–138,



The Scientific World Journal 9

Austin, Tex, USA, September 2007.
[3] A. Banerjee, T. Mukherjee, G. Varsamopoulos, and S. K. S.

Gupta, “Integrating cooling awareness with thermal aware
workload placement for HPC data centers,” Sustainable Com-
puting, vol. 1, no. 2, pp. 134–150, 2011.

[4] T. Mukherjee, A. Banerjee, G. Varsamopoulos, S. K. S. Gupta,
and S. Rungta, “Spatio-temporal thermal-aware job scheduling
to minimize energy consumption in virtualized heterogeneous
data centers,”Computer Networks, vol. 53, no. 17, pp. 2888–2904,
2009.

[5] J. Wei, “Thermal management of Fujitsu’s high-performance
servers,” Fujitsu Scientific and Technical Journal, vol. 43, no. 1,
pp. 122–129, 2007.

[6] Y. Han, “Cloud computing: case studies and total costs of
ownership,” Information Technology and Libraries, vol. 30, no.
4, pp. 198–206, 2011.

[7] M. Jonas, G. Varsamopoulos, and S. K. S. Gupta, “Non-invasive
thermal modeling techniques using ambient sensors for green-
ing data centers,” in Proceedings of the 39th International
Conference on Parallel Processing Workshops (ICPPW ’10), pp.
453–460, San Diego, Calif, USA, September 2010.

[8] M. Jonas, G.Varsamopoulos, and S. K. S. Gupta, “Ondeveloping
a fast, cost-effective and non-invasive method to derive data
center thermal maps,” in Proceedings of the IEEE International
Conference on Cluster Computing (CLUSTER ’07), pp. 474–475,
Austin, Tex, USA, September 2007.

[9] Z. Abbasi, G. Varsamopoulos, and S. K. S. Gupta, “Thermal
aware server provisioning and workload distribution for inter-
net data centers,” in Proceedings of the 19th ACM Interna-
tional Symposium on High Performance Distributed Computing
(HPDC ’10), pp. 130–141, Chicago, Ill, USA, June 2010.

[10] N. Ahuja, “Datacenter power savings through high ambient
datacenter operation: CFD modeling study,” in Proceedings of
the 28thAnnual IEEE SemiconductorThermalMeasurement and
Management Symposium (SEMI-THERM ’12), San Jose, Calif,
USA, March 2012.

[11] N. Ahuja, C. Rego, S. Ahuja, M. Warner, and A. Docca,
“Data center efficiency with higher ambient temperatures and
optimized cooling control,” in Proceedings of the 27th Annual
IEEE Semiconductor Thermal Measurement and Management
(SEMI-THERM ’11), pp. 105–109, San Jose, Calif, USA, March
2011.

[12] Q. Tang, T. Mukherjee, S. K. S. Gupta, and P. Cayton, “Sensor-
based fast thermal evaluation model for energy efficient high-
performance datacenters,” inProceedings of the 4th International
Conference on Intelligent Sensing and Information Processing
(ICISIP ’06), pp. 203–208, Bangalore, India, December 2006.

[13] ASHRAE-TC-9. 9 2011 Thermal Guidelines for Data Process-
ing Environments—Expanded Data Center Classes and Usage
Guidance, 2011.

[14] L. Wang, G. von Laszewski, J. Dayal, X. He, A. J. Younge, and T.
R. Furlani, “Towards thermal aware workload scheduling in a
data center,” in Proceedings of the 10th International Symposium
on Pervasive Systems, Algorithms, andNetworks (ISPAN ’09), pp.
116–122, Kaohsiung, Taiwan, December 2009.

[15] L.Wang,G.VonLaszewski, J. Dayal, andT. R. Furlani, “Thermal
aware workload scheduling with backfilling for green data cen-
ters,” in Proceedings of the IEEE 28th International Performance
Computing and Communications Conference (IPCCC ’09), pp.
289–296, Phoenix, Ariz, USA, December 2009.

[16] L. Wang, S. U. Khan, and J. Dayal, “Thermal aware workload
placement with task-temperature profiles in a data center,”The
Journal of Supercomputing, vol. 61, no. 3, pp. 780–803, 2012.

[17] A. Corradi,M. Fanelli, and L. Foschini, “Increasing cloud power
efficiency through consolidation techniques,” in Proceedings of
the 16th IEEE Symposium on Computers and Communications
(ISCC ’11), pp. 129–134, Kerkyra, Greece, July 2011.

[18] Z. Zhang and S. Fu, “Profiling and analysis of power consump-
tion for virtualized systems and applications,” in Proceedings
of the IEEE 29th International Performance Computing and
Communications Conference (IPCCC ’10), pp. 329–330, Albu-
querque, NM, USA, December 2010.

[19] C. Y. Tu, W. C. Kuo, W. H. Teng, Y. T. Wang, and S. Shiau,
“A power-aware cloud architecture with smart metering,” in
Proceedings of the 39th International Conference on Parallel
Processing Workshops (ICPPW ’10), pp. 497–503, San Diego,
Calif, USA, September 2010.

[20] D. Kusic, J. O. Kephart, J. E. Hanson, N. Kandasamy, and
G. Jiang, “Power and performance management of virtualized
computing environments via lookahead control,” Cluster Com-
puting, vol. 12, no. 1, pp. 1–15, 2009.

[21] I. Rodero, H. Viswanathan, E. K. Lee et al., “Energy-efficient
thermal-aware autonomic management of virtualized HPC
cloud infrastructure,” Journal of Grid Computing, vol. 10, no. 3,
pp. 447–473, 2012.

[22] I. Rodero, E. K. Lee, D. Pompili, M. Parashar, M. Gamell, and
R. J. Figueiredo, “Towards energy-efficient reactive thermal
management in instrumented datacenters,” in Proceedings of the
11th IEEE/ACM International Conference on Grid Computing,
pp. 321–328, Brussels, Belgium, October 2010.

[23] A. Banerjee, T. Mukherjee, G. Varsamopoulos, and S. K. S.
Gupta, “Cooling-aware and thermal-awareworkload placement
for green HPC data centers,” in Proceedings of the International
Conference onGreenComputing, pp. 245–256, Chicago, Ill, USA,
August 2010.

[24] T. Henderson, Heat and Temperature: Rates of Heat Transfer,
2013, http://www.physicsclassroom.com/class/thermalP/u18l1f
.cfm.

[25] “Detailed test results, password: ‘stress’,” https://www.mediafire
.com/folder/kks5249iaoimp/Thermal-stress.

[26] S. Stanley, Roving Reporter: Driving Up Server Density.
2012, http://embedded.communities.intel.com/community/en
hardware/blog/2012/09/13/roving-reporter-driving-up-server-
density.

[27] R. Verterra, “Thermal-stress,” http://www.mathalino.com/revi-
ewer/mechanics-and-strength-of-materials/thermal-stress.

[28] VMware VMware vSphere Basics ESXi 5. 0 vCenter Server 5. 0.,
2009.

[29] Great Internet Mersenne Prime Search (GIMPS), 2012,
http://www.mersenne.org/freesoft/.



Submit your manuscripts at
http://www.hindawi.com

Computer Games 
 Technology

International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Distributed 
 Sensor Networks

International Journal of

Advances in

Fuzzy
Systems

Hindawi Publishing Corporation
http://www.hindawi.com

Volume 2014

International Journal of

Reconfigurable
Computing

Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

 Applied 
Computational 
Intelligence and Soft 
Computing

 Advances in 

Artificial 
Intelligence

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Advances in
Software Engineering
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Electrical and Computer 
Engineering

Journal of

Journal of

Computer Networks 
and Communications

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation

http://www.hindawi.com Volume 2014

 Advances in 

Multimedia

 International Journal of 

Biomedical Imaging

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Artificial
Neural Systems

Advances in

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Robotics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Computational 
Intelligence and 
Neuroscience

Industrial Engineering
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Modelling & 
Simulation 
in Engineering
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

The Scientific 
World Journal
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Human-Computer
Interaction

Advances in

Computer Engineering
Advances in

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014


