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The sensitivity methodologies have been a remarkable story when adopted in the reactor physics field. Sensitivity coefficients can
be used for different objectives like uncertainty estimates, design optimization, determination of target accuracy requirements,
adjustment of input parameters, and evaluations of the representativity of an experiment with respect to a reference design
configuration. A review of the methods used is provided, and several examples illustrate the success of the methodology in reactor
physics. A new application as the improvement of nuclear basic parameters using integral experiments is also described.

1. Introduction

Reactor physics calculations can be quite complex. The
governing equation for neutronics is the differential-integral
Boltzmann equation for neutron transport, which is a linear
equation requiring the treatment of seven independent
variables, three in space, two in angle, one in energy of
the incident neutrons, and time. The difficulty in obtaining
accurate solutions for problems in reactor core physics,
shielding, and related applications is further aggravated by
a number of factors. The nuclear data (i.e., the neutron
cross-sections) frequently fluctuate rapidly over orders of
magnitude in the energy variable. The neutron population
is often sharply peaked in a particular angular direction,
and those directions may vary strongly in space and energy.
Finally, the geometric configurations that must be addressed
are complex three-dimensional configurations, with many
intricate interfaces resulting from arrays of fuel rods, coolant
channels, and control rods, as well as reflectors and shielding
penetrated by ducting and other irregularities. While a great
deal of effort has been expended in developing computa-
tional methods to deal with these problems (they fall into two
classes: Monte Carlo and deterministic), still a major hurdle
exists connected with the scarce knowledge of the neutron

cross sections. In the past many experiments have been
performed in order to derive information that would reduce
the uncertainties associated with the major neutronics design
parameters. This would improve both the economical aspect
of the design and the safety margins. The challenge that the
reactor physicist is confronted with is how to transpose the
experimental information to the reference design in order
to reduce uncertainties. This has been done using several
approaches including bias correcting factors, parameters
that characterize systems, and data adjustment. One specific
methodology, which makes use of sensitivity coefficients, has
been particularly successful in reactor physics. Sensitivity
coefficients are determined and assembled, using different
methodologies, in a way that, when multiplied by the varia-
tion of the corresponding input parameter, they will quantify
the impact on the targeted quantities whose sensitivity is
referred to. Sensitivity coefficients can be used for different
objectives like uncertainty estimates, design optimization,
determination of target accuracy requirements, adjustment
of input parameters, and evaluations of the representativity
of an experiment with respect to a reference design configu-
ration. In the following, first the theory of the methods used
will be presented, and then some past applications will be
shown to illustrate the remarkable success they have obtained
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in the reactor physics field. Finally, some new applications
will be also described as the improvement of nuclear basic
parameters using integral experiments.

2. Theory

Sensitivity analysis and uncertainty evaluation are the
main instruments for dealing with the sometimes scarce
knowledge of the input parameters used in simulation
tools [1]. For sensitivity analysis, sensitivity coefficients
are the key quantities that have to be evaluated. They
are determined and assembled, using different method-
ologies, in a way that, when multiplied by the variation
of the corresponding input parameter, they will quantify
the impact on the targeted quantities whose sensitivity is
referred to. Sensitivity coefficients can be used for different
objectives like uncertainty estimates, design optimization,
determination of target accuracy requirements, adjustment
of input parameters, and evaluations of the representativ-
ity of an experiment with respect to a reference design
configuration.

In uncertainty evaluation, the sensitivity coefficients are
multiplied by the uncertainties of the input parameters in
order to obtain the uncertainty of the targeted parameter
of interest. The origin and quality of the uncertainties of
the input parameters can be different and vary quite a lot.
In some cases, they are provided by the expert judgment
of qualified designer. In some other cases more useful
information is available, for instance from experimental
values, and they are cast in more rigorous formalism. This is
the case, for instance, of the covariance matrix for neutron
cross-sections, where correlations in energy and among
the different input parameters (reactions, isotopes) are also
provided.

Target accuracy assessments are the inverse problem of
the uncertainty evaluation. To establish priorities and target
accuracies on data uncertainty reduction, a formal approach
can be adopted by defining target accuracy on design
parameter and finding out required accuracy on data. In fact,
the unknown uncertainty data requirements can be obtained
by solving a minimization problem where the sensitivity
coefficients in conjunction with the existing constraints
provide the needed quantities to find the solutions.

Sensitivity coefficients are also used in input parameter
adjustments. In this case, the coefficients are used within
a fitting methodology (e.g., least square fit and Lagrange’s
multipliers with most likelihood function) in order to
reduce the discrepancies between measured and calculational
results. The resulting adjusted input parameters can be
subsequently used, sometimes in combination with bias
factors, to obtain calculational results to which a reduced
uncertainty will be associated.

A further use of sensitivity coefficients is, in conjunction
with a covariance matrix, a representativity analysis of
proposed or existing experiments. In this case the calculation
of correlations among the design and experiments allows to
determine how representative is the latter of the former and,
consequently, to optimize the experiments and to reduce

their numbers. Formally one can reduce the estimated uncer-
tainty on a design parameter by a quantity that represents the
knowledge gained by performing the experiment.

There are two main methodologies developed for sensi-
tivity and uncertainty analysis. One is the forward (direct)
calculation method based either on the numerical differ-
entiation or on a stochastic method (Monte Carlo type),
and the other is the adjoint method based on the pertur-
bation theory and employs adjoint importance functions.
In general, the forward approach is preferable when there
are few input parameters that can vary and many output
parameters of interest. The contrary is true for the adjoint
methodology. The adjoint methodology has been the one
mainly adopted in rector physics, as the source of uncertainty
is mainly related to the neutron cross-sections that can
represent a very notable number of variables (up to several
hundred thousand). Moreover, the linear property of the
Boltzmann equation makes the adjoint approach even more
attractive.

2.1. Historical Notes. The perturbation theory has been
introduced in reactor physics in the 50s, and one can
find a classical presentation in the Weinberg and Wigner
book [2] (see also [3]). This is the perturbation theory
applied to the keff of the critical reactor, and Usachev gave
a comprehensive development in an article published at the
Geneva conference of 1955 [4].

It is interesting to note that the perturbation theory
applied to reactor makes use of a definition of a function
(the adjoint flux), which has a specific physical meaning if
one is dealing with a nonconservative system as in the case of
a nuclear reactor. This physical interpretation of the adjoint
flux has been the focus of extensive studies, during the 1960s,
in particular by Lewins [5, 6].

The perturbation theory, mostly developed and applied
for reactivity coefficient studies, was readily used [7] for
an application, sensitivity studies, which had a spectacular
development in the 1970s and 1980s. This development
was made possible by a generalization of the perturbation
theory (thanks again to Usachev), which deals with the
general problem of a variation of any kind of a neutron
flux functional. Usachev derived an explicit formulation
that relates the functional variation to any change of the
Boltzmann operator [8].

This development and its further generalization by
Gandini, to the case of any kind of linear and bilinear
functional of the real and adjoint flux [9], opened a new
territory for the perturbation theory. It was now possible
to relate explicitly the variation of any type of integral
parameter (multiplication factor, reaction rates, reactivity
coefficients, source values, etc.) to any kind of change of the
operator that characterizes the system.

The application of the generalized perturbation theory
to real life problems led to new interesting developments
that allowed clarification of specific characteristics of the
new theory with implications for the computation of the
generalized importance functions introduced by the theory
[10].
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Starting from the early 1970s, the generalized perturba-
tion methods, which were essentially developed and used in
Europe, became popular also in the rest of the world and in
particular with new developments in several U.S. laborato-
ries, ANL [11, 12] and ORNL [13], and in Japan [14].

The perturbation methods, and their main application in
the field of sensitivity analysis, have been used mostly in their
first-order formulation. Actually, as for any perturbation
theory, the power of the method is particularly evident
when one considers small perturbations (for instance, for
cross-sections σ) that therefore induce little changes of the
functions (e.g., the neutron flux ϕ), which characterize the
system and for whom one can neglect the second-order
product (for instance δσδϕ). However, there have been
theoretical developments that take into accounts higher-
order effects without losing all the advantages typical of the
first-order formulations [15–17].

Among the theoretical developments after the 1970s that
had significant practical impact, one has to mention the
extension of the perturbation theory to the nuclide field
that allows study of the burnup due to irradiation in the
reactor at the first order [18–21] and to higher orders [22].
Subsequently, a new formulation, the “equivalent generalized
perturbation theory” EGPT [23], allowed treatment, in a
very simple and efficient way, of the perturbation and
sensitivity analyses for reactivity coefficients.

Among the most recent development, it is worth men-
tioning those related to the ADS (accelerator driven systems)
case with functionals that allow to calculate the sensitivity
of the source importance (ϕ∗) and the inhomogeneous
reactivity [24].

Finally, one should remember that, beside the neutronic
field, there have been several studies for extending the
perturbation theory developed for reactor physics to other
domains (thermal-hydraulics, safety, etc.) with very interest-
ing theoretical developments [25–28].

2.2. Sensitivity Coefficients and Perturbation Theories. The
variations of any integral parameter Q due to variations of
cross-sections σ can be expressed using perturbation theories
[29, 30], to evaluate sensitivity coefficients S:

δQ

Q
=

∑

j

S j
δσj
σj

, (1)

where the sensitivity coefficients Sj are formally given by

Sj = ∂Q

∂σj
· σj
Q
. (2)

For practical purposes, in the general expression of any
integral parameter Q, the explicit dependence from some
cross-sections (e.g., σei ) and the implicit dependence from
some other cross-sections (e.g., σimj ) are kept separated:

Q = f
(
σimj , σei

)
. (3)

As an example, we consider a reaction rate:

R = 〈
σe,Φ

〉
, (4)

where brackets 〈, 〉 indicate integration over the phase
space. In the case of a source-driven system, Φ is the
inhomogeneous flux driven by the external source and the
homogeneous flux in the case of critical core studies. In
(4), σe can be an energy dependent detector cross-section;
R is “explicitly” dependent on the σe and “implicitly”
dependent on the cross-sections which characterize the
system, described by the flux Φ. In other terms, R depends
on the system cross-sections via Φ. Equation (1) can be
rewritten as follows:

δQ

Q
=

∑

j

S j
δσimj

σimj
+
(
∂Q

∂σe
· σ

e

Q

)
· δσ

e

σe
, (5)

where we have the hypothesis of an explicit dependence of Q
on only one σe. If we drop the index “im”,

δQ

Q
=

∑

j

S j
δσj
σj

+
(
∂Q

∂σe
· σ

e

Q

)
· δσ

e

σe
= I + D, (6)

where the term I is generally called “indirect” effect and the
term D is called “direct” effect. While the direct effects can
be obtained with explicit expressions of the derivatives of Q,
the indirect effect (i.e., the sensitivity coefficients S) can be
obtained with perturbation expression, most frequently at
the first order [29, 30].

2.2.1. Reactivity Coefficients. A reactivity coefficient (like
the Doppler effect) can be expressed as a variation of the
reactivity of the unperturbed system (characterized by a
value K of the multiplication factor, a Boltzmann operator
M, a flux Φ, and an adjoint flux Φ∗):

Δρ =
(

1− 1
Kp

)
−
(

1− 1
K

)
= 1

K
− 1

Kp
, (7)

where Kp corresponds to a variation of the Boltzmann
operator such that

M −→Mp

(
=M + δMp

)
, Φ −→ Φp

(
= Φ + δΦp

)
,

Φ∗ −→ Φ∗
p

(
= Φ∗ + δΦ∗

p

)
, K −→ Kp

(
= K + δKp

)
.

(8)

The sensitivity coefficients (at first order) for Δρ to variations
of the σj are given as in [23]:

S
Δρ
j = ∂

(
Δρ

)

∂σj
· σj
Δρ

=
⎧
⎨
⎩

1

I
p
f

〈
Φ∗

p , σjΦp

〉
− 1

I f

〈
Φ∗, σjΦ

〉
⎫
⎬
⎭,

(9)

where I f = 〈Φ∗,FΦ〉 and I
p
f = 〈Φ∗

p ,FΦp〉, F being the
neutron fission production part of the M(= F −A) operator.

2.2.2. Reactivity Rates. The classical formulations found, for
example, in [29, 30], can be applied to the case of, for
example, damage rate or He-production in the structures, or
to the power peak factor in the core:

R = 〈
Φ,ΣR

〉
. (10)
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The sensitivity coefficients are given by

SRj =
〈
Ψ∗R , σjΦ

〉
, (11)

where Φ has been defined above, and Ψ∗R is the solution of

M∗Ψ∗R = ΣR, (12)

and M∗ is the adjoint of the operator M. In the specific case
of the power peak, this parameter can be expressed as the
ratio:

R =
〈
ΣpΦ

〉
MAX〈

ΣpΦ
〉

Reactor

, (13)

with Σp the power cross-section, essentially represented by
Ef ·Σ f , Ef being the average energy released per fission. The
sensitivity coefficients are defined as

Sj =
〈
Ψ∗, σjΦ

〉
, (14)

and Ψ∗ is the importance function solution of

M∗Ψ∗ = Σp,MAX〈
ΣpΦ

〉
MAX

− Σp,Reactor〈
ΣpΦ

〉
Reactor

, (15)

where Σp,MAX is the Σp value at the spatial point, where
< ΣpΦ >≡< ΣpΦ >MAX, and Σp,Reactor is the Σp value at each
spatial point of the reactor. In (15) effects due to Σp,MAX and
Σp,Reactor variations are assumed to be negligible.

2.2.3. Nuclide Transmutation. The generic nuclide K trans-
mutation during irradiation can be represented as the
nuclide density variation between time t0 and tF . If we denote
nKFi the “final” density, the appropriate sensitivity coefficient
is given by

SKj =
∂nKF
∂σj

· σj
nKF

= 1
nKF

∫ tF

t0
n∗σjn dt, (16)

where the time-dependent equations to obtain n∗ and n,
together with their boundary conditions, are defined in [18–
21]

Uncertainty Analysis, Experiment Representativity, and Target
Accuracy Assessment. Uncertainty evaluation and experi-
ment representativity factors are computed in ERANOS with
covariance matrices provided in different general formats.
The uncertainties associated to the cross-section can be
represented in the form of a variance-covariance matrix:

Dσ =

⎛
⎜⎜⎜⎝

d11 d12 · · · d1J

d12 d22 · · · d2J

· · · · · · · · · · · ·
d1J d2J · · · dJJ

⎞
⎟⎟⎟⎠, (17)

where the elements di j represent the expected values related
to the parameters σj and σi.

The variance of Q can then be obtained as

var(Q) =
J∑

j·i
S jSidi j . (18)

In order to plan for specific experiments able to reduce
uncertainties on selected design parameters, a formal
approach, initially proposed by Usachev and Bobkov [31],
has been applied by Palmiotti and Salvatores [32] and further
developed in by Gandini [33].

In the case of a reference parameter R, once the sensitivity
coefficient matrix SR and the covariance matrix D are
available, the uncertainty on the integral parameter can be
evaluated by the equation:

ΔR2
0 = S+

RD
′SR. (19)

We can consider an integral experiment conceived in order
to reduce the uncertainty ΔR2

0. Let us indicate by SE the
sensitivity matrix associated with this experiment. If we give
“representativity factor” the following expression:

rRE =
(
S+
RDSE

)
[(
S+
RDSR

)(
S+
EDSE

)]1/2 , (20)

it can be shown [31] that the uncertainty on the reference
parameter R0 is reduced by

ΔR′0
2 = ΔR2

0 ·
(
1− r2

RE

)
. (21)

If more than one experiment is available, (21) can be
generalized. In the case of two experiments, characterized by
sensitivity matrices SE1 and SE2, the following expression [33]
can be derived:

ΔR′0
2 = S+

RD
′SR = ΔR2

0

[
1− 1

1− r2
12

(rR1 − rR2)2

− 2
1 + r12

rR1rR2

]
,

(22)

where D′ is the new covariance matrix and

r12 =
(
S+
E1DSE2

)
[(
S+
E1DSE1

)(
S+
E2DSE2

)]1/2 ,

rR1 =
(
S+
RDSE1

)
[(
S+
RDSR

)(
S+
E1DSE1

)]1/2 ,

rR2 =
(
S+
RDSE2

)
[(
S+
RDSR

)(
S+
E2DSE2

)]1/2 .

(23)

The approach outlined here can be used to plan optimized
integral experiments to reduce uncertainties on a set of
integral parameters of a reference system.

A successive step is the assessment of target accuracy
requirements. Target accuracy assessment [32] is the inverse
problem of the uncertainty evaluation. To establish priorities
and target accuracies on data uncertainty reduction, a formal
approach can be adopted by defining target accuracy on
design parameters and finding out required accuracy on data
in order to meet them. In fact, the unknown uncertainty
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data requirements can be obtained by solving a minimization
problem where the sensitivity coefficients in conjunction
with the constraints on the integral parameters provide the
needed quantities for finding the solutions.

The unknown uncertainty data requirements di can be
obtained by solving the following minimization problem for
the functional Q:

Q =
∑

i

λi
d2
i

= min i = 1 · · · I , (24)

with the following constraints:

∑

i

S2
nid

2
i +

∑

ii′
SnnidiCorrii′di′Sni′ ≤

(
RT
n

)2
n = 1 · · ·N ,

(25)

whereN is the total number of integral design parameters, Sni
are the sensitivity coefficients for the integral parameter Rn,
and RT

n are the required target accuracies on the N integral
parameters, λi are “cost” parameters related to each σi and
should give a relative figure of merit of the difficulty of
improving that parameter (e.g., reducing uncertainties with
an appropriate experiment), and Corrii′ are the correlation
values between variable i and i′.

2.2.4. Data Assimilation. Uncertainty and sensitivity analysis
can be used to effectively combine nuclear data covariance
information, integral experiments, their “representativity,”
and their associated experimental uncertainties in order to
reduce a priori uncertainties on performance parameters
(like keff or reactivity coefficients) that characterize a refer-
ence design configuration. Several approaches (usually called
“bias factor” methods; see, e.g., [33]) have been attempted.
A more rigorous approach is the so-called data assimilation
(called also adjustment, calibration, tuning).

If we define Bp the “a priori” nuclear data covariance
matrix and SB the sensitivity matrix of the performance
parameters B(B = 1 · · ·BTOT) to the J nuclear data, the “a
priori” covariance matrix of the performance parameters is
given by

BB = SBBpS
T
B . (26)

It can be shown that, using a set of I integral experiments A
characterized by a sensitivity matrix SA, beside a set of sta-
tistically adjusted cross-section data, a new (“a posteriori”)
covariance matrix B̃p can be obtained (see, e.g., [34]):

B̃p = Bp − BpS
T
A

(
SABpS

T
A + BA

)−1
SABp, (27)

where BA is the integral experiment uncertainty matrix. In
the case of I experiments (i = 1 · · · I):

BA =

∣∣∣∣∣∣∣∣∣∣

b11 b12 · · · b1I

b21 b22
...

. . .
bI1 bII

∣∣∣∣∣∣∣∣∣∣

, (28)

(bii are the experimental uncertainties of each experiment i)
and SA is the sensitivity matrix of the I experiments to the J
nuclear parameters (cross-sections by energy group, isotope,
and reaction type):

SA =

∣∣∣∣∣∣∣∣∣∣

s11 s12 · · · s1J

s21 s22
...

. . .
sI1 sIJ

∣∣∣∣∣∣∣∣∣∣

. (29)

This matrix can then be used to define a new (“a posteriori”)
covariance matrix B̃B for the performance parameters:

B̃B = SBB̃pS
T
B =

{
BB − SBBpS

T
A

(
SABpS

T
A + BA

)−1
SABpS

T
B

}

= BB

{
1−

(
SBBpS

T
B

)−1(
SABpS

T
A + BA

)−1

×
(
SABpS

T
B

)2
}
.

(30)

If we consider only one performance parameter B and only
one experiment “i” and if we put BA = 0, we obtain from
(26) the expression of the “representativity” of one integral
experiment, as defined in [32]:

riB =
(
SBBpS

T
i

)

[(
SiBpS

T
i

)(
SBBpS

T
B

)]1/2 . (31)

Then, we can consider (30) as a generalized expression for
the reference parameter uncertainty reduction as given in
[32]. This generalized expression accounts for more than
one experiment and allows estimating the impact of any new
experiment in the reduction of the “a priori” uncertainty of
the design performance parameters [35].

In fact, we can define an “assimilated” representativity
factor that characterizes the uncertainty reduction obtained
through the assimilation process. Let us first define the
uncertainties on an integral parameter (e.g., Keff) for a
specific design target system (e.g., a reactor to be designed)
using the nuclear data covariances before, Bp, and after, B̃p,
assimilation:

ΔR2
0 = S+

RBpSR,

ΔR
′2
0 = S+

RB̃pSR;
(32)

then using (21) we can derive the “assimilated” representa-
tivity factor r2A

RE associated with the assimilation process:

r2A
RE = 1− ΔR

′2
0

ΔR2
0
. (33)

If we define the uncertainty reduction factor UR as,

UR = ΔR0

ΔR′0
, (34)

we can obtain using (33)

rARE =
√

1− 1
UR2

. (35)
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Figure 1: (E − C)/C trend following the spectrum indicator r for different experiments.

3. An Example from the Past: Superphenix

In the 1960s and 1970s, there has been the development in
France of a “practical” (and powerful) method of nuclear
data assimilation (or adjustment) and bias factors assessment
together with associated uncertainties. The method was
based on the following steps.

(i) Conceive and perform simple, “clean” integral exper-
imental configurations in zero-power critical assem-
blies, each of them characterized by a meaningful
parameter “r” (as a “spectrum indicator”). In each
configuration, several integral parameters i (e.g.,
Keff, critical buckling, reaction rate ratios, etc.) are
measured.

(ii) The observed experimental to calculation ratio Ei/Ci

for each specific integral parameter was interpreted
in terms of nuclear data statistical adjustments (see
later).

(iii) The adjusted data are associated to a new calculated
value C′i Residual Ei/C

′
i values are displayed as

function of the “r” parameter (see Figure 1).

(iv) The reference design core is also characterized by a
specific value of “r”. Its integral parameters R are
calculated with the adjusted nuclear data.

(v) Deduction by interpolation (see Figure 1) of the
expected ER/C

′
R on the reference design core and use

of it as “bias factor” for the calculated value of the
reference design core parameter CR.

In Europe, this approach was preferred to the “mock-up”
approach, mainly used in the USA.

A milestone was reached in 1984 when this approach
allowed prediction of the critical mass of Superphenix to
approximately 3 (out of ∼300) subassemblies (correspond-
ing to ∼0.3% Δk/k).

4. Target Accuracy Requirements:
The OECD/NEA Subgroup 26

The first and most significant recent initiative aiming to a
systematic nuclear data uncertainty impact assessment was
taken by the Working Party on Evaluation Cooperation
(WPEC) of the OECD Nuclear Energy Agency Nuclear
Science Committee when it established a subgroup (called
26) to develop a systematic approach to define data needs
for advanced reactor systems and to make a comprehensive
study of such needs for Generation-IV (Gen-IV) reactors.
This subgroup was established at the end of 2005, and a
final report was published in 2008 [36]. A comprehensive
sensitivity and uncertainty study was performed to evaluate
the impact of neutron cross-section uncertainty on the most
significant integral parameters related to the core and fuel
cycle of a wide range of innovative systems, even beyond
the Gen-IV range of systems. In particular, results have been
obtained for the sodium-cooled advanced breeder reactor
(ABR), the sodium-cooled low conversion ratio fast reactor
(SFR), the sodium-cooled European fast reactor (EFR), the
gas-cooled fast reactor (GFR), the lead-cooled fast reactor
(LFR), and the accelerator driven lead-cooled minor actinide
burner (ADMAB). These systems correspond to current
studies within the Generation-IV initiative, the advanced
fuel cycle initiative (AFCI), and the advanced fuel cycle and
partitioning/transmutation studies in Japan and Europe.

The integral parameter uncertainties were initially cal-
culated using covariance data developed in a joint effort of
several laboratories contributing to the subgroup activity.
This set of covariance matrices was referred to as BOLNA
[37].

The calculated integral parameter uncertainties, resulting
from the initially assessed uncertainties on nuclear data of
the BOLNA set were found rather acceptable for the early
phases of design feasibility studies. In fact, the uncertainty
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Table 1: Summary of highest-priority target accuracies for fast reactors from subgroup 26.

Energy range
Current (BOLNA)

Accuracy (%)
Target accuracy (%)

σinel 6.07÷ 0.498 MeV 10÷ 20 2÷ 3

σcapt 24.8÷ 2.04 keV 3÷ 9 1.5÷ 2

σfiss 1.35 MeV÷ 454 eV 8÷ 20

2÷ 3
(SFR, GFR, LFR)

5÷ 8
(ABTR, EFR)

σcapt 498÷ 2.04 keV 7÷ 15 4÷ 7

σfiss 1.35÷ 0.498 MeV 6 1.5÷ 2

ν 1.35÷ 0.498 MeV 4 1÷ 3

σfiss 2.23÷ 0.498 MeV 19÷ 21 3÷ 5

σfiss 1.35÷ 0.183 MeV 17 3÷ 5

σfiss 1.35 MeV÷ 67.4 keV 17 3÷ 4

σfiss 6.07÷ 2.23 MeV 12 3

σfiss 1.35÷ 0.498 MeV 50 5

σfiss 183÷ 67.4 keV 47 7

σfiss 2.23÷ 0.498 MeV 16÷ 25 3÷ 6

σfiss 1.35÷ 0.498 MeV 28 4÷ 10

σfiss 2.23÷ 1.35 MeV 14 3

σfiss 1.35÷ 0.498 MeV 11 3

σfiss 6.07÷ 1.35 MeV 14÷ 50 3÷ 6

σfiss 19.6÷ 6.07 MeV 53 6

on keff was found to be less than 2% for all systems (with the
exception of the ADS) and reactivity coefficient uncertainties
below 20%. Power distributions uncertainties are also rela-
tively small, except in the case of the ADS.

However, later conceptual and design optimization
phases of selected reactor and fuel cycle concepts will need
improved data and methods in order to reduce margins,
both for economical and safety reasons. For this purpose,
a compilation of preliminary “Design Target Accuracies”
was put together, and a target accuracy assessment was
performed to provide an indicative quantitative evaluation of
nuclear data improvement requirements by isotope, nuclear
reaction, and energy range in order to meet the Design Target
Accuracies. First priorities were formulated on the basis of
common needs for fast reactors and, separately, thermal
systems. These priority items (see Table 1) were included in
the High Priority Request List (HPRL) of the OECD-NEA
Data Bank.

5. A More Recent Example of Data Assimilation

The purpose of the work performed in this example [38] was
to provide a first series of guidelines to improve methods and
data used in the preliminary study of a sodium-cooled fast
spectrum “advanced burner” reactor, as defined within the
GNEP initiative and the AFCI program [39]. The reference
1000 MWt ABR core concepts were developed with ternary
metal and mixed oxide fuels. Compact core concepts of
medium TRU conversion ratio (∼0.8 for the start-up core
and ∼0.7 for the recycled equilibrium core) were developed

by tradeoff between the burn-up reactivity loss and the TRU
conversion ratio. Two enrichment zones are used for the
metal core, whereas three enrichment zones are used for the
oxide core. In both cases, there is a steel reflector surrounding
the core and no fertile blanket.

The selected integral experiments should meet a series
of requirements: (a) low and well-documented experimental
uncertainties, (b) enabling to separate effects (e.g., capture
and fission), and (c) allowing validating global energy- and
space-dependent effects.

As for the point (b) above, irradiation experiments, in
particular of separate isotope samples, allow very significant
information on capture data, while fission rate experiments
in well-characterized spectra provide high-accuracy infor-
mation on fission data. As for the point (c), the global
energy validation should be envisaged using as far as possible
“representative” experiments, according to the definition
given below, while specific spatial effects (as reflector effects
in the ABR cores) should be singled out with appropriate
experiments (e.g., experiments with or without blankets, to
underline possible specific effects due to the presence of a
steel reflector).

A series of experiments following the indicated require-
ments was selected to the purpose of reducing the current
uncertainties on the targeted cores (ABR with metal or oxide
fuels). Table 2 shows the list of significant experiments that
have been chosen in the present study together with the
main integral parameters that have been measured and that
have been calculated. These experiments allow covering a
wide range of fuel types, including the reference system
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Table 2: List of integral experiments to be used in the statistical adjustment.

Experiment
Parameter to be analyzed

Fuel type Pu/(U + Pu)
Critical mass Reaction rates Irradiation experiment

GODIVA Yes Yes — U metal 0.0

JEZEBEL239 Yes Yes — Pu metal 1.0

JEZEBEL240 Yes — — Pu metal 1.0

ZPR-3/53 Yes Yes — PuC-UC 0.42

ZPR-3/54 Yes Yes — PuC-UC 0.42

ZPPR-15 Yes Yes Pu-U metal 0.13

COSMOa — Yes — PuO2-UO2 0.27

CIRANOa Yes -s — PuO2-UO2 0.27

PROFILb — — Yes PuO2-UO2 0.27

TRAPUb — — Yes PuO2-UO2 0.27
a
Experiments performed in the MASURCA facility.

bIrradiation experiments performed in the Phenix reactor.

fuels (oxide, metal): a wide range of Pu/(Pu + U) ratios
and corresponding spectrum types (including both fission
spectrum-type experiments and softer spectra), separated
capture (PROFIL irradiation experiments in PHENIX, [40])
and fission rate effects for TRU (COSMO fission rate
experiments, [41]), combined capture and fission effects
(TRAPU irradiated fuels in PHENIX with different Pu
vectors), and finally reflector versus blanket effects (ZPR3-
53 with blanket and ZPR3-54 with reflector, CIRANO with
reflector [42]).

As far as representativity, we considered a range of dif-
ferent ZPPR and ZPR experiments, in particular assemblies
ZPPR-2, ZPPR-9, and ZPR6-7 with Pu oxide fuel, ZPPR-
15 with Pu metal fuel, and ZPR6-6 with enriched UO2

fuel. We performed a representativity study on the criticality
of these experiments with respect to the two ABR cores.
We added, for comparison purposes, the ZPR3-53 and 54
experiments. The results shown in Table 3 indicate that the
ZPPR-15 experiment is the best suited to “represent” both
ABR reference cores and that the other cores will not add
significant information. In fact if we consider the extra
information brought by, for example, ZPPR-9 with respect
to ZPPR-15, we find, using (20), that adding ZPPR-9 there
is only a very limited impact on the ABR keff uncertainty
reduction, since the r12 value relative to ZPPR-15 and ZPPR-
9 is too close to 1 (0.978).

Table 4 gives the C/E values with associated uncertainties
before and after adjustment for the 44 integral experiments
used in this study. The first remark is that ENDF/B-VII
performs in general rather well. However, for a number of
parameters (higher Pu isotopes and some minor actinides),
there is a clear need for substantial improvements.

After adjustment, the “a posteriori” C/Es show a definite
improvement, and with a few exceptions all residual calcu-
lation versus experiment discrepancies are reduced within
the “a posteriori” experimental uncertainties. To obtain this
result and in order to obtain a statistically sound adjustment
(i.e., as indicated by a χ2 test), it has been necessary in very
few cases to modify (i.e., increase) the diagonal uncertainty

Table 3: Representativity factors for keff.

Experiment ABR metal ABR oxide

ZPPR-15 0.814 0.738

ZPPR-2 0.780 0.740

ZPPR-9 0.796 0.723

ZPR3-53 0.435 0.434

ZPR3-54 0.065 0.115

ZPR6-6 0.190 0.175

ZPR6-7 0.792 0.739

values of the BOLNA covariance matrix for a specific
reaction of a specific isotope.

After the adjustment we have applied the new cross-
section covariance matrix to evaluate the “a posteriori”
uncertainty on the keff of the two reference systems (ABR
with metal or oxide fuel). The results are given in Table 5. The
uncertainty on the keff of two reference ABR configurations
is reduced significantly, from ∼1.5% to ∼0.6% in both cases.
One interesting ancillary result is given by the “assimilated”
representativity factors. As reported in Table 5 they are
significantly higher than those of Table 3 and indicate the
global representativity of the 44 experiments used in the data
assimilation process with respect to the target systems for the
Keff parameter. As for the nuclear-data-related uncertainty, it
is possible to further reduce the value obtained here (∼0.6%),
by including in the adjustment more nuclear data (e.g., more
structural material data) and including few more integral
experiments, carefully selected for that purpose and using
more extensively the “representativity” approach outlined
previously.

Finally, it is interesting to note that the proposed ad-
justment will reduce uncertainties not only of the keff but
also uncertainties on the local TRU nuclide densities after
irradiation and, as a consequence, the uncertainty on the
reactivity loss per cycle.
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Table 4: C/E and associated uncertainties (σ) before and after adjustment.

Type of experiment Old C/E ± σ New C/E ± σ Type of experiment Old C/E ± σ New C/E ± σ

U235 Capture PROFIL1a 0.977± 0.020 1.009± 0.009 Cm244 TRAPU2b 0.872± 0.023 0.978± 0.021

U238 Capture PROFIL1a 1.004± 0.023 1.005± 0.010 U238 Fission Rate COSMOc 0.988± 0.015 1.006± 0.010

Pu238 Capture PROFIL2a 1.744± 0.040 1.015± 0.036 Np237 Fission Rate COSMOc 0.960± 0.015 0.979± 0.011

Pu239 (N,2N) PROFIL1a 0.752± 0.150 0.949± 0.133 Pu238 Fission Rate COSMOc 1.083± 0.025 1.005± 0.023

Pu239 Capture PROFIL1a 0.963± 0.030 1.021± 0.015 Pu239 Fission Rate COSMOc 0.983± 0.013 0.984± 0.003

Pu240 Capture PROFIL1a 1.001± 0.022 0.995± 0.013 Pu240 Fission Rate COSMOc 1.034± 0.023 1.016± 0.016

Pu241 Capture PROFIL1a 0.847± 0.041 0.871± 0.013 Pu241 Fission Rate COSMOc 0.998± 0.020 1.013± 0.017

Pu242 Capture PROFIL1a 1.092± 0.035 1.128± 0.019 Pu242 Fission Rate COSMOc 1.000± 0.023 1.002± 0.022

Am241 Capture PROFIL1a 1.000± 0.020 1.003± 0.015 Am241 Fission Rate COSMOc 1.074± 0.023 1.003± 0.022

Np237 Capture PROFIL2a 0.988± 0.036 1.009± 0.022 Am243 Fission Rate COSMOc 1.059± 0.023 1.008± 0.021

U236 TRAPU2b 0.965± 0.010 0.995± 0.009 keff GODIVAd 1.000± 0.001 0.999± 0.001

Np237 TRAPU2b 0.880± 0.033 0.954± 0.026 U238 Fission Rate GODIVAd 0.955± 0.012 0.965± 0.004

Pu238 TRAPU2b 0.942± 0.010 1.000± 0.006 Np237 Fission Rate GODIVAd 0.991± 0.016 1.003± 0.010

Pu239 TRAPU2b 1.006± 0.005 1.001± 0.004 Pu239 Fission Rate GODIVAd 0.986± 0.017 0.987± 0.003

Pu240 TRAPU2b 0.982± 0.006 1.000± 0.006 keff JEZEBEL9e 1.000± 0.002 1.001± 0.001

Pu241 TRAPU1b 1.005± 0.006 1.001± 0.003 U238 Fission Rate JEZEBEL9e 0.974± 0.009 0.984± 0.004

Pu242 TRAPU1b 0.998± 0.008 1.012± 0.004 Np237 Fission Rate JEZEBEL9d 1.009± 0.017 1.021± 0.010

Am241 TRAPU2b 0.985± 0.039 0.986± 0.005 keff JEZEBEL0e 1.000± 0.002 0.999± 0.002

Am242 TRAPU2b 1.029± 0.043 1.032± 0.013 keff CIRANOf 1.007± 0.002 1.002± 0.001

Am243 TRAPU1b 0.939± 0.026 0.974± 0.020 keff ZPPR-15 0.999± 0.002 0.999± 0.001

Cm242 TRAPU1b 1.003± 0.039 0.971± 0.013 keff ZPR-3/53 1.009± 0.002 1.001± 0.001

Cm243 TRAPU2b 0.462± 0.031 0.999± 0.031 keff ZPR-3/54 1.008± 0.002 1.000± 0.001

Isotope A/B atom density ratio at the end of irradiation of a sample of isotope A.
aIsotope atom density at the end of irradiation of TRAPU fuel pins with different initial Pu vectors.
bNormalized fission rates and keff in the COSMO critical experiment at MASURCA.
cJEZEBEL9: Pu-239 Sphere.
dJEZEBEL0: Pu-239 Sphere with high Pu-240 content.
ekeff of the critical experiment CIRANO (high Pu content) at MASURCA.

6. The New Approach:
Consistent Data Assimilation

The major drawback of the classical adjustment method is
the potential limitation of the domain of application of the
adjusted data since adjustments are made on multigroup
data, and the multigroup structure, the neutron spectrum
used as weighting function, and the code used to process the
basic data file are significant constraints.

A new approach [43] has been developed in order to
adjust physical parameters and not multigroup nuclear data,
the objective being now to correlate the uncertainties of
some basic parameters that characterize the neutron cross-
section description, to the discrepancy between calculation
and experimental value for a large number of clean, high-
accuracy integral experiments.

This new approach is the first attempt to build up a link
between the wealth of precise integral experiments and basic
theory of nuclear reactions. A large amount of exceptionally
precise integral measurements has been accumulated over
last 50 years. These experiments were driven by the neces-
sities of nuclear applications but were never fully exploited
for improving predictive power of nuclear reaction theory.
Recent advances in nuclear reaction modeling and neutron

transport calculations, combined with sensitivity analyses
methods, offer a reasonable possibility of deconvoluting
results of the integral experiments in a way to obtain
feedback on parameters entering nuclear reaction models.
Essential ingredients of such a procedure will be covariances
for model parameters and sensitivity matrices. The latter
will provide direct link between reaction theory and integral
experiments. By using integral reactor physics experiments
(meter scale), information is propagated back to the nuclear
level (femtometers) covering a range of more than 13 orders
of magnitude.

The assimilation procedure results in more accurate and
more reliable evaluated data files that will be of universal
validity rather than tailored to a particular application.
These files will naturally come with cross-section covariances
incorporating both microscopic and integral measurements
as well as constrains imposed by the physics of nuclear
reactions. Thus, these covariances will encompass the entire
relevant knowledge available at the time of evaluation.

On the physics side, the assimilation improves knowledge
of model parameters, increasing the predictive power of
nuclear reaction theory, and it would bring a new quality
into nuclear data evaluation as well as refinements in nuclear
reaction theory.
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Table 5: keff Uncertainties (pcm) calculated with BOLNA and adjusted covariance.

Reactor BOLNA (current) Adjusted covariance “Assimilated” represent

ABR Oxide 1438.7 639.1 0.896

ABR Metal 1460.4 638.7 0.899

6.1. Consistent Data Assimilation Approach. The classical
“statistical adjustment” techniques [34] provide adjusted
multigroup nuclear data for applications, together with new,
improved covariance data and reduced uncertainties for
the required design parameters, in order to meet target
accuracies.

One should, however, set up a strategy to cope with
the drawbacks of the methodology, which are related to
the energy group structure and energy weighting functions
adopted in the adjustment.

In fact, the classical statistical adjustment method can be
improved by “adjusting” reaction model parameters rather
than multigroup nuclear data. The objective is to associate
uncertainties of certain model parameters (such as those
determining neutron resonances, optical model potentials,
level densities, and strength functions) and the uncertainties
of theoretical nuclear reaction models themselves (such
as optical model, compound nucleus, preequilibrium, and
fission models) with observed discrepancies between calcula-
tions and experimental values for a large number of integral
experiments.

The experiments should be clean (i.e., well documented
with high QA standards) and high accuracy (i.e., with as
low as possible experimental uncertainties and systematic
errors), and carefully selected to provide complementary
information on different features and phenomena, for exam-
ple, different average neutron spectrum energy, different
adjoint flux shapes, different leakage components in the
neutron balance, different isotopic mixtures and structural
materials.

In the past, a few attempts were made [44–46] to apply
a consistent approach for improving basic nuclear data,
in particular to inelastic discrete levels and evaporation
temperatures data of 56Fe for shielding applications, and to
resolved resonance parameters of actinides (e.g., Γ and total
widths and peak positions). This effort indicated not only the
validity of the approach but also challenges to be overcome
for its practical application. This was mainly related to the
way of getting the sensitivity coefficients and to the need of
reliable covariance information.

The consistent data assimilation methodology allows
overcoming both difficulties, using the approach that in-
volves the following steps.

(i) Selection of the appropriate reaction mechanisms
along with the respective model parameters to
reproduce adopted microscopic cross section mea-
surements with the EMPIRE [47] code calculations.
Use of coupled channels, quantum-mechanical pre-
equilibrium theories, and advanced statistical model
accounting for width fluctuations and full gamma

cascade ensures state of the art modelling of all
relevant reaction mechanisms.

(ii) Determination of covariance matrices for the set
of nuclear reaction model parameters obtained in
the previous step. This is achieved by combining
initial estimates of parameter uncertainties, with
uncertainties/covariances for the adopted experi-
mental data through the KALMAN [48] code. This
way, the resulting parameter covariances will contain
constraints imposed by nuclear reaction theory and
microscopic experiments. Several parameters have
been considered, including resonance parameters for
a few dominating resonances, optical model param-
eters for neutrons, level density parameters for all
nuclei involved in the reaction, parameters entering
preequilibrium models, and parameters determining
gamma-strength functions.

(iii) Sensitivity of cross-sections to the perturbation of
the above-mentioned reaction model parameters are
calculated with the EMPIRE code.

(iv) Use of the adjoint technique to evaluate sensitivity
coefficients of integral reactor parameters to the
cross-section variations, as described in the previous
step. To perform this task, the ERANOS code system
[49], which computes sensitivity coefficients based on
generalized perturbation theory, is employed.

(v) Performing analysis of selected experiments using
the best calculation tools available (in general Monte
Carlo codes like MCNP).

(vi) Performing consistent data assimilation on basic
nuclear parameters using integral experiment anal-
ysis with best methodology available to provide
discrepancies between calculation and measured
quantities. After the C/Es are available, they are used
together with the sensitivity coefficients coming from
the previous step in a data assimilation code.

(vii) Constructing new ENDF/B type data files based
on modified reaction theory parameters for use by
neutronic designers.

6.2. Evaluation of Nuclear Physics Parameter Covariances. As
indicated in the outline of the methodology, the first step
is to provide estimated range of variation of nuclear physics
parameters, including their covariance data. To this end the
code EMPIRE [47] coupled to the KALMAN [48] code is
employed.

KALMAN code is an implementation of the Kalman
filter technique based on minimum variance estimation.
It naturally combines covariances of model parameters, of
experimental data and of cross-sections. This universality is
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a major advantage of the method. KALMAN uses measure-
ments along with their uncertainties to constrain covariances
of the model parameters via the sensitivity matrix. Then,
the final cross-section covariances can be calculated from the
updated covariances for model parameters. This procedure
consistently accounts for the experimental uncertainties and
the uncertainties of the nuclear physics parameters. We
emphasize that, under the term “reaction model,” we mean
also the resonance region described by models such as the
multilevel Breit-Wigner formalism.

6.3. Evaluation Sensitivity Coefficients for Integral Experi-
ments. In order to evaluate the sensitivity coefficients of the
nuclear parameters to the integral parameters measured in
a reactor physics experiment, a folding procedure is applied,
where the sensitivities calculated by EMPIRE are folded with
those calculated by ERANOS (i.e, multigroup cross-section
sensitivity coefficient to integral parameters).

Following this procedure, the sensitivities of integral
experiments to nuclear parameters pk are defined as

ΔR

Δpk
=

∑

j

ΔR

Δσj
× Δσj

Δpk
, (36)

where R is an integral reactor physics parameter (e.g., Keff,
reaction rates, and reactivity coefficient) and σj a multigroup
cross section (the j index accounts for isotope, cross section
type, and energy group).

In general to compute σj one can use (a) EMPIRE with
an appropriate set of parameters pk to generate first (b) an
ENDF/B file for that specific isotope and, successively, (c) to
use NJOY, to obtain multigroup cross sections.

As specified in the previous section, one can compute the
variation of the cross sections Δσj resulting from a variation
of each parameter pk variation.

Specifically, the procedure would consist in the genera-
tion of theΔσj corresponding to fixed, well-chosen variations
of each pk taken separately and therefore generating the
Δσj/Δpk. Following each EMPIRE calculation, an ENDF/B
file for the isotope under consideration is generated and a
subsequent run of NJOY on this file generates multigroup
cross sections in the same energy structure used for the
computation of the reactor physics integral parameters.
The multigroup cross section variations associated to the
individual fundamental parameter that has been varied in
the corresponding EMPIRE calculation are readily computed
by difference with the reference NJOY calculation for the
isotope under consideration.

In parallel, the cross section sensitivity coefficients to
integral parameter R,

ΔR

Δσj
, (37)

are provided, using the standard generalized perturbation
theory in the ERANOS code system.

Folding the two contributions (from EMPIRE and ERA-
NOS), one obtains the sensitivity coefficients of the nuclear
physics parameters to the integral measured parameters; see
(36).

Table 6: C/E before and after statistical adjustment.

Detector C/E before adj. C/E after adj.

EURACOS 32S 0.770± 0.085 0.997± 0.057

EURACOS 197Au 0.954± 0.102 0.946± 0.010

JANUS-8 32S 0.538± 0.022 1.000± 0.022

JANUS-8 197Au 1.010± 0.033 0.959± 0.028

JANUS-8 55Mn 1.158± 0.025 1.028± 0.023

JANUS-8 103Rh 0.960± 0.106 0.976± 0.047

Finally, as far as data adjustment (or data “assimilation”),
the methodology makes use of

(i) quantified uncertainties and associated variance-
covariance data,

(ii) well-documented, high-accuracy, and “representa-
tive” integral experiments,

(iii) sensitivity coefficients for a variety of integral param-
eters.

6.4. 23Na Consistent Data Assimilation. As a practical exam-
ple we have considered the case of the 23Na isotope. For this
case we have used propagation experiments of neutrons in
a medium dominated by this specific isotope. These kinds
of experiments were specifically intended for improving
the data used in the shielding design of fast reactors. Two
experimental campaigns taken from the SINBAD database
[50] have been used in this practical application: the
EURACOS campaign and the JANUS-8 campaign.

In order to perform the consistent data assimilation
on the 23Na, a set of 136 nuclear parameters was selected,
and sensitivities to them in terms of multigroup cross
section were calculated ([51] provides the details of this
step). The selected parameters include: scattering radius,
bound level and 33 resonances (for each one: En resonance
peak energy, Γn neutron width, Γg radiative width, for a
total of 102 parameters), 33 parameters in fast region (21
Optical model parameters, 7 Statistical Hauser-Feshbach
model parameters, and 5 Preequilibrium Exciton model
parameters).

For what concerns the experiments, a set of reaction
rate slopes (one for each detector in the two experiment
campaigns) was selected. The selection was based, on low
experimental and calculation uncertainty, good depiction
of the neutron attenuation for the energy range to be
characterized by the corresponding detector, complement of
information (obtained by correlation calculations using the
sensitivity coefficients), and good consistency among the C/E
on the selected slopes. The selected slopes were the ratios of
the fourth position to the first one for both detectors in the
EURACOS experiment, while for the JANUS-8 experiment
we selected the fourth to first position ratio for the 32S
and 197Au detectors, fourth to second position for the 55Mn
(there was no measurement in the first position), and third
to first for the 103Rh (the fourth position has a very large
experimental uncertainty).
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Table 7: Parameter variations and standard deviations obtained by data assimilation.

Parameter Variation (%) Init. stand. dev. (%) Final stand. dev. (%)

Scat. Rad.a 1.9 4.1 1.7

Γn Bou. Lev.b −6.4 8.0 6.4

Γn 2.8 Kevc 0.6 1.9 1.9

Γγ 2.8 Kevc 10.5 11.8 10.5

Γn 538 Kevc −57.2 65.9 58.4

R. Vol. Rad.d −1.8 2.8 1.6

R. Surf. Dif.e −0.8 5.0 4.7

R. Vol. Dif.f −0.4 2.1 2.1

TOTREDg −1.1 3.5 3.2

FUSREDh −0.8 5.0 4.0
a
Nuclear scattering radius.

bBound-level resonance.
cResonance peak energy.
dOptical model real volume radius for target nucleus.
eOptical model real surface diffuseness for target nucleus.
f Optical model real volume diffuseness for target nucleus.
gOptical model scaling of total cross-sections due to intrinsic model uncertainty.
hOptical model scaling of absorption cross-sections due to intrinsic model uncertainty.

A 41-group energy structure was adopted specifically
to better describe the resonance structure of the 23Na.
The ERANOS code was used to calculate the multigroup
sensitivity for the selected reaction rate slopes.

A specific code was written in order to manipulate the
two sets of sensitivities (nuclear parameters and integral
experiments to multigroup cross sections), check their
consistency, calculate uncertainties on measured parameters,
and perform the folding of (36).

Once obtained the sensitivity of nuclear parameters to
the integral experiments, they were used together with the
C/E of the computational analysis shown in Section 3 for
a statistical adjustment. Table 6 shows the C/E after the
adjustments for the selected reaction rates slopes.

As it can be observed, except for the gold detectors
that did already show good C/E agreement, a remarkable
improvement is obtained after the adjustments.

The corresponding variations of the nuclear parameters
that are needed for obtaining such improvement are shown
in Table 7. Only the parameters that require at least 0.3% of
variation are reported, and for the meaning of the parameter
name we refer to [51].

All the variations are in less than 1σ of the initial
uncertainties and, therefore, look acceptable. Some impor-
tant parameters show a significant improvement in the
“a posteriori” standard deviation (e.g., scattering radius)
that would translate in reduced uncertainties on design
parameters when the “assimilated” cross sections will be
used.

The χ2 test after adjustment provided a value of 5.95,
which is quite good in view of the fact that, for the statistical
adjustment methodology adopted, the degrees of freedom of
the problem are those of the number of experiments used in
the adjustment, in this case 6.

7. Conclusions

We have shown that the sensitivity methodologies have been
a remarkable success story when adopted in the reactor
and fuel cycle physics field. Beside providing a unique tool
to gain physics insight in reactor design and experiment
analysis, sensitivity coefficients have been used for different
objectives like uncertainty estimates, design optimization,
determination of target accuracy requirements, adjustment
of input parameters, and evaluations of the representativity
of an experiment with respect to a reference design config-
uration. Several key examples of importance for fast reactor
assessment have been provided for corroborating the success
of the methodology in “real life” and its impact in industrial
applications.

Even though so much success has been achieved by
the validation methodology in reactor physics, still new
challenges lay down the road. One of the current major
hurdles that reactor physicists are confronted to is how
to provide effective feedback, coming from the results of
integral experiments, to nuclear physicists. As explained
previously, in the past, through the multigroup adjustment,
the reactor physicist would produce ad hoc nuclear data,
needed for his specific reactor design, neglecting the fact
of giving a feedback to evaluators. Of course, this approach
limits the range of applicability of any findings coming out
from integral experiments.

We have illustrated, by proposing the consistent method,
a comprehensive approach that would cope with this prob-
lem. However, the consistent method is still in its infancy. In
fact, for the moment it is restricted to single isotope exper-
iments and to limited energy range applicability. Systematic
for nuclear parameters of isotope families should be the next
frontier; as well the extension of energy ranges to cover all the
neutron spectrum of interest for different type of reactors.
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In the same category, it is the problem of the new corre-
lations created after adjustment. In fact (30), which defines
the new a posteriori covariance matrix after adjustment, is
a full matrix that correlates all the cross sections (isotopes,
reactions, and energy groups) while the initial one, provided
by evaluators, is quite sparse, and, in practice, only energy
correlation is provided with a few reaction cross-correlations.
Do the new correlations calculated by the adjustment
provide physically sound indications or are they just the
result of a mathematical procedure? In the former case, how
one should use the information to improve evaluated nuclear
data? This question is currently tackled by the OECD/NEA
Subgroup 33 on “methods and issues for the combined
use of integral experiments and covariance data” and surely
deserves the attention of the reactor physics validation
community. The Subgroup 33 has already provided a com-
prehensive assessment of current adjustment methodologies
[52].

Finally, it should be reminded that reactor and fuel
cycle physics is not the only field where sensitivity methods
have been developed in the nuclear energy domain. We
like to mention that there are books, not only journal
articles, which present applications of adjoint sensitivity and
uncertainty analysis to large-scale thermal hydraulics and
thermomechanics; see, for example, [53–55], mostly due to
the pioneering and systematic work of Professor D. Cacuci
and coworkers.

In summary, sensitivity and validation methodologies
in the nuclear energy domain are expected to play an even
wider role in the future developments of nuclear energy in
particular if advanced fuel cycles and innovative reactors will
be implemented.

Acknowledgment

This paper prepared for the US Department of Energy
through the INL LDRD Program under the DOE Idaho
Operations Office Contract DE-AC07-05ID14517.

References

[1] G. Palmiotti et al., “Requirements for Advanced Simulation
of Nuclear Reactor and Chemical Separation Plants,” ANL-
AFCI-168, Argonne National Laboratory, May 2006.

[2] A. Weinberg and E. Wigner, The Physical Theory of Neutron
Chain Reactors, The University of Chicago Press, 1958.

[3] H. Brooks, “Perturbation Theory for Boltzmann Equation,”
KAPL-304, 1950.

[4] L. N. Usachev, “Equation for the value of neutrons, reactor
kinetics and perturbation theory,” in Proceedings of the
International Conference on the Peaceful Uses of Atomic Energy,
vol. 5, p. 503, Geneva, Switzerland, 1955.

[5] J. Lewins, “Time dependent importance of neutrons and
precursors,” Nuclear Science and Engineering, vol. 7, p. 268,
1960.

[6] J. Lewins, Importance - The Adjoint Function, Pergamon Press,
1965.

[7] A. Gandini, “Study of the sensitivity of calculations for Fast
Reactors to Uncertainties in Nuclear Data,” ANL-6608, 1962.

[8] L. N. Usachev, “Perturbation theory for the breeding factor,
and other ratios of a number of different processes in a
reactor,” Atomic Energy, vol. 15, no. 6, p. 472, 1963.

[9] A. Gandini, “A generalized perturbation method for bi-linear
functionals of the real and adjoint neutron fluxes,” Journal of
Nuclear Energy, vol. 21, no. 10, pp. 755–765, 1967.

[10] G. P. Cecchini and M. Salvatores, “Advances in the Generalized
Perturbation Theory,” Nuclear Science and Engineering, vol. 46,
pp. 304–309, 1971.

[11] W. M. Stacey Jr., Variational Methods in Nuclear Reactor
Physics, Academic Press, 1974.

[12] W. M. Stacey, “Variational estimates of reactivity worths and
reaction rate rations in critical nuclear reactors,” Nuclear
Science and Engineering, vol. 48, p. 444, 1972.

[13] The Oak Ridge group, “Sensitivity and uncertainty analysis of
reactor performance parameters,” Advances in Nuclear Science
& Technology, vol. 14, 1982.

[14] M. Mitani, “Higher order perturbation method in reactor
calculations,” Nuclear Science and Engineering, vol. 51, p. 180,
1973.

[15] A. Gandini, “Generalized perturbation theory for nonlinear
systems for the importance conservation principle,” Nuclear
Science and Engineering, vol. 77, no. 3, pp. 316–343, 1981.

[16] E. Greenspan, D. Gilai, and E. M. Oblow, “Second-order
generalized perturbation theory for source-driven systems,”
Nuclear Science and Engineering, vol. 68, no. 1, pp. 1–9, 1978.

[17] D. G. Cacuci, C. F. Weber, E. M. Oblow, and J. H. Marable,
“Sensitivity theory for general systems of nonlinear equa-
tions,” Nuclear Science and Engineering, vol. 75, no. 1, pp. 88–
110, 1980.

[18] A. Gandini, “Time-dependent generalized perturbation meth-
ods for burn-up analysis,” Tech. Rep. CNEN RT/FI (75) 4,
Rome, Italy, 1975.

[19] J. M. Kallfelz, G. Bruna, G. Palmiotti, and M. Salvatores,
“Burn-up calculations with time-dependent generalized per-
turbation theory,” Nuclear Science and Engineering, vol. 62, p.
304, 1977.

[20] A. Gandini, M. Salvatores, and L. Tondinelli, “New devel-
opments in generalized perturbation methods in the nuclide
field,” Nuclear Science and Engineering, vol. 62, no. 2, pp. 339–
345, 1977.

[21] M. L. Williams, “Development of depletion perturbation
theory for coupled neutron/nuclide fields,” Nuclear Science
and Engineering, vol. 70, p. 20, 1979.

[22] G. Palmiotti, M. Salvatores, J. C. Estiot, and G. Granget,
“Higher order effects in time-dependent sensitivity problems,”
Nuclear Science and Engineering, vol. 84, no. 2, pp. 150–155,
1983.

[23] A. Gandini, G. Palmiotti, and M. Salvatores, “Equivalent
generalized perturbation theory (EGPT),” Annals of Nuclear
Energy, vol. 13, no. 3, pp. 109–114, 1986.

[24] G. Palmiotti, P. J. Finck, I. Gomes, B. Micklich, and M.
Salvatores, “Uncertainty assessment for accelerator-driven
systems,” in Proceedings of the International Conference on
Future Nuclear Systems (Global ’99), Jackson, Wyo, USA,
August-September 1999.

[25] E. M. Oblow, “Sensitivity theory for reactor thermal-hydraulic
problems,” Nuclear Science and Engineering, vol. 68, no. 3, pp.
322–337, 1978.

[26] C. V. Parks and P. J. Maudlin, “Application of differential
sensitivity theory to a neutronic/thermal-hydraulic reactor
safety code,” Nuclear Technology, vol. 54, p. 38, 1981.

[27] D. G. Cacuci and C. F. Weber, “Applications of sensitivity
theory for extrema of functionals to a transient reactor,”



14 Science and Technology of Nuclear Installations

Transactions of the American Nuclear Society, vol. 34, p. 312,
1980.

[28] A. Gandini, “GPT methods for fuel evolution and shuffling
studies,” Transactions of the American Nuclear Society, vol. 53,
p. 265, 1986.

[29] A. Gandini, “Uncertainty analysis and experimental data
transposition methods based on perturbation theory,” in
Uncertainty Analysis, Y. Ronen, Ed., CRC Press, Boca Raton,
Fla, USA, 1988.

[30] E. Greenspan, “Developments in perturbation theory,” in
Advances in Nuclear Science and Technology, J. Lewins and A.
Becker, Eds., vol. 14, Plenum, 1982.

[31] L. N. Usachev and Y. Bobkov, “Planning on Optimum Set of
Microscopic Experiments and Evaluations to Obtain a Given
Accuracy in Reactor Parameter Calculations,” INDC CCP-
19U, IAEA Int. Nucl. Data Committee, 1972.

[32] G. Palmiotti and M. Salvatores, “Use of integral experiments in
the assessment of large liquid-metal fast breeder reactor basic
design parameters,” Nuclear Science and Engineering, vol. 87,
no. 3, pp. 333–348, 1984.

[33] A. Gandini, Uncertainty Analysis and Experimental Data
Transposition Methods in Uncertainty Analysis, Y. Ronen, Ed.,
CRC Press, 1988.

[34] A. Gandini and M. Petilli, “AMARA: A Code Using the
Lagrange Multipliers Methods of Nuclear Data Adjustment,”
RT/FI(73)39, Comitato Nazionale per l’Energia Nucleare
(1973).

[35] M. Salvatores, G. Aliberti, and G. Palmiotti, “Nuclear data
validation and fast reactor design performances uncertainty
reduction,” in Annual Meeting on American Nuclear Society,
pp. 519–522, Boston, Mass, USA, June 2007.

[36] “OECD/NEA WPEC Subgroup 26 Final Report: Uncertainty
and Target Accuracy Assessment for Innovative Systems Using
Recent Covariance Data Evaluations,” 2008.

[37] D. Rochman, M. Herman, P. Oblozinsky, and S. F.
Mughabghab, “Preliminary Cross-Section Covariances for
WPEC Subgroup 26,” Tech. Rep. BNL-77407-2007-IR, Broo-
khaven National Laboratory, 2007.

[38] G. Palmiotti, M. Salvatores, G. Aliberti et al., “A global
approach to the physics validation of simulation codes for
future nuclear systems,” Annals of Nuclear Energy, vol. 36, no.
3, pp. 355–361, 2009.

[39] W. S. Yang, T. K. Kim, and R. N. Hill, “Performance
Characteristics of Metal and Oxide Fuel Cores for a 1000 MWt
Advanced Burner Reactor,” in Proceedings of the Workshop on
Advanced Reactors With Innovative Fuels (ARWIF ’08), Fukui,
Japan, February 2008.

[40] A. D’Angelo, F. Cleri, P. Marimbeau, M. Salvatores, and J.
P. Grouiller, “Analysis of sample and fuel pin irradiation
experiments in phenix for basic nuclear data validation,”
Nuclear Science and Engineering, vol. 105, no. 3, pp. 244–255,
1990.

[41] NEA, “Benchmark on Computer Simulation of MASURCA
Critical and Subcritical Experiments,” NEA/NSC/DOC(2005)
23, 2005.

[42] P. J. Finck et al., “The CIRANO Experimental Program in
Support of Advanced Fast Reactor Physics,” in Proceedings
of the International Conference on the Physics of Reactors
(PHYSOR ’96), Mito, Japan, September 1996.

[43] G. Palmiotti, M. Salvatores et al., “Use of Covariance matrices
in a consistent (Multiscale) data assimilation for improvement
of basic nuclear parameters in nuclear reactor applications:

from meters to femtometers,” in Proceedings of the Interna-
tional Conference on Nuclear Data for Science and Technology,
Jeju, South Korea, April 2010.

[44] A. Gandini and M. Salvatores, “Nuclear data and Integral Mea-
surements Correlation for Fast reactors-Part 3: The Consistent
Method,” RT/FI(74)3, Comitato per l’Energia Nucleare, 1974.

[45] A. D’Angelo, A. Oliva, G. Palmiotti, M. Salvatores, and S. Zero,
“Consistent utilization of shielding benchmark experiments,”
Nuclear Science and Engineering, vol. 65, no. 3, pp. 477–491,
1978.

[46] M. Salvatores, G. Palmiotti et al., “Resonance parameter data
uncertainty effects on integral characteristics of fast reactors,”
in Proceedings of the IAEA Specialist’s Meeting on Resonance
Parameters, Vienna, Austria, September-October 1981.

[47] M. Herman, R. Capote, B. V. Carlson et al., “EMPIRE: nuclear
reaction model code system for data evaluation,” Nuclear Data
Sheets, vol. 108, no. 12, pp. 2655–2715, 2007.

[48] T. Kawano and K. Shibata, “Covariance Evaluation System,”
JAERI-Data/Code 97-037, Japan Atomic Energy Research
Institute, 1997.

[49] G. Rimpault et al., “The ERANOS code and data system for
fast reactor neutronic analyses,” in Proceedings of the PHYSOR
2002, Seoul, South Korea, October 2002.

[50] “SINBAD-2009.02: Shielding Integral Benchmark Archive and
Database,” Version February 2009, RSICC DATA LIBRARY
DLC-237, ORNL.

[51] M. T. Pigni, M. Herman, C. M. Mattoon et al., “Evaluation of
23-Na neutron cross sections for nuclear data assimilation,” in
Proceedings of the 2nd International Workshop on Nuclear Data
Evaluation for Reactor Applications (Wonder ’09), Cadarache,
France, September-October 2009.

[52] C. de Saint-Jean, E. Dupont, M. Ishikawa, G. Palmiotti, and M.
Salvatores, “Assessment of Existing Nuclear Data Adjustment
Methodologies,” A report by Working Party on International
Evaluation Cooperation NEA/NSC/ DOC(2010)429, OECD,
2010.

[53] D. G. Cacuci, M. Ionescu-Bujor, and M. I. Navon, Sensitivity
and Uncertainty Analysis: Applications to Large Scale Systems,
vol. 2, Chapman & Hall/CRC, Boca Raton, Fla, USA, 2005.

[54] Y. Y. Azmy and E. Sartori, Eds., Nuclear Computational Science:
A Century in Review, Kluwer Academic Publishers, Dordrecht,
The Netherlands, 2008.

[55] D. G. Cacuci, Ed., Handbook of Nuclear Engineering, Springer,
Berlin, Germany, 2010.



Tribology
Advances in

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

International Journal of

Aerospace
Engineering
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2010

Fuels
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Journal of
Petroleum Engineering

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Industrial Engineering
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Power Electronics
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Advances in

Combustion
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Renewable Energy

Submit your manuscripts at
http://www.hindawi.com

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Structures
Journal of

 International Journal of

 Rotating
Machinery

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Energy
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation 
http://www.hindawi.com

 Journal ofEngineering
Volume 2014

Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

 International Journal ofPhotoenergy

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Nuclear Installations
Science and Technology of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Solar Energy
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Wind Energy
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Nuclear Energy
International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

High Energy Physics
Advances in

The Scientific 
World Journal
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014


