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We present an analytical model to analyze the operation of a productive cooperation net-
work where producers cooperate on production capacity. Producers have limited capacity
and have access to subcontractors at a higher cost. A single-unit auction-based allocation
mechanism is proposed to allocate an arriving order based on the producers’ cost struc-
tures and their current loads to maximize the total profit. We show that when the costs
are private information, producers are willing to cooperate in order to increase their ex-
pected profit. Furthermore, it is shown that there is an equilibrium where producers bid
their actual costs. The cooperation can also generate extra profit to cover a part of its
operating expenses with this allocation mechanism. A continuous-time Markov chain
model is utilized to evaluate the performance of the allocation mechanism where pro-
ducers submit their myopic best response bids. The cooperation case is also compared
with the no-cooperation case and also with the centralized operation of producers.

Copyright © 2006 Barış Tan. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and repro-
duction in any medium, provided the original work is properly cited.

1. Introduction

1.1. Motivation. The purpose of this article is to analyze the operation of a productive
cooperation network by using an analytical model. An association of autonomous busi-
ness units operating jointly has been referred to as agile enterprise, joint venture, value-
adding partnership, virtual corporation, and so forth, in the literature. We use the term
network organization to refer to temporary cooperation of a number of independent com-
panies to benefit from an opportunity in a market that neither of the firms can exploit on
its own. For an extensive survey of the literature in network organizations, the reader is
referred to the review of Van Alstyne [22].

The motivation of this study comes from the textile-apparel retail channel. A large
buyer such as Wal-Mart, Federated, GAP, and so forth, deals with many small to medium
size enterprizes (SMEs) that produce textile and apparel goods all over the world. The
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price is set by these buyers and the SMEs compete to get the order. In this setting, the
profitability of an SME is dependent on controlling its costs. In order to be more compet-
itive in global markets, a number of small to medium size companies can form a network
organization and pool their support activities such as IT, human resources, and account-
ing. They can also benefit from joint purchasing of raw materials.

Italian textile mills operate in a similar way to achieve higher responsiveness to changes
in fashion [12]. Kumar et al. also report a formation of a virtual enterprise in the Prato
region (Italy) where a number of independent firms cooperate temporarily for each order
[16]. EGS of Turkey was also a similar network organization that included a number of
small to medium size textile and apparel exporters [8].

Similar network organizations have appeared in the recent years in other industries
including agriculture [17], finance [5], and so forth. It is stated that collaboration with
competitors by forming strategic alliances or joint ventures is an important strategy [9].

The network organization can also act as a marketing and sales division of its members
to attract large orders from major customers. However, sharing a large order fairly and
efficiently among the members is a major challenge to be addressed. Due to this challenge,
cooperation on production capacity is limited. If a fair and efficient allocation can be
guaranteed, a network organization introduces an opportunity that neither of the firms
can exploit on its own.

1.2. A productive cooperation network. We consider a market with a number of inde-
pendent small to medium size producers and a single large buyer who sets the price. We
propose a network organization to facilitate cooperation on production capacity among
the members. By becoming a member of this organization, producers act as a single entity
to attract large size orders. However, members do not have any obligation to share their
cost, capacity, and other critical information with other members.

When an order is received, members compete in an auction market to win the whole
or a portion of the order by quoting their prices to produce a given number of items.
The network organization awards the order to one of these producers to maximize the
total profit. The difference between the price of the order and the payment to the pro-
ducers yields an extra profit for the network organization. This accumulated extra profit
is distributed equally among all the members of the network organization, after possibly
keeping a portion to cover operational expenses of the cooperation.

In this setting, by utilizing an analytical model, we investigate the following questions:
can independent manufacturers benefit if they cooperate on production capacity?, how should
the network organization operate to award an arriving order?, and how should the network
organization cover its operational expenses?

We consider a simple system with two producers and a buyer. Orders arrive randomly
from the buyer following a Poisson process. The producers have limited capacity and the
processing times are exponential random variables. They use subcontractors at a higher
cost when their capacity is not sufficient. A threshold-type subcontracting policy is used
to decide when to use subcontracting.

We propose a single-unit second-price sealed-bid (Vickrey) auction to award an auc-
tion. It is shown that when a second-price sealed-bid auction is used and the accumulated
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Figure 1.1. Comparison of different cases.

extra profit is shared with fixed side payments in each auction, producers will be willing
to cooperate in order to increase their average profit. Furthermore, producers bid their
actual production costs in a single-period model.

We also show that a portion of the accumulated profit can be kept to cover operational
expenses of the cooperation. The maximum amount that can be kept to ensure feasibility
while encouraging cooperation is determined.

We then use a continuous-time Markov chain model to evaluate the operation of this
productive network in a dynamic setting. We compare three cases: no cooperation, coop-
eration with single-unit auction-based allocation, and the centralized operation where
the producers operate as a single entity and produce an order jointly after it is split.
Figure 1.1 depicts these three different cases for two producers.

Following the research questions stated above, the main contribution of this study is
showing the benefit of a productive cooperation network by using an analytical model.
We also suggest mechanisms for the operation of the network, namely, to allocate orders
and cover its expenses. Specifically, we show that an auction-based allocation mechanism
that utilizes a second-price (Vickrey) auction ensures fairness and efficiency of allocation
and encourages cooperation on production capacity. We also show that state-space mod-
els can be utilized effectively to evaluate the performance of auction markets in a random
and dynamic setting.

The organization of the remaining part of the paper is as follows. The related litera-
ture is reviewed in Section 1.3. The setting of the problem and the model are described
in Section 2. In Section 3, an auction-based allocation mechanism is introduced and its
properties are discussed in a single-period case. For the dynamic case, the continuous-
time Markov chain models for independent operation of producers, cooperation of pro-
ducers without splitting an order, and centralized operation are given in Section 4. Com-
parison of these cases are given in Section 5. Finally, conclusions are provided in Section 6.

1.3. Past work. In the recent years, a number of studies that investigate auctions in oper-
ations management applications appeared in the literature. We limit our discussion to the
papers that discuss auctions in a supply chain setting especially for procurement and per-
formance evaluation of auction-based systems. For a thorough review of auction theory,
the reader is referred to the reviews in [13, 15].

Most of the studies that focus on reverse, or procurement, auctions consider a case
with one buyer and multiple competing suppliers. The problem investigated in these
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studies is to design an auction that maximizes the buyer’s utility by deciding the supplier
that will be chosen.

Elmaghraby provides an overview of the contract competition and sourcing strategies
that are studied in operations research and economics literature [6]. These studies exam-
ine various market structures and evaluate the performance of multiple and sole sourcing
strategies within that market.

Dasgupta and Spulber present three mechanisms that are extensions of the standard
fixed quantity auction to manage procurement auctions [4]. They consider dual or mul-
tiple sourcing in which two or more firms are simultaneously awarded the contract. In
these cases, output is allocated across firms based on marginal costs.

Beil and Wein present an inverse-optimization-based auction mechanism to support
a multiattribute request-for-quote (RFQ) process [1]. In addition to price, they also con-
sider other attributes. By using an optimization-based algorithm, the buyer learns the cost
functions of the suppliers from the bids that are collected in the first several rounds and
then chooses a scoring rule to maximize his own utility at the last round. They assume
that suppliers choose their minimum-cost, myopic-best-response bid to achieve any given
score and they do not distort their bids in the earlier rounds. In a similar setting, Gallien
and Wein present a multi-item procurement auction for a buyer in a capacity constrained
environment where suppliers bid with myopic best response [7].

Huh and Roundy discuss the properties of reverse auctions when they are used for
procurement [10]. In their setting, a buyer procures a single unit from one of many com-
peting suppliers. They show that the buyer should prefer the second-price auction to the
first-price auction.

Chen presents a model where a buyer procures an input from a number of poten-
tial suppliers [3]. A procurement strategy that maximizes the buyer’s expected profits is
analyzed. It is shown that the auction format affects the optimality of a quantity auction.

The number of studies that focus on supplier coalitions in a supply chain setting are
limited. Jin and Wu investigate procurement auctions with supplier coalition with the
idea of managed collusion to enhance bidder profitability with a mechanism design ap-
proach [11]. They propose a two-stage auction mechanism that allows suppliers to form
coalitions with one another. A second-price descending seal-bid auction is used in the
mechanisms. They identify requirements for a valid coalition. A detailed review of eco-
nomic literature related to collusion in auctions and coalition formation can be found in
this paper.

In a recent paper, Koppl and Monnet investigate the merger of two independent trad-
ing, clearing, and settlement organizations [14]. They show that when costs of settle-
ments are private information, there is no incentive compatible and feasible mechanism
that achieves an ex-post efficient merger between the two firms.

Another set of papers investigate the performance of systems that use auctions in
mostly dynamic settings by using queueing models. For example, Vakrat and Seidmann
investigate the effects of the bidders’ arrival process on the online auctions by using a
simple model [21]. Veeramani and Wang provide a model to evaluate the performance
of auction-based distributed shop-floor control schemes [23]. They first analyze the asso-
ciated queueing network approximately to identify control schemes and then use
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simulation to evaluate the performance of the system in detail. In a similar setting, Nan-
dula and Dutta use Petri nets to evaluate the performance of a manufacturing system that
uses auctions as a control strategy [18].

Nisan and Ronen consider algorithmic mechanism design problems in a distributed
setting [19]. They apply auction-based allocation mechanisms in a task scheduling prob-
lem.

This study utilizes the second-price auction suggested by many papers in the literature
including [10, 11] in a different setting. In our setting, from the buyer’s perspective, the
price is set and the order is given to the network organization and therefore there is no de-
cision for the buyer. Auction is used internally to allocate the order. As opposed to many
of the studies, we assume that producers do not have complete information about the
others and they do not share their cost, capacity, and other critical information. Since,
the members of the cooperation network are also competitors, the private information
setting is critical. In this study, we did not derive the optimal bidding strategy in a dy-
namic setting. Instead we assume that producers submit their bids that maximize their
expected profit in that period, that is, they submit their myopic best responses similar to
[1, 7]. As opposed to [18, 23], the performance evaluation model used in this study is
based on a continuous-time Markov chain and yields exact results.

2. Model

Orders. We consider a system with two producers and a single customer. Orders of fixed
size of Q units each arrives randomly according to a Poisson distribution with rate λ. The
price of each unit is ξ and it is exogenously determined by the buyer. When the producers
do not cooperate, each producer has an equal chance of receiving the order. Since the
customer sets the price, this assumption states that the customer is indifferent between
producers that can accept this price and meet the due date.

Bids and allocation. An auction mechanism is used to allocate an arriving order. Pro-
ducer i’s bid is denoted with bi. When an order arrives and is allocated to producer i, the
number of units producer i gets from this allocation is denoted with Ai and the amount
paid to producer i for the production of Ai units is ψi. When the whole order is allo-
cated to, say, producer j, then Aj = Q and Ai = 0 for i �= j. However, in the centralized
operation, the order is split among the producers, A1 +A2 =Q, 0≤ Ai ≤Q, i= 1,2.

Production modes. Producers follow a make-to-order production strategy. Accordingly
they start production when an order arrives. Producer i has two modes of production: it
can produce in-house at a unit cost of ci and it can use a subcontractor at a unit cost of
oi. We assume that ci < oi < ξ, i= 1,2.

The production time of a single product at producer i is an exponentially distributed
random variable with mean 1/μi, i= 1,2. We assume that there are many subcontractors
available to produce at a cost of oi and effectively, the additional source has no capacity
restriction.

We consider a threshold-type subcontracting policy. Accordingly, upon the arrival of
allocated units from an order, if the number of parts at producer i exceeds a threshold
Zi, the exceeding parts are sent to a subcontractor that delivers these parts before the
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due-date, while the remaining parts are produced in-house. We assume that the thresh-
olds Zi are given exogenously. The thresholds can be chosen optimally based on the sys-
tem parameters to minimize the total cost.

We use this suboptimal strategy to include an easy-to-implement subcontracting pol-
icy in our model. Although this strategy is the optimal subcontracting strategy for some
systems under different assumptions [2, 20], the optimal strategy for the system studied
in this paper is not derived.

Cost structure. The number of parts in producer i at time t is denoted with Ni(t). The
total cost of production for an arriving order depends on the producer’s current load,
Ni(t), the regular and the subcontractor costs, and also on the subcontracting threshold.

The production function of producer i that gives the total production cost of produc-
ing Ai units when the order arrives is denoted with fi(Ai) and given as

fi
(
Ai
)=

⎧
⎨

⎩

Aici, Ai +ni ≤ Zi,
(
Zi−ni

)
ci +

(
Ai +ni−Zi

)
oi, Ai +ni > Zi,

(2.1)

where ni =Ni(t).
This cost function shows that given the current load, a part of an arriving order up to

the subcontracting threshold can be produced in-house at a per-unit cost of ci. If this is
not sufficient, remaining parts are produced by a subcontractor at a per-unit cost of oi.

When a new order of size Q has arrived, the cost of producing the whole order is
denoted with θi = fi(Q) for producer i. Note that since producers bid their total cost in
a single-unit auction, the details of production modes and cost structure are used in the
evaluation of the performance of the auction mechanism in a dynamic setting.

Information structure. We assume that producers do not have information about the
other producers and they do not share their private capacity, subcontracting, and cost
parameters with the other members of the cooperation.

The total costs θ1 and θ2 are private information of producers. Without any informa-
tion, producer i believes that θj is distributed according to the uniform distribution with
support [0,θ] and density g(x)= 1/θ, 0≤ x ≤ θ for all j �= i. We do not also consider the
possibility of learning about other producers through interacting with them in a dynamic
setting. Finally, producers are risk-neutral.

3. An auction-based mechanism to allocate an order

3.1. Auction mechanism and fixed payments. We propose using a second-price sealed-
bid auction to allocate a given order. In a second-price sealed-bid auction, or Vickrey
auction, the lowest bidder gets the order and paid the second lowest bid to produce the
order. Similarly, if there are ties, each winning bidder has an equal likelihood of being
awarded the order.

Since the order has a fixed price, the cooperation makes an extra profit that is equal to
the difference between the total revenue, Qξ, and the payment to the lowest bidder. The
extra profit accumulated in the long run is distributed equally among the producers, pos-
sibly after using a part of it for expenses. The motivation for equal sharing of extra profit
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comes from treating the cooperating producers equally as members of this cooperation
to benefit from this extra profit.

When a new order is allocated, the amount the cooperation pays to each producer as a
share of the accumulated extra profit is fixed and denoted with C. As C increases, the co-
operation becomes more attractive. However, in order to maintain feasibility in the long
run, the total amount paid should not exceed the accumulated extra profit. Note that,
with this approach, the network organization may have a deficit or a surplus at a given
time and the feasibility is ensured in the long run. We assume that the network organiza-
tion has sufficient funds to accommodate deficits temporarily. The extra amount kept by
the network organization can also be interpreted as the premium paid to guarantee pay-
ment of the extra profit in the case of a temporary deficit. We determine the maximum
amount that can be kept to cover expenses of the network organization in Proposition 3.3.

3.2. Analysis of the auction mechanism. In a second-price sealed-bid auction, it is
shown that the dominant strategy is to bid the actual cost [15]. We next investigate the
behavior of producers when they are offered such a cooperation agreement with a second-
order auction and a side payment in a single period.

Let Πi(b1,b2) be the total profit the producer i makes when the producers bid b1 and
b2. Let us consider producer 1. When producer 1’s bid is lower than producer 2’s bid, the
order is awarded to producer 1 and it is paid the second lowest bid which is producer
2’s bid, b2. Then the profit from this order is the difference between the payment and
its cost, that is, b2 − θ1. With the fixed side payment, the total profit will be C + b2 − θ1.
When b1 = b2, producer 1 has a 1/2 chance of receiving the order. Accordingly, its profit
is C + (1/2)(b2− θ1). Finally, when producer 1’s bid is greater than producer 2’s bid, the
order is awarded to producer 2 and producer 1 only gets the side payment of C. Then,
Π1(b1,b2) is written as

Π1
(
b1,b2

)=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

C+ b2− θ1 if b1 < b2,

C+
1
2

(
b2− θ1

)
if b1 = b2,

C if b1 > b2.

(3.1)

Similarly, Π2(b1,b2) is given as

Π2
(
b1,b2

)=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

C+ b1− θ2 if b2 < b1,

C+
1
2

(
b1− θ2

)
if b2 = b1,

C if b2 > b1.

(3.2)

3.2.1. Producers bid their actual production costs. With this structure, bidding a value
other than its actual production cost does not improve the producer’s payoff. Therefore
the dominant strategy for a producer is to reveal the truth and bid its actual cost.

We next show that there is an equilibrium where producers bid their actual costs to
maximize their single-period expected return by using their estimates of other bidders’
costs.
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Proposition 3.1. For two producers in a single-period setting, when a second-price sealed-
bid auction is used to allocate the order and the extra profit is distributed equally, there is a
Bayesian-Nash equilibrium such that both producers reveal the truth, that is, the producers
bid their costs and

E
[
Πi
(
θ | θi

)]≥ E[Πi
(
θ | θ∗i

)] ∀θ∗i , i= 1,2, (3.3)

where θ = (θ1,θ2).

The proof of the proposition is not given here and follows the standard results in the
literature [15].

3.2.2. Producers cooperate if the side payment is large enough. Note that the above result
is independent of the extra payment C. We next investigate whether producers will be
willing to participate in this cooperation with the limited information they have.

Proposition 3.2. For two producers, this mechanism is individually rational, that is, the
expected profit for each player from cooperation is at least as high as the profit they make
without cooperating when C ≥ (Qξ − θ)/2.

Proof. When the producers do not cooperate, producer i has a chance of 1/2 getting the
order. Considering producer 1, the expected profit when there is no cooperation is simply
E[Π̃1] = (1/2)(Qξ − θ1). For the cooperation case, the expected profit when producer 1
bids its actual cost is given as

E
[
Π1
(
θ | θ1

)]=
∫ θ

θ1

(
C+ θ2− θ1

)
g
(
θ2
)
dθ2 +

∫ θ1

0
Cg
(
θ2
)
dθ2. (3.4)

Then the difference between the profit with cooperation and without cooperation is
evaluated as

E
[
Π1
(
θ | θ1

)]−E[Π̃1
]= 1

2θ

(
2Cθ +

(
θ− θ1

)2)− 1
2

(
Qξ − θ1

)
. (3.5)

The left-hand side of the above equation has its minimum at θ1 = θ. For θ1 = θ, the above
expression is always greater than or equal to zero if

C ≥ Qξ − θ
2

. (3.6)

When this condition holds, individually rationality is satisfied for all 0≤ θ1 ≤ θ. The case
for producer 2 is symmetric and therefore the mechanism is individually rational for
C ≥ (Qξ − θ)/2. �
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The above result shows that when such a cooperation is possible and a certain amount
of extra profit is promised to be distributed to its members, risk-neutral producers would
be willing to participate to maximize their expected profit based on their belief of the
other producers’ costs.

3.2.3. Side payment should not be too large. We now analyze the mechanism from the net-
work organization perspective. Obviously, as the side payment increases, the cooperation
will be more attractive. However, the total payment to producers should not exceed the
total accumulated profit to ensure that the network is self-sufficient.

The following result gives a condition for the extra payment C in order to ensure that
the network organization is self-sufficient, that is, the payments to producers are covered
from the generated revenues. This condition also determines the maximum amount that
can be kept from the extra profit to pay for operational expenses of the cooperation.

Proposition 3.3. For two producers, when C ≤ Qξ/2− θ/3, the expected total payment
to producers is less than or equal to the total revenue, that is, the network organization is
feasible.

Proof. The expected payment to producer 1 is determined from (3.1) as

E
[
ψ1
]= C+

1

θ
2

∫ θ1

0

∫ θ

θ1

θ2dθ2dθ1 = C+
θ

3
. (3.7)

Since the expected payment to producer 2 is the same, the network organization’s ex-
pected total payment is 2(C+ θ/3). Since these payments are made from the total revenue,
Qξ ≥ 2(C+ θ/3) which yields

C ≤ Qξ

2
− θ

3
. (3.8)

�

Note that this condition ensures that the total payments to the producers are covered
from the total extra profit, that is, it ensures feasibility on the average. For a given auc-
tion, the total payment may exceed the total revenue. In a similar setting, when the total
revenue is to be distributed between two producers, it is shown that there is no incentive
compatible, feasible, and ex-post efficient mechanism with the property that total pay-
ments are equal to total revenue, that is, ψ1 +ψ2 = Qξ [14]. When the same mechanism
is used for many auctions, the condition satisfies feasibility in the long run.

3.2.4. Network organization’s share should be limited. By combining conditions (3.6) and
(3.8), the maximum amount that the network organization can keep from the accumu-
lated extra profit to cover its expenses can be determined.

Let C̃ be the amount kept for the network organization. Then it follows directly from
(3.6) and (3.8) that the maximum amount that can be kept to cover the expenses of the
network organization is θ/3. The fixed side payment to producers is then written as

C = Qξ

2
− C̃

2
− θ

3
, 0≤ C̃ ≤ θ

3
. (3.9)
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With this extra payment, the proposed single-unit second-price auction-based alloca-
tion mechanism encourages producers to cooperate and also covers the expenses of the
network from the extra profit generated. For simplicity, we assume that the network or-
ganization distributes all the extra money and does not keep any portion for operating
expenses, that is, C̃ = 0.

We next analyze the operation of the mechanism in a dynamic setting with the details
of production and costs.

4. Productive cooperation network in a dynamic setting

We now consider a dynamic setting where orders arrive randomly and are distributed
between the producers. In this case, the current load of the producers affect their cost
structure and therefore their bids for the next order. Then allocation of this new order
changes the loads of the producers and therefore affects their cost structure for the next
order.

In the dynamic setting, we do not take into account the strategic behavior of the
bidders in the dynamic setting and we assume that producers submit their myopic best-
response (MBR) bids. The MBR assumption states that a producer using MBR chooses its
next bid to maximize her current profit, assuming no other suppliers change their bids.
That is, producer acts as if the auction was ending after its bid [1]. The myopic best re-
sponse assumption has been used in a variety of recent studies, for example, [7, 24], and
sometimes referred to as “straightforward bidding.”

As analyzed in the previous section, in addition to the profits producers make from the
allocated orders, an extra profit is made. The accumulated extra profit is then distributed
equally among the producers. The timing of the payment of this extra profit is not nec-
essarily the same as the arrival of orders. It can be paid monthly, annually, and so forth.
Since the system is analyzed in the steady-state, this does not affect the average results.

Under the MBR assumption, the performance of the allocation mechanism in a dy-
namic setting is evaluated by using a state-space model.

4.1. State space. We analyze this system in steady-state. The state of the system at time t
is S(t)= (N1(t),N2(t)) with |S(t)| = (Z1 + 1)× (Z2 + 1). Due to the assumptions of expo-
nential service time and Poisson arrivals, the process {S(t), t ≥ 0} is a continuous-time
Markov process. Therefore, the steady-state probabilities can be determined easily.

The steady-state joint probability function is defined as

p
(
n1,n2

)= lim
t→∞prob

[
S(t)= (n1,n2

)]
. (4.1)

Let p be a 1-by-(Z1 + 1)× (Z2 + 1) row vector of probabilities

p= [p(0,0), p(0,1
)
, . . . , p

(
0,Z2

)
, p(1,0), . . . , p

(
Z1,Z2

)]
. (4.2)



Barış Tan 11

Let R be the transition rate matrix of the process {S(t), t ≥ 0}. Once R is determined for
different allocation mechanisms, the steady-state probabilities can be determined from

pR= 0,

Z1∑

n1=0

Z2∑

n2=0

p
(
n1,n2

)= 1.
(4.3)

The state-transitions are governed by the allocation mechanism that is used to allocate
an arriving order. Once the allocation of the order is determined, the profit of producers,
the extra profit, and other performance measures can be derived from the steady-state
probabilities.

4.2. Performance measures. The average total profit producer i gets per unit time in
the long run π∗i is the sum of the profit from producing awarded orders πi and the side
payment from the extra profit the cooperation generates π. When all of the extra profit is
allocated equally between the producers, π∗i = πi + (1/2)π.

The fraction of the total number of units producer i gets is denoted by ηi. The fraction
of all the units allocated to producer i in the long run can be determined from the steady-
state probabilities as

ηi = 1
Q

Z1∑

n1=0

Z2∑

n2=0

Aip
(
n1,n2

)
, i= 1,2, (4.4)

where Ai depends on n1 and n2.
We also calculate the average cost of producing an order to evaluate the efficiency of the

industry as a whole. Comparing the total revenue and the total profit of the cooperation
and individual producers yields the average cost per unit θ given as

θ = 1
Q

Z1∑

n1=0

Z2∑

n2=0

(
f1
(
A1
)

+ f2
(
A2
))
p
(
n1,n2

)= ξ − π +π1 +π2

Qλ
. (4.5)

We next model independent operation of producers, cooperation of producers with-
out splitting an order, and centralized operation. These cases are depicted in Figure 1.1.

4.3. No cooperation (Case I). First we investigate the independent operation of produc-
ers. The producers do not cooperate and the buyer places the order at one of the producers
with equal probability.

Therefore when orders arrive randomly according to the Poisson distribution with rate
λ, the arrival rate of orders to producer i is λi = λ/2, i= 1,2.

The model for producer i is an M/M/1/Zi queue with batch arrivals of size Q. The two
systems are independent of each other and

p
(
n1,n2

)= p
(
n1
)
p
(
n2
)
, (4.6)
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where

p
(
ni
)= lim

t→∞prob
[
Ni(t)= ni

]
. (4.7)

In each system, the state space includes the number of units in the system, that is,
0,1, . . . ,Zi. We describe the state-space model of this allocation mechanism for producer
i by determining the elements of the state transition rate matrix Ri.

There are two possible events, an arrival of a batch of size Q and a service completion.
When the state of the system is k = ni,

(i) when an order arrives, the state changes to j =min(ni +Q,Zi) and Ri(k, j)= λi,
(ii) when the producer completes production, the system changes to j = ni − 1 for

ni > 0 and Ri(k, j)= μi.
and Ri(k,k)=−∑k �= j Ri(k, j).

Solution of (4.3) with the obtained Ri values yields the steady-state probabilities for
the no-cooperation case. Then, the average profit producer i makes per unit time is the
difference between the revenues and the average costs:

π∗i = λi
( Zi∑

ni=0

(
Qξ − fi(Q)

)
p
(
ni
)
)

, i= 1,2. (4.8)

In this case, the fraction of all the units producer i gets is simply ηi = 1/2.

4.4. Cooperation with single-unit auction-based allocation (Case II). We now examine
the case where the producer who bids the lowest for the order gets the whole order of Q
units and is paid the second lowest bid. The ties are broken with equal probability.

4.4.1. State-space model. We describe the state-space model of this allocation mechanism
by determining the elements of the state-transition rate matrix R.

Let i= (n1,n2) be the current state of the system. There are three possible transitions
from state i: service completion at producer 1, service completion at producer 2, and
arrival of an order of size Q.

When an order arrives, depending on the production costs of the producers that are
also their bids, there are three possibilities.

(i) f1(Q) < f2(Q). Producer 1 gets the order. The state of the system changes to j1 =
(min(Z1,n1 +Q),n2) and R(i, j1)= λ.

(ii) f1(Q) > f2(Q). Producer 2 gets the order. The state of the system changes to j2 =
(n1,min(Z2,n2 +Q)) and R(i, j2)= λ.

(iii) f2(Q) = f2(Q). Each producer gets the order with 1/2 probability. The state of
the system changes either to j3 = (n1,min(Z2,n2 +Q)) or to j∗3 = (min(Z1,n1 +
Q),n2). For these cases, R(i, j3)= λ/2 and R(i, j∗3 )= λ/2.

Service completion is only possible when the producer is not idle. When producer 1
finishes its operation, the system changes to j4 = (n1− 1,n2) and R(i, j4)= μ1 for n1 > 0.
Similarly, When producer 2 finishes its operation, the system changes to j5 = (n1,n2− 1)
and R(i, j5)= μ2 for n2 > 0.
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Combining these transitions, the elements of R can be summarized for i �= j as

R(i, j)=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

λ if
f1(Q) > f2(Q), j = (n1,min

(
Z2,n2 +Q

))
or

f1(Q) < f2(Q), j = (min
(
Z1,n1 +Q

)
,n2
)
,

λ

2
if f1(Q)= f2(Q),

⎧
⎪⎨

⎪⎩

j = (n1,min
(
Z2,n2 +Q

))
or

j = (min
(
Z1,n1 +Q

)
,n2
)
,

μ1 if n1 > 0, j = (n1− 1,n2
)
,

μ2 if n2 > 0, j = (n1,n2− 1
)
.

(4.9)

Finally, R(i, i)=−∑i �= j R(i, j)
Solution of (4.3) yields the steady-state probabilities for the case of allocating the

whole orders without a split by using a second-price auction.

4.4.2. Allocation rates. The fraction of all the units producer 1 gets can be calculated from
the steady-state probabilities as

η1 =
∑

f1(Q)< f2(Q)

p
(
n1,n2

)
+

1
2

∑

f1(Q)= f2(Q)

p
(
n1,n2

)
. (4.10)

Similarly, the fraction of all the units producer 2 gets is

η2 =
∑

f1(Q)> f2(Q)

p
(
n1,n2

)
+

1
2

∑

f1(Q)= f2(Q)

p
(
n1,n2

)
(4.11)

or equivalently, η2 = 1− η1. Then the average number of units producer i gets per unit
time is λQηi.

4.4.3. Profits. The profit producer 1 makes from each arriving order is the difference
between the price paid to producer 1 which is the bid of producer 2 and the cost of
producer 1. Then the average profit per unit time is

π1 = λ
∑

f1(Q)< f2(Q)

[
f2(Q)− f1(Q)

]
p
(
n1,n2

)
. (4.12)

Similarly, the profit producer 2 makes from each order is the difference between the
price paid to producer 2 which is the bid of producer 1 and the cost of producer 2. Then
the average profit per unit time is

π2 = λ
∑

f1(Q)> f2(Q)

[
f1(Q)− f2(Q)

]
p
(
n1,n2

)
. (4.13)
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The extra profit the cooperation makes from this order is the difference between the
revenue from the order and the payment to the producer. Then the average rate at which
the extra profit is generated is

π = λQξ − λ
∑

f1(Q)≤ f2(Q)

f2(Q)p
(
n1,n2

)− λ
∑

f1(Q)> f2(Q)

f1(Q)p
(
n1,n2

)
. (4.14)

Since this extra profit is shared equally between the two producers, the total profit
producer i makes in this mechanism is

π∗i = πi +
1
2
π. (4.15)

4.5. Centralized operation (Case III). In the previous section, we examined the case
where the whole order is allocated to one of the producers without splitting. However,
splitting the order among the producers utilizes the total capacity of the producers better
and reduces the total cost of producing the order. Since the total cost is reduced, the total
profit increases.

As a benchmark case, the centralized operation of two producers is considered. In
this case, we assume that two production units are owned and operated by the same
company. Therefore, an arriving order is allocated between the producers in a such a way
that the total cost of producing the order is minimized and

∑N
i=1Ai =Q. In the centralized

operation, the order is split between the two production sources in order to utilize the
available capacity in the most efficient way.

4.5.1. State-space model for the centralized operation (Case III). The state-space model
of this allocation mechanism is built again by determining the elements of the state-
transition rate matrix R.

Let i= (n1,n2) be the current state of the system. There are three possible transitions
from state i, service completion at producer 1, service completion at producer 2, and
arrival of an order of size Q.

When an order arrives, since the order is to be split, rather than the full production
costs, unit production and subcontracting costs are relevant. We first determine the allo-
cation of orders.

Considering the regular production costs, there are three cases, c1 < c2, c1 > c2, and
c1 = c2. We assume that whenever there will be a tie in costs, orders will be equally split.
In the case of a tie, alternative allocation methods that are also based on the capacity can
also be utilized to further improve the performance of the centralized case.

(1) c1 < c2. In this case, if producer 1 can produce the whole order at c1, that is, when
Z1−n1 ≥Q, the order is allocated to producer 1. That is, A1 =Q and A2 = 0.

Otherwise, the allocation depends on the remaining regular capacity of pro-
ducer 1 and the comparison of the subcontracting costs with the regular produc-
tion cost of producer 2.
(i) c1 < c2, Z1−n1 < Q, Q−Z1 +n1 ≤ Z2−n2. In this case, after the regular pro-

duction capacity of producer 1 is utilized, the remaining portion is allocated
to producer 2. As a result, A1 = Z1−n1 and A2 =Q−Z1 +n1.
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(ii) c1 < c2 < o1 < o2, Z1−n1 < Q, Q−Z1 +n1 > Z2−n2. In this case, after the reg-
ular production capacities of producers 1 and 2 are exhausted, the remaining
portion is allocated to producer 1 which has a cheaper subcontractor. As a
result, A1 =Q−Z2 +n2 and A2 = Z2−n2.

(iii) c1 < c2 < o2 < o1, Z1−n1 < Q, Q−Z1 +n1 > Z2−n2. In this case, after the reg-
ular production capacities of producers 1 and 2 are exhausted, the remaining
portion is allocated to producer 2 which has a cheaper subcontractor. As a
result, A1 = Z1−n1 and A2 =Q−Z1−n1.

(iv) c1 < o1 ≤ c2. In this case, the whole order can be produced by producer 1, that
is, A1 =Q and A2 = 0.

(2) c1 > c2. This is the symmetric case of the allocations given above. Namely, when
Z2−n2 ≥Q, the order is allocated to producer 2: A1 = 0 and A2 =Q. Otherwise,
(i) c2 < c1, Z2 − n2 < Q, Q−Z2 + n2 ≤ Z1 − n1: A1 = Q−Z2 + n2 and A2 = Z2 −

n2.
(ii) c2 < c1 < o2 < o1, Z2 − n2 < Q, Q−Z2 + n2 > Z1 − n1: A1 = Z1 − n1 and A2 =

Q−Z1 +n1.
(iii) c2 < c1 < o1 < o2, Z2 − n2 < Q, Q− Z2 + n2 > Z1 − n1: A1 = Q− Z2 − n2 and

A2 = Z2−n2.
(iv) c2 < o2 ≤ c1: A1 = 0 and A2 =Q.

(3) c1 = c2. When the regular production costs are the same and the order can be pro-
duced with only regular capacity, that is, Z1− n1 +Z2− n2 ≥ Q, then we assume
that the order is split between the two production facilities of the firm in order to
balance the load. Then
(i) if Z1−n1 ≥Q/2 and Z2−n2 ≥Q/2, then A1 =Q/2 and A2 =Q/2;

(ii) if Z1−n1 < Q/2, then A1 = Z1−n1 and A2 =Q−Z1 +n1;
(iii) if Z2−n2 < Q/2, then A1 =Q−Z2 +n2 and A2 = Z2−n2.
If the regular production capacity is not sufficient, that is, Z1−n1 +Z2−n2 < Q,
then a comparison of subcontracting costs yields the allocation.
(iv) o1 < o2 and Z1−n1 +Z2−n2 < Q: A1 =Q−Z2 +n2 and A2 = Z2−n2.
(v) o1 > o2 and Z1−n1 +Z2−n2 < Q: A1 = Z1−n1 and A2 =Q−Z1 +n1.

(vi) o1 = o2 and Z1 − n1 + Z2 − n2 < Q: A1 = (1/2)(Q − Z2 + n2 + Z1 − n1) and
A2 = (1/2)(Q+Z2−n2−Z1 +n1).

When an order arrives, the state of the system after allocating the order among the
producers according to the above rules can be determined easily. Let j be the state of the
system after the allocation. Considering the subcontracting thresholds, the new state after
an arrival can be written as

j = (min
(
Z1,n1 +A1

)
,min

(
Z2,n2 +A2

))
(4.16)

and R(i, j)= λ.
The other transitions are related to service completions which are identical to the

ones given in Section 4.4.1. Service completion is only possible when the producer is
not idle. When producer 1 finishes its operation, the system changes to j4 = (n1− 1,n2)
and R(i, j4)= μ1 for n1 > 0. Similarly, When producer 2 finishes its operation, the system
changes to j5 = (n1,n2− 1) and R(i, j5)= μ2 for n2 > 0. Finally, R(i, i)=−∑i �= j R(i, j).
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Solution of (4.3) with the obtained R yields the steady-state probabilities for the cen-
tralized operation with splitting an arriving order among the producers to minimize the
total cost of production.

4.5.2. Allocation rates and profits. Once A1 and A2 are determined for each state (n1,n2)
and the steady-state probabilities are found, (4.4) yields the average allocation rates η1

and η2.
In the centralized operation, there is no payment to producers and the total profit is

the difference between the revenue and the total production costs. Therefore the rate at
which the profit is generated per unit time is

π = λ
(

Qξ −
Z1∑

n1=0

Z2∑

n2=0

(
f1
(
A1
)

+ f2
(
A2
))
p
(
n1,n2

)
)

. (4.17)

Since this is a centralized operation and both producers are part of the same company,
there is no issue of sharing this profit among the producers. However, in order to com-
pare the result with other cases, we calculate the allocated total profit for each producer
based on equal sharing of the extra profit. Then the total profit producer i makes in this
mechanism is

π∗i =
1
2
π. (4.18)

5. Comparison of different allocation mechanisms in a dynamic setting

In this section, we compare the centralized case, the single-unit second-price sealed bid
auction, and the no-cooperation cases. We focus on producers’ profits, profit increase
obtained with respect to the no-cooperation case, the average cost of producing a unit,
and allocation of orders. The average costs for Cases I, II, and III are denoted with θI, θII,
and θIII, respectively.

5.1. Effect of the load of the system. Figures 5.1 and 5.2 show the effect of the arrival
rate for a system with identical producers. In this case, since the producers are identical,
the allocation rates are equal for all the cases, that is, η1 = η2 = 1/2 for Cases I, II, and III.

Figure 5.1 quantifies the profit increase achieved by using the auction-based allocation
mechanism and the centralized operation compared to the no-cooperation case for pro-
ducer 1. As the figure shows, the centralized operation of the order (Case III) yields the
maximum profit when the arrival rate is low compared to the total capacity of the system.
The single-unit auction-based allocation decreases the profit compared to the centralized
case, however it still yields a higher profit compared to the no-cooperation case. As the
load increases in the system, the difference between the auction-based allocation and the
centralized operation decreases since mostly subcontractors are used in all cases.

In these examples, we used exogenously-given subcontracting thresholds for all cases.
However, the subcontracting thresholds for the centralized case can be jointly optimized
by taking the reduced arrival rate into account. This would increase the percentage im-
provement of the centralized case.
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In the no-cooperation case, λ1 = λ2 = λ/2. When the load is very low compared to the
total capacity, the producers are mainly idle. However, due to random arrival of orders,
they still use subcontractors occasionally when they operate independently. In this case,
centralized operation increases their profit by as much as 30%, while the cooperation
based on a single-unit auction increases their profit by as much as 8%. As the load in-
creases, subcontractors are used extensively, and the benefit of cooperation decreases. In
between, producers use subcontractors occasionally and they remain idle at other times.
The cooperation utilizes its capacity better in this case and yields higher relative profit
increase compared to the very low and very high arrival rate cases. This explains the
unimodal shape of the percentage increase of the cooperation case with respect to the
no-cooperation case exhibited in Figure 5.1.

Figure 5.2 shows the average production cost of a unit in these different cases. The
centralized case yields the lowest cost of production. Network organization allows the
best utilization of its resources to achieve the possible lowest cost of production.

In order to derive insights, let us consider the case for identical producers. When an
order arrives randomly, the cost of production is either f1(Q) or f2(Q). However, a single-
unit auction is used, it is produced at min{ f1(Q), f2(Q)}. Since min{ f1(Q), f2(Q)} ≤
f1(Q) and min{ f1(Q), f2(Q)} ≤ f2(Q), and if the steady-state distributions for both cases
are assumed to be the same for identical producers, the average cost of production in the
no-cooperation case is greater than the cost in the cooperation case.

As Figure 5.2 shows, the average unit cost of production that is obtained by using an
auction-based allocation mechanism that is greater than the cost obtained in the central-
ized operation.

Let us again consider the case for identical producers. By using (4.5), (4.12), (4.13),
and (4.14), The average unit cost for Case II can be written as

θII =
1
Q

⎛

⎝
∑

f1(Q)≤ f2(Q)

f1(Q)p
(
n1,n2

)
+

∑

f1(Q)> f2(Q)

f2(Q)p
(
n1,n2

)
⎞

⎠ . (5.1)

When an order is split, it is allocated among the producers in such a way that the total cost
of production is minimized. That is, A1 and A2 are chosen such that f1(A1) + f2(A2) ≤
f1(x1) + f2(x2) for all {x1,x2 : x1 + x2 = Q, x1 ≥ 0, x2 ≥ 0}. Consequently, since f1(A1) +
f2(A2)≤ f1(Q) and f1(A1) + f2(A2)≤ f2(Q),

θII ≥
1
Q

⎛

⎝
∑

f1(Q)≤ f2(Q)

(
f1
(
A1
)

+ f2
(
A2
))
p
(
n1,n2

)
+

∑

f1(Q)> f2(Q)

(
f1
(
A1
)

+ f2
(
A2
))
p
(
n1,n2

)
⎞

⎠ .

(5.2)

Rearranging the above terms yields

θII ≥
1
Q

Z1∑

n1=0

Z2∑

n2=0

(
f1
(
A1
)

+ f2
(
A2
))
p
(
n1,n2

)
. (5.3)
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Figure 5.3. Effect of the arrival rate on the allocation of profits and orders, μ1 = 1.2, μ2 = 1, Z1 = 10,
Z2 = 10, Q = 16, ξ = 4, o1 = 3, o2 = 3, c1 = 1, c2 = 1.

If we assume that the steady-state distribution p(n1,n2) stays the same in both cases for
identical producers, the right-hand side of the above equation is the average unit cost
obtained by centralized operation, θIII. Therefore θII ≥ θIII.

When the production capacities are different while all the other parameters are the
same, the effect of arrival rate on the allocation of profits and orders is more complicated.
Figure 5.3 shows the effects of arrival rate for a system with different production rates.
Since producer 1 has higher capacity, its load when an order arrives is lower on the average
compared to the other producer. As a result, it bids lower price and gets a higher share of
the orders.

Figure 5.4 shows the percentage increase in the total profit with respect to the no-
cooperation case with λ1 = λ2 = λ/2 for four different systems with differences in produc-
tion capacity, regular production cost, subcontracting cost, and subcontracting thresh-
olds, respectively. As expected, the centralized case yields higher profits compared to the
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Figure 5.4. Increase in the total profit with respect to the no-cooperation case Q = 16, ξ = 4. (a)
μ1 = 5, μ2 = 1, Z1 = 10, Z2 = 10, o1 = 3, o2 = 3, c1 = 1, c2 = 1. (b) μ1 = 1, μ2 = 1, Z1 = 10, Z2 = 10,
o1 = 3, o2 = 3, c1 = 2, c2 = 1. (c) μ1 = 1, μ2 = 1, Z1 = 10, Z2 = 10, o1 = 2, o2 = 3, c1 = 1, c2 = 1. (d)
μ1 = 1, μ2 = 1, Z1 = 13, Z2 = 10, o1 = 3, o2 = 3, c1 = 1, c2 = 1.

other cases. However, as the order rate increases, the performance of the auction-based
allocation mechanism approaches the performance of the centralized case.

5.2. Effect of production capacity. Now, we investigate the effect of differences in pro-
ducers’ capacities on the allocation of orders and profits.

Figure 5.5 shows the fraction of the total units allocated to producer 1 and also the
allocated profit of producer 1 for different values of production capacity. As expected,
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increasing relative capacity compared to the other producer yields a higher allocation to
producer 1.

Now, we summarize the results of our observations that validate our intuition. When
the producers are identical, they increase their average profit compared to the no-
cooperation case by cooperating on production capacity. When the producers are iden-
tical, splitting the order yields a higher profit compared to the case where the order is
allocated to one of the producers. Finally, the cooperation is effective when the produc-
ers’ capacities are not heavily utilized.

6. Conclusions

In this paper, we discussed the cooperation of producers on production capacity. We
propose an auction-based allocation mechanism to allocate orders and profits. It is shown
that cooperation of producers is beneficial for members of the network organization and
producers will be willing to cooperate even if a portion of the generated profit is kept to
cover operational expenses of the cooperation.

A state-space model is built to analyze these auction-based allocation mechanisms in
a dynamic setting. Especially when the members have similar characteristics and they
cannot utilize their capacity at high levels, cooperation on production capacity increases
their profit substantially compared to independent operation. This benefit comes from
using regular capacity of the members more efficiently. In the noncooperative case, a
producer may be forced to use a subcontractor at a higher cost while another producer
has available regular capacity. Although an arriving order is now produced by another
company, the same producer benefits from receiving additional production from other
members when its regular capacity is underutilized.

We used a simple queueing model to study an interesting cooperation issue in a pro-
duction setting with only two producers. The results can be extended to systems with
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more than two producers. Since the method is based on state space generation, the num-
ber of states and the number of computations to determine the performance measures
increase rapidly. The computational complexity to determine the performance measures
forN producers is in the order of

∏N
i=1(Zi + 1)2. Since there are efficient algorithms to an-

alyze large systems, the same method can be employed. Alternatively, the same technique
can be embedded in a simulation study and the performance measures can be determined
approximately.

In the model that we discuss, the customer is the leader and sets the price. Continuing
the above example from the textile-apparel industry, for example, when GAP deals with a
number of SMEs, it sets the price and if the price is not met, it can procure from another
company globally. Therefore cooperation of its possible suppliers does not affect the cus-
tomer negatively. On the contrary, the customer benefits from this situation by dealing
only with a single supplier which is the joint venture of multiple independent producers
that has great flexibility and speed.

The single-unit auction-based allocation mechanism can be extended to multiunit
auctions where an arriving order is split among producers based on the bid vectors that
submit. In a multiunit auction, allocation of orders and profits are based on in-house
and subcontracting production costs, subcontracting threshold, and the current loads of
producers. Therefore investigating this case for the private information case requires dif-
ferent assumptions on producers’ estimates of the others’ private parameters. Instead of
using a single probability distribution for the estimate of total cost of producing an or-
der for a single-unit auction, one needs different distributional assumptions for in-house
and subcontracting costs and also for the number of units that can be produced in-house
when a multiunit auction is used. In the multiunit auction case, there might be additional
transportation costs due to sending an order to multiple locations.

Similarly, we model the decision of a producer only at a given time and assume that
they act with their myopic-best response without taking long-term allocation of the gen-
erated extra profit similar to a number of studies in the literature. A more formal ap-
proach might use a dynamic programing methodology to see whether this is the case.
However, since the information about the other members of the cooperation is not
known, the producer’s decision is more likely to depend on the current information.

For example, when a producer has limited regular capacity left, it may decide to bid a
higher cost compared to its actual cost. As a result, the other producers may get the order
and it will have a higher regular capacity and higher profit for the next order. However,
in the case of no information sharing, this action does not guarantee higher profits. For
example, producer 2 may have a much larger capacity. In this case, it finishes the order
that is rejected by producer 1 and bids a competitive price for the next order. Examining
the existence of an equilibrium where producers bid their costs equally in a dynamic
setting is also left for future research.
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