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A theoretical framework of the position control for linear induction motors (LIM) has been proposed. First, indirect field-oriented
control of LIM is described. Then, the backstepping approach is used to ensure the convergence and robustness of the proposed
control scheme against the external time-varying disturbances via Lyapunov stability theory. At the same time, in order to solve the
differential expansion and the control saturation problems in the traditional backstepping, command filter is designed in the control
and compensating signals are presented to eliminate the influence of the errors caused by command filters. Next, unknown total
mass of the mover, viscous friction, and load disturbances are estimated by the projection-based adaptive law which bounds the
estimated function and simultaneously guarantees the robustness of the proposed controller against the parameter uncertainties.
Finally, simulation results are given to illustrate the validity and potential of the designed control scheme.

1. Introduction

In the past two decades, linear induction motors (LIM) have
been broadly used in all walks of life, such as the military,
life electric, industrial automation, and transportation, which
all have satisfactory performance [1–7]. The most significant
advantage of LIM is that it can provide linear motion without
any medium machine. Moreover, there are many advantages
in LIM, such as simple structure, high-starting thrust force,
low noise, high-speed operation, reduction of mechanical
losses, and being without any gear between motors and
motion devices [8, 9], and as counterpart these advantages
introduce the disadvantages of the complicated LIM model
presenting the complexity of the control characteristics.
Although the driving principles of the LIM and the conven-
tional rotary induction motor (RIM) are actually similar, the
control scheme of the LIM is even more intricate than that of
the traditional RIM, reason for which is that the parameters
of the LIM are time-varying in the process of operation, such
as rail configuration, speed of the mover, and temperature
[10]. Furthermore, there are more important parameter
variations in end effect, slip frequency, saturation of the
magnetizing inductance, phase unbalance, and dynamics of

the air gap [11, 12], and, because of this, it is hard to get the
complete mathematical model of LIM. Despite the fact that
the consideration of significant variations for the model of
the dynamic performance of the LIM has been researched
[11–14], the control performance of LIM is still influenced by
uncertainties such as nonlinear dynamics, unknown external
load disturbances, and irregular plant parameter variations.
The main purpose of this paper is to design a suitable control
scheme to deal with the uncertainties existing in the dynamic
model of LIM.

In the past decade, indirect field-oriented control (IFOC)
technique has been one of the prevalent control techniques
widely implemented in industrial LIM drives and it has been
proved that it is appropriate for a wide range of technological
applications. The main idea of IFOC is to decouple torque
and flux, which can be implemented by forcing the secondary
flux of the 𝑑-axis to be a constant and setting the secondary
flux of the 𝑞-axis to zero. Through this method, the system
structure can be simplified. However, the performance of the
system is sensitive to the variations of motor parameters and
the rotor time constant which fluctuates notably with the sat-
uration of the magnetizing inductance and the temperature
[14].
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Due to the rapid development of nonlinear control theory,
backstepping is one of the nonlinear control techniques
developed in the 1990s [15] to stabilize the nonlinear dynamic
system [16–18], which has been used for the LIM [19, 20].The
backstepping control is a recursive structure, so the design
process can be started at the known-stable system and back
out new controllers that progressively stabilize each outer
subsystem.Although the backstepping alleviates some limita-
tions of othermethods and provides an option of design tools
to accommodate nonlinearities in the design of the controller,
the traditional backstepping requires that exact information
of the model is obtained and the parameter uncertainties
are not taken into consideration [21]. In order to ensure
the stability of most control systems with nonlinearities and
parameter uncertainties, adaptive backstepping approach has
been investigated, which has been proved to be effective to
achieve the satisfactory control performance [10, 14, 22–25].
However, there is a problem called “explosion of terms” in
backstepping.That is to say, in the design process of each sub-
system, virtual control commands need to be differentiated
repeatedly. With the increase of the number of the system
orders, it is difficult or even impossible to derive the analytical
differential expression of virtual control, so this problem lim-
its the application of backstepping method used in practical
engineering. The rest of the problems in backstepping have
the following two main points: control saturation problem
and the fact that the system must be simplified into the
form of parametric strict feedback. In particular the previous
drawback may result in some fateful problems in the actual
control system, because accumulation of errors may cause
system instability if the generated control signal commands
are not completely executed by actuators. At present, there are
many methods to solve the above-mentioned defects such as
dynamic surface control [26] and command-filtered method
[27–30], and among them command-filtered backstepping is
a more effective way compared to dynamic surface control.
Dynamic surface control uses the filter to solve the differential
expansion problem, but the introduction of the filter can
only ensure that the system is bounded tracking. However,
the command-filtered backstepping controller can solve the
problem of differential expansion, and it can also realize the
asymptotic tracking of the closed-loop signal due to the filter
compensation.

In this paper, a command-filtered adaptive backstepping
control via projection algorithm designed on indirect field
orientation is proposed for the LIM to achieve a position
tracking objective under the disturbance of load thrust force
and parameter uncertainties. At the same time, Lyapunov
stability theory is used to prove that the control system
can be maintained closed-loop asymptotically stable. The
rest of this paper is organized as follows. In Section 2, the
principle of indirect field-oriented control applied to LIM is
derived. Section 3 presents the command-filtered adaptive
backstepping controller designed for LIM position control
via projection algorithm. In Section 4, simulation results are
showed to prove the validity of the proposed control scheme.
Finally, we come to some conclusions at the end of this
paper.
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Figure 1: Structure of a LIM.

2. Indirect Field-Oriented Control of LIM

The LIM is formed by the primary and secondary, which
is shown in Figure 1. The primary of the adopted three-
phase LIM is the primary of rotary-motor simply cut open
and rolled flat. The secondary usually consists of a sheet
conductor using aluminum with an iron back for the return
path of magnetic flux. Moreover, a simple linear encoder
is adopted for the feedback of the mover position [12, 20].
When the current flowing primary produces a magnetic field
though the primary from front to back, the eddy currents are
generated on the surface the secondary by thismagnetic field.
When the primary of the LIM is still, the equivalent circuit
of LIM is similar to the rotating motor. However, with the
primary moving, the secondary is constantly replaced with
new secondary sheet which will resist a sudden increase in
flux andonly allow the gradual establishment ofmagnetic flux
in air gap. On the contrary, the field in the exit side of the rail
will disappear quickly. The phenomenon affecting the air gap
flux distribution happens at the entry and exit of the primary
called end effect.The parameter𝑄 is used to simulate the end
effect expressed as [11, 20]

𝑄 =
𝑙 ⋅ 𝑅
𝑟

𝐿
𝑟
⋅ V
𝑟

, (1)

where V
𝑟
is the mover linear velocity, 𝑙 is the primary length,

𝐿
𝑟
is the secondary inductance per phase, and 𝑅

𝑟
is the

secondary resistance per phase. Then, the inductance can be
expressed as

𝐿


𝑚
= 𝐿
𝑚
(𝑄) = 𝐿

𝑚
(1 − 𝑓 (𝑄)) ,

𝐿


𝑟
= 𝐿
𝑟
(𝑄) = 𝐿

𝑟
− 𝐿
𝑚
𝑓 (𝑄) ,

𝐿


𝑠
= 𝐿
𝑠
(𝑄) = 𝐿

𝑠
− 𝐿
𝑚
𝑓 (𝑄) ,

(2)

where 𝑓(𝑄) = 1 − 𝑒−𝑄/𝑄, 𝐿
𝑚
is the magnetizing inductance

per phase, 𝐿
𝑠
is the primary inductance per phase, and 𝐿

𝑟
is

the secondary inductance per phase. And the secondary time
constant is expressed by

𝑇


𝑟
=
𝐿


𝑟

𝑅
𝑟

=
𝐿
𝑟
− 𝐿
𝑚
𝑓 (𝑄)

𝑅
𝑟

. (3)

Based on the above description, we can see that the
shorter the primary length and the higher the motor speed,
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Figure 2: The equivalent circuits of the LIM considering the end effect.

the lower the factor 𝑄. It means that end effect is mainly
dependent on the linear motor speed in a certain LIM.

The dynamicmodel of the LIM considering the end effect
is researched by using 𝑑-𝑞 axis theory shown in Figure 2.
From the equivalent circuit of the LIM, we can find that the 𝑞-
axis equivalent circuit of the LIM is different from the RIM,
but the 𝑑-axis equivalent of LIM and RIM is the same [20].
According to the dynamic model of the LIM, the voltage
equations can be drawn as follows:

V
𝑑𝑠
= 𝑅
𝑠
𝑖
𝑑𝑠
+ 𝑅
𝑟
𝑓 (𝑄) (𝑖

𝑑𝑠
+ 𝑖
𝑑𝑟
) + 𝑝𝜙

𝑑𝑠
− 𝜔
𝑒
𝜙
𝑞𝑠
,

V
𝑞𝑠
= 𝑅
𝑠
𝑖
𝑞𝑠
+ 𝑝𝜙
𝑞𝑠
+ 𝜔
𝑒
𝜙
𝑑𝑠
,

V
𝑑𝑟
= 𝑅
𝑟
𝑖
𝑑𝑟
+ 𝑅
𝑟
𝑓 (𝑄) (𝑖

𝑑𝑠
+ 𝑖
𝑑𝑟
) + 𝑝𝜙

𝑑𝑟
− 𝜔sl𝜙𝑞𝑟 = 0,

V
𝑞𝑟
= 𝑅
𝑟
𝑖
𝑞𝑟
+ 𝑝𝜙
𝑞𝑟
+ 𝜔sl𝜙𝑑𝑟 = 0.

(4)

And the linkage fluxes are expressed by the following
equations:

𝜙
𝑑𝑠
= 𝐿
𝑙𝑠
𝑖
𝑑𝑠
+ 𝐿


𝑚
(𝑖
𝑑𝑠
+ 𝑖
𝑑𝑟
) ,

𝜙
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= 𝐿
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+ 𝐿
𝑚
(𝑖
𝑞𝑠
+ 𝑖
𝑞𝑟
) ,

𝜙
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= 𝐿
𝑙𝑟
𝑖
𝑑𝑟
+ 𝐿


𝑚
(𝑖
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+ 𝑖
𝑑𝑟
) ,

𝜙
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+ 𝐿
𝑚
(𝑖
𝑞𝑠
+ 𝑖
𝑞𝑟
) = 0.

(5)

The purpose of this paper is to design a satisfactory
controller to deal with the uncertainties existing in the
simplified dynamic model of LIM, so the simplified dynamic
model of the LIM is researched by using 𝑑-𝑞 axis theory and
is modified from the traditional model of a three-phase, Y-
connected induction motor in 𝑑-𝑞 stationary frame, which
can be described by the following differential equations [10,
13, 19, 20]:

𝑑𝑖
𝑑𝑠

𝑑𝑡
=
1
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V
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) ,

(7)
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𝐿
𝑚
𝑅
𝑟

𝐿
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𝑑𝜙
𝑞𝑟

𝑑𝑡
=
𝐿
𝑚
𝑅
𝑟

𝐿
𝑟

𝑖
𝑞𝑠
−
𝑅
𝑟

𝐿
𝑟

𝜙
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− (
𝜋

ℎ
V
𝑒
− 𝑃
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ℎ
V
𝑟
)𝜙
𝑑𝑟
, (9)

𝐹
𝑒
= 𝐾
𝑓
(𝜙
𝑑𝑟
⋅ 𝑖
𝑞𝑠
− 𝜙
𝑞𝑟
⋅ 𝑖
𝑑𝑠
) = 𝑀 ⋅ V̇

𝑟
+ 𝐷 ⋅ V

𝑟
+ 𝐹
𝐿
, (10)

where 𝑅
𝑠
is the winding resistance per phase, ℎ is the pole

pitch,𝑃 is the number of pole pairs, 𝜙
𝑑𝑟
and 𝜙
𝑞𝑟
are 𝑑-axis and

𝑞-axis secondary flux, respectively, 𝑖
𝑑𝑠
and 𝑖
𝑞𝑠
are 𝑑-axis and

𝑞-axis primary current, respectively, V
𝑑𝑠
and V
𝑞𝑠
are𝑑-axis and

𝑞-axis primary voltage, respectively, 𝜔sl = 𝜔𝑒 − 𝜔𝑙 is the slip
frequency,𝐾

𝑓
= 3𝑃𝜋𝐿

𝑚
/(2ℎ𝐿

𝑟
) is the force constant,𝐹

𝑒
is the

electromagnetic force, 𝐹
𝐿
is the external force disturbance,𝑀

is the total mass of the moving element, and 𝐷 is the viscous
friction and iron-loss coefficient.

Then, in indirect field-oriented control, the reference
frame is aligned to secondary flux, so the flux equations are
described as follows:

𝜙
𝑞𝑟
= �̇�
𝑞𝑟
= 0,

𝜙
𝑑𝑟
= 𝜙
𝑟
= constant.

(11)

Moreover, the slip velocity signal can be expressed as

Vsl =
ℎ𝐿
𝑚

𝜋𝑇
𝑟
𝜙
𝑑𝑟

𝑖
𝑞𝑠
. (12)

By use of the indirect field-oriented control technique,
the electromagnetic force shown in (10) can be reasonably
simplified as follows:

𝐹
𝑒
= 𝐾
𝑇
⋅ 𝑖
𝑞𝑠
,

𝐾
𝑇
=
3

2
𝑃
𝜋 ⋅ 𝐿
𝑚

ℎ ⋅ 𝐿
𝑟

𝜙
𝑑𝑟
.

(13)

From (10) and (13), we have

V̇ =
𝐾
𝑇

𝑀
𝑖
𝑞𝑠
+ 𝐹V + Γ, (14)

where 𝐹 = −𝐷/𝑀 and Γ = −𝐹
𝐿
/𝑀.

3. Adaptive Command-Filtered Backstepping
Control via Projection Algorithm

The LIM with a notable nonlinear performance has many
parameters that cannot be known exactly, such as mover
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Figure 3: Structure of constrained command filter.

mass, friction coefficient, and load torque. The purpose
of this paper is to design a suitable control to confront
the existing uncertainties that would exist in the simpli-
fied dynamic model of the LIM. According to Lyapunov
stability principle and adaptive backstepping theory, the
satisfactory controller is derived. By use of the command
filter, the differential expansion and the control saturation
problems in conventional backstepping control have been
solved, and compensating signals are meanwhile presented
to eliminate the influence of the errors caused by command
filters. Because of using the projection-based adaption law,
the parameters estimated function can be bounded, and it
also guarantees the robustness of the controller against the
uncertain disturbances in theory.

In order to achieve the position control of LIM, we
choose the mover linear velocity V and 𝑞-axis current 𝑖

𝑞𝑠
as

the control variables. The design of the command-filtered
adaptive backstepping control for a LIM mover position
control is deduced step by step as follows.

Step 1. The tracking error variables 𝑒
1
(𝑡), 𝑒
2
(𝑡), and 𝑒

3
(𝑡) are

defined as follows:

𝑒
1
(𝑡) = 𝑑 (𝑡) − 𝑑

𝑐

(𝑡) ,

𝑒
2
(𝑡) = V (𝑡) − V𝑐 (𝑡) ,

𝑒
3
(𝑡) = 𝑖

𝑞𝑠
(𝑡) − 𝑖

𝑐

𝑞𝑠
(𝑡) ,

(15)

where 𝑑𝑐(𝑡) is the input reference position and V𝑐(𝑡) and
𝑖
𝑐

𝑞𝑠
(𝑡) are the filtered command of 𝑑(𝑡), V(𝑡), and 𝑖

𝑞𝑠
(𝑡),

correspondingly. The structure of command filter is shown
in Figure 3.

From (14) and (15), the time derivative of the tracking
errors can be calculated as follows:

̇𝑒
1
(𝑡) = V (𝑡) − �̇�

𝑐

(𝑡) , (16)

̇𝑒
2
(𝑡) =

𝐾
𝑇

𝑀
𝑖
𝑞𝑠
(𝑡) + 𝐹V (𝑡) + Γ − V̇𝑐 (𝑡) , (17)

̇𝑒
3
(𝑡) = ̇𝑖

𝑞𝑠
(𝑡) − ̇𝑖

𝑐

𝑞𝑠
(𝑡) . (18)

Step 2. The task is to stabilize (16) with respect to the
Lyapunov function:

𝑉
1
=
1

2
𝑒
2

1
(𝑡) . (19)

And the time derivative of𝑉
1
with respect to time is given

by

�̇�
1
= 𝑒
1
(𝑡) ̇𝑒
1
(𝑡) = 𝑒

1
(𝑡) (V (𝑡) − �̇�

𝑐

(𝑡))

= −𝑘
1
𝑒
2

1
(𝑡) + 𝑒

1
(𝑡) (𝑘
1
𝑒
1
(𝑡) + V (𝑡) − �̇�

𝑐

(𝑡)) .

(20)

So the virtual controller can be considered as

V𝑑 (𝑡) = �̇�
𝑐

(𝑡) − 𝑘
1
𝑒
1
(𝑡) , (21)

where V𝑑(𝑡) is the desired velocity and 𝑘
1
> 0 is a design

constant. Substituting (21) into (20), we have �̇�
1
< 0. Thus,

based on Lyapunov stability theory, the virtual control is
asymptotically stable.

In order to solve the problems of differential expansion
and the control saturation, a command filter is used to
eliminate the impact of time derivative of (21) and control
saturation. Passing V𝑑 through a filter, which is shown in
Figure 3, the state-space model of command filter can be
described as [27–30]

[
�̇�
1

�̇�
2

] =
[
[

[

𝑞
2

2𝜉𝜔
𝑛
[𝑆
𝑅
(
𝜔
2

𝑛

2𝜉𝜔
𝑛

(𝑆
𝑀
(𝑢) − 𝑞

1
)) − 𝑞

2
]

]
]

]

, (22)

where 𝑢 = 𝑥
𝑑 is the input of the command filter, 𝑆

𝑅
(⋅)

and 𝑆
𝑀
(⋅) express the rate and magnitude limit functions,

respectively, and 𝜉 and𝜔
𝑛
are the damping and the bandwidth

of the filter, respectively.
It is worth noting that the command filter will produce a

filtering error which may increase the difficulty in getting the
tiny tracking error. So we redefine tracking error as 𝑒

1
(𝑡) =

𝑒
1
(𝑡) − 𝜀

1
(𝑡), and design compensating signals given by

̇𝜀
1
(𝑡) = −𝑘

1
𝜀
1
(𝑡) + (V𝑐 (𝑡) − V𝑑 (𝑡)) . (23)

Step 3. To stabilize (17), we choose the Lyapunov function:

𝑉
2
=
1

2
𝑒
2

1
(𝑡) +

1

2
𝑒
2

2
(𝑡) . (24)

The derivative of 𝑉
2
along the trajectory of the error

dynamical equations is

�̇�
2
= 𝑒
1
(𝑡) ̇𝑒
1
(𝑡) + 𝑒

2
(𝑡) ̇𝑒
2
(𝑡) . (25)
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According to (16), (21), and (23), the derivative equation
for 𝑒
1
(𝑡) is calculated as

̇𝑒
1
= V (𝑡) − �̇�

𝑐

(𝑡) + 𝑘
1
𝜀
1
(𝑡)

− (V𝑐 (𝑡) + 𝑘
1
𝑒
1
(𝑡) − �̇�

𝑐

(𝑡)) = 𝑒
2
(𝑡) − 𝑘

1
𝑒
1
(𝑡) .

(26)

Substituting (17) and (26) into (25), we can compute the
derivative of 𝑉

2
:

�̇�
2
= 𝑒
1
(𝑡) (𝑒
2
(𝑡) − 𝑘

1
𝑒
1
(𝑡)) + 𝑒

2
(𝑡) (

𝐾
𝑇

𝑀
𝑖
𝑞𝑠
(𝑡)

+ 𝐹V (𝑡) + Γ − V̇𝑐 (𝑡)) = 𝑒
2
(𝑡) (

𝐾
𝑇

𝑀
𝑖
𝑞𝑠
(𝑡) + 𝐹V (𝑡)

+ Γ − V̇𝑐 (𝑡) + 𝑘
2
𝑒
2
(𝑡) + 𝑒

1
(𝑡)) − 𝑘

1
𝑒
2

1
(𝑡) − 𝑘

2
𝑒
2

2
(𝑡) ,

(27)

where 𝑘
2
> 0 is a design constant. And if we choose the virtual

control 𝑖𝑑
𝑞𝑠
(𝑡) as

𝑖
𝑑

𝑞𝑠
(𝑡) =

𝑀

𝐾
𝑇

(V̇𝑐 (𝑡) − 𝐹V (𝑡) − Γ − 𝑘
2
𝑒
2
(𝑡) − 𝑒

1
(𝑡)) , (28)

we could get

�̇�
2
= −𝑘
1
𝑒
2

1
(𝑡) − 𝑘

2
𝑒
2

2
(𝑡) < 0. (29)

So, the virtual control 𝑖𝑑
𝑞𝑠
(𝑡) in (28) is asymptotically

stable.
As the parameters 𝑀, 𝐹, and Γ are unknown, their

estimates �̂�(𝑡), �̂�(𝑡), and Γ̂(𝑡) are used in (28), which is

�̂�
𝑑

𝑞𝑠
(𝑡) =

�̂� (𝑡)

𝐾
𝑇

(V̇𝑐 (𝑡) − �̂� (𝑡) V (𝑡) − Γ̂ (𝑡) − 𝑘
2
𝑒
2
(𝑡)

− 𝑒
1
(𝑡)) .

(30)

In order to eliminate the impact of derivate of (30) and
control saturation, redefine tracking error 𝑒

2
(𝑡) = 𝑒

2
(𝑡)−𝜀
2
(𝑡)

and design compensating signal as

̇𝜀
2
(𝑡) = −𝑘

2
𝜀
2
(𝑡) +

𝐾
𝑇

𝑀
(𝑖
𝑐

𝑞𝑠
(𝑡) − 𝑖

𝑑

𝑞𝑠
(𝑡)) . (31)

Step 4. Finally, variables 𝑒
3
and �̂�(𝑡), �̂�(𝑡), and Γ̂(𝑡) are added

to 𝑉
2
to form the following Lyapunov function:

𝑉
𝑒
=
1

2
[𝑒
2

1
(𝑡) + 𝑒

2

2
(𝑡) + 𝑒

2

3
(𝑡) +

�̃�
2

(𝑡)

𝑀𝛾
1

+
�̃�
2

(𝑡)

𝛾
2

+
Γ̃
2

(𝑡)

𝛾
3

] ,

(32)

where 𝛾
𝑖
(𝑖 = 1, 2, 3) are adaptive gains.

According to (17), (30), and (31), we can compute the
derivative equation for ̇𝑒

2
(𝑡) as

̇𝑒
2
(𝑡) =

𝐾
𝑇

𝑀
𝑖
𝑞𝑠
(𝑡) + 𝐹V (𝑡) + Γ − V̇

𝑐
(𝑡) + 𝑘

2
𝜀
2
(𝑡)

−
𝐾
𝑇

𝑀
𝑖
𝑐

𝑞𝑠
(𝑡) +

𝐾
𝑇

𝑀
𝑖
𝑑

𝑞𝑠
(𝑡)

=
𝐾
𝑇

𝑀
𝑒
3
(𝑡) + 𝐹V (𝑡) + Γ − V̇

𝑐
(𝑡) + 𝑘

2
𝜀
2
(𝑡)

+
𝐾
𝑇

𝑀

�̂� (𝑡)

𝐾
𝑇

𝜙
1
(𝑡)

=
𝐾
𝑇

𝑀
𝑒
3
(𝑡) + 𝐹V (𝑡) + Γ − V̇

𝑐
(𝑡) + 𝑘

2
𝜀
2
(𝑡)

+
�̂� (𝑡) − 𝑀 +𝑀

𝑀
𝜙
1
(𝑡)

=
𝐾
𝑇

𝑀
𝑒
3
(𝑡) − �̃� (𝑡) V (𝑡) − Γ̃ (𝑡) − 𝑘

2
𝑒
2
(𝑡) − 𝑒

1
(𝑡)

+
�̃� (𝑡)

𝑀
𝜙
1
(𝑡) .

(33)

Similarly, substituting (7) into (18), we can get the deriva-
tive equation for ̇𝑒

3
(𝑡) as

̇𝑒
3
(𝑡) = 𝜙

2
(𝑡) +

V
𝑞𝑠
(𝑡)

𝜎𝐿
𝑠

− ̇𝑖
𝑐

𝑞𝑠
(𝑡) , (34)

where �̃� = �̂� − 𝑀, �̃� = �̂� − 𝐹, and Γ̃ = Γ̂ − Γ are the
parameter estimation errors and 𝜙

1
(𝑡) and 𝜙

2
(𝑡) are known

signal expressed by the following expressions:

𝜙
1
(𝑡) = V̇𝑐 (𝑡) − �̂� (𝑡) V (𝑡) − Γ̂ (𝑡) − 𝑘

2
𝑒
2
(𝑡) − 𝑒

1
(𝑡) ,

𝜙
2
(𝑡) =

1

𝜎𝐿
𝑠

(−𝜎𝐿
𝑠

𝜋

ℎ
V
𝑒
(𝑡) 𝑖
𝑞𝑠
(𝑡)

− (𝑅
𝑠
+ (

𝐿
𝑚

𝐿
𝑟

)

2

𝑅
𝑟
) 𝑖
𝑞𝑠
(𝑡) −

𝑃𝐿
𝑚
𝜋

𝐿
𝑟
ℎ
𝜙
𝑑𝑟
(𝑡) V (𝑡)) .

(35)

According to (26), (33), and (34), the derivative of 𝑉
𝑒

along the dynamical trajectory of error equtaions can be
computed as follows:

�̇�
𝑒
= 𝑒
1
(𝑡) ̇𝑒
1
(𝑡) + 𝑒

2
(𝑡) ̇𝑒
2
(𝑡) + 𝑒

3
(𝑡) ̇𝑒
3
(𝑡) +

�̃� (𝑡)

𝑀𝛾
1

⋅
̇̂
𝑀 (𝑡) +

�̃� (𝑡)
̇̂
𝐹 (𝑡)

𝛾
2

+
Γ̃ (𝑡)

̇̂
Γ (𝑡)

𝛾
3

= −𝑘
1
𝑒
2

1
(𝑡)

− 𝑘
2
𝑒
2

2
(𝑡) − 𝑘

3
𝑒
2

3
(𝑡) + 𝑒

1
(𝑡) 𝜀
2
(𝑡) + 𝑒

3
(𝑡)

⋅ (
𝐾
𝑇

𝑀
𝑒
2
(𝑡) + 𝜙

2
(𝑡) +

V
𝑞𝑠
(𝑡)

𝜎𝐿
𝑠

− ̇𝑖
𝑐

𝑞𝑠
(𝑡) + 𝑘

3
𝑒
3
(𝑡))

+
�̃� (𝑡)

𝛾
1
𝑀
(
̇̂
𝑀 (𝑡) + 𝛾

1
𝜙
1
(𝑡) 𝑒
2
(𝑡))



6 Mathematical Problems in Engineering

Reference
model

Position
loop

control

Constrained
command

filter
Speed loop

control

Filter error
compensation

Constrained
command

filter

Current
loop

control

Filter error
compensation

LIM drive system

Adaptive projection
operator

Control level
Supervisory level

dc

d

e1

−

�c�d

𝜀1 �

icqs �dqs

𝜀2 iqs

� ̇�c e2 e2

M̂, F̂, Γ̂
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Figure 4: Block diagram of the proposed adaptive command-filtered backstepping via projection algorithm control.

+
�̃� (𝑡)

𝛾
2

(
̇̂
𝐹 (𝑡) − 𝛾

2
𝑒
2
(𝑡) V (𝑡))

+
Γ̃ (𝑡)

𝛾
3

(
̇̂
Γ (𝑡) − 𝛾

3
𝑒
2
(𝑡)) .

(36)

Finally, based on (36), we can design the control law

V
𝑞𝑠
(𝑡) = 𝜎𝐿

𝑠
( ̇𝑖
𝑐

𝑞𝑠
(𝑡) − 𝜙

2
(𝑡) − 𝑘

3
𝑒
3
(𝑡) −

𝐾
𝑇

𝑀
𝑒
2
(𝑡)) (37)

and the parameter update laws as

̇̂
𝑀 (𝑡) = 𝛾

1
Proj (�̂� (𝑡) , −𝜙

1
(𝑡) 𝑒
2
(𝑡)) ,

̇̂
𝐹 (𝑡) = 𝛾

2
Proj (�̂� (𝑡) , 𝑒

2
(𝑡) V (𝑡)) ,

̇̂
Γ (𝑡) = 𝛾

3
Proj (�̂� (𝑡) , 𝑒

2
(𝑡)) ,

(38)

where Proj(⋅, ⋅) is the projection operator (see the Appendix
for details) which bounds that |�̂�(𝑡)| ≤ Φ, |�̂�(𝑡)| ≤ Ω, and
|Γ̂(𝑡)| ≤ Θ.

Using Property A.1 of the projection operator (see the
Appendix for details), we can obtain that

�̃� (𝑡) [Proj (�̂� (𝑡) , −𝜙
1
(𝑡) 𝑒
2
(𝑡)) + 𝜙

1
(𝑡) 𝑒
2
(𝑡)] ≤ 0,

�̃� (𝑡) [Proj (�̂� (𝑡) , 𝑒
2
(𝑡) V (𝑡)) − 𝑒

2
(𝑡) V (𝑡)] ≤ 0,

Γ̃ (𝑡) [Proj (�̂� (𝑡) , 𝑒
2
(𝑡)) − 𝑒

2
(𝑡)] ≤ 0.

(39)

Then, according to the above analysis, we can get

�̇�
𝑒
= −𝑘
1
𝑒
2

1
− 𝑘
2
𝑒
2

2
− 𝑘
3
𝑒
2

3
+ 𝑒
1
𝜀
2
< 0, (40)

for sufficiently large 𝑘
1
, 𝑘
2
, 𝑘
3
> 0. Thus, it is proven that the

whole system is asymptotically stable.

To obtain a clear idea of the overall design procedure, we
give a flow chart as Figure 4.

Table 1: Parameters of the LIM.

Parameter Representation Value
𝑅
𝑠
(Ω) Primary resistance 6.2689

𝑅
𝑟
(Ω) Secondary resistance 3.784

𝐿
𝑚
(H) Magnetizing inductance 0.0825

𝐿
𝑟
(H) Secondary inductance 0.1021

𝐿
𝑠
(H) Primary inductance 0.1021

𝑀 (kg) Mass of the mover 3.25

𝐷 (kg/s) Viscous friction and iron-loss
coefficient 40.95

ℎ (m) Pole pitch 0.057
𝑃 Pole pairs 2

Table 2: Parameters of the command filter.

Variables 𝜔
𝑛

Magnitude limit Rate limit
V 3000 ±1.5m/s ±50m/s2

𝑖
𝑞𝑠

3000 ±1.5A ±500A/s

4. Simulation Results

In this section, a series of simulations are used to demonstrate
the validity of the designed controller for position control
of the linear induction motor in the MATLAB/Simulink
environment. The parameters of the LIM model used in
the dynamic simulation are summarized in Table 1 and the
command filter parameters are shown in Table 2. The rest of
the parameters are selected as 𝑘

1
= 𝑘
2
= 𝑘
3
= 30 and adaptive

parameters are chosen as 𝛾
1
= 0.1, 𝛾

2
= 1, and 𝛾

3
= 4000,

which is to obtain good control performance according to the
need for stability of control system and adaptive algorithm.

At first, periodic step command is used to test the stability
and robustness of the control system with constant load
force 50N occurring at 2 s. Figure 5 shows the periodic step
reference and its tracking response, the tracking error, and the
related control efforts 𝑖

𝑞𝑠
and 𝐹
𝑒
. From the simulation results,

the proposed control scheme for position control of the LIM
has satisfactory control performance (a minimum response
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Figure 5: Simulation results of adaptive command-filtered backstepping via projection algorithm for LIM period step signal position control
with constant load force 50N at 2 s.

time and being without overshot andminimal tracking error)
against the external load disturbance. In order to further
demonstrate the performance of the designed controller,
periodic triangular and sinusoidal reference command with
constant load force 50N occurring at 2 s are used in the
simulations and the simulated results are, respectively, shown
in Figures 6 and 7. From the simulation results of Figures 6
and 7, the designed control system still has a desired tracking
performance under the condition of the sudden change of
load force.

Then, the simulated results of the period position
response with the periodic triangular and sinusoidal external
disturbance occurring at 2 s are shown in Figures 8 and
9, respectively. According to the simulation results, we can
clearly find that the tracking error changes little and the
proposed control has a satisfactory performance in spite of
the time-varying load disturbance, which further supports
the effectiveness of the designed controller.

Thirdly, we compare the command-filtered backstepping
control (CBC) and adaptive command-filtered backstepping
via projection algorithm control under the same conditions
of sinusoidal variation of load disturbance. The simulation
results of the periodic step signal tracking, triangular signal
tracking, and sinusoidal signal tracking and their tracking
errors are, respectively, shown in Figures 10, 11, and 12.
From them, we can obviously draw that the tracking per-
formance of the designed controller is better compared to
the CBC under the condition of the external disturbance of
load.

Fourthly, Figure 13 shows the estimated parameters �̂�,
�̂�, and Γ̂ under normal drive circumstance of the LIM.
From the simulation results, it can be clearly observed
that the estimated parameters converge to the true values,
which also explains the robustness of the proposed adaptive
control.

Fifthly, output limit amplitudes V, V̇, 𝑖
𝑞𝑠
, and ̇𝑖

𝑞𝑠
of the

command filter in the case of periodic step tracking with
constant load force 50N occurring at 2 s are shown in
Figure 14.

5. Conclusion

A theoretical framework for the position control is developed
and applied to the LIM in this paper. To achieve satisfactory
robustness and stability, a command-filtered backstepping
control with adaptive function approximation is designed.
First, Lyapunov stability theory ensures uniformly bounded
tracking errors under the condition of the time-varying exter-
nal disturbances. At the same time, command filter solves the
differential expansion and the control saturation problems
in the backstepping, and compensating signals are presented
to eliminate the influence of the errors caused by command
filters. Then, projection-based adaptive method is used to
obtain the robustness against the parameter uncertainties.
It is worth mentioning that the proposed control scheme is
suitable when the explicit model of LIM is hard to obtain.
Finally, simulation results proved that the proposed nonlinear
adaptive controller has satisfactory control performance and
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in the command filter.

robustness against the parameter uncertainties and the time-
varying external disturbances.

Appendix

The smoothened projection operator introduced in [31]
bounds the estimated parameters by definition. The pro-
jection operator is useful for robust adaptive controller
which needs multiple differentiations of the adaptation law
in backstepping. Then we review the main definitions and
property from [31].

Definition A.1. The parameter vector 𝜃 belongs to a convex
compact set given by

Ω = {‖𝜃‖ ≤ 𝜃max} , (A.1)

where 𝜃max is the norm bound of vector 𝜃. For any given x ∈
𝑅
𝑛, the standard Lipschitz continuous projection operator is

defined as

̇̂
𝜃 = Proj (�̂�, x)

=

{{{{{{{{

{{{{{{{{

{

x, if 𝑓 (�̂�) < 0

x, if 𝑓 (�̂�)⩾0, ∇𝑓 (�̂�)
𝑇

x≤0

x −
∇𝑓 (�̂�) 𝑓 (�̂�)

𝑇

x

𝑓 (�̂�)



2
𝑓 (�̂�) , otherwise,

(A.2)

where∇ is the gradient vector of𝑓(⋅) calculated at �̂� and𝑓(⋅) :
𝑅
𝑛

→ 𝑅 is following the convex smooth function:

𝑓 (�̂�) =
�̂�
𝑇

�̂� − 𝜃max
𝜀2 + 2𝜀𝜃max

, (A.3)

where 𝜀 is an arbitrary positive.

The property of the projection operator has been proven
in [31], described as follows.

Property A.1. If we choose �̂�(0) ∈ Ω and let the parameter
�̂�(𝑡) evolve according to the following dynamics:

̇̂
𝜃 (𝑡) = Proj (�̂� (𝑡) , x) , �̂� (𝑡

0
) ∈ Ω, (A.4)

then

�̂� (𝑡) ∈ Ω. (A.5)

For all 𝑡 ⩾ 𝑡
0
, the following inequality is established as follows:

(�̂� − 𝜃)
𝑇

Proj (�̂�, x) ≤ (�̂� − 𝜃)
𝑇

x. (A.6)
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