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An operational matrix technique is proposed to solve variable order fractional differential-integral equation based on the second
kind of Chebyshev polynomials in this paper. The differential operational matrix and integral operational matrix are derived based
on the second kind of Chebyshev polynomials. Using two types of operational matrixes, the original equation is transformed into
the arithmetic product of several dependent matrixes, which can be viewed as an algebraic system after adopting the collocation
points. Further, numerical solution of original equation is obtained by solving the algebraic system. Finally, several examples show

that the numerical algorithm is computationally efficient.

1. Introduction

Fractional differential equation (FDE) is an extension of
integer-order model. Compared with the classical integer-
order differential equation, FDE provides an excellent instru-
ment for the description of memory and hereditary prop-
erties of various materials and processes. Therefore, it may
be more accurate for modeling by FDE rather than integer-
order differential equation. Researchers have pointed out
that the fractional calculus plays an important role in mod-
eling and many systems in interdisciplinary fields can be
elegantly described with the help of fractional derivative,
such as dynamics of earthquakes [1], viscoelastic systems [2],
biological systems [3, 4], diffusion model [5], chaos [6], wave
propagation [7], and partial bed-load transport [8].

Many literatures study the numerical algorithms for
solving fractional calculus equations. Ahmadian et al. [9]
proposed a computational method based on Jacobi polyno-
mials for solving fuzzy linear FDE on interval [0, 1]. Fu et
al. [10] presented a Laplace transformed boundary particle
method for numerical modeling of time fractional diffusion
equations. Pang et al. [11] applied radial basis function mesh-
less collocation method to the space-fractional advection-
dispersion equations. Bhrawy and Zaky [12] analyzed an

operational formulation based on Jacobi polynomials for
time-space FDE with Dirichlet boundary conditions. Bhrawy
et al. [13, 14] introduced a fractional integral operator matrix
based on generalized Laguerre polynomials and shifted first
of Chebyshev polynomials for solving fractional integral
equations.

With further development of science research, more and
more researchers have found that a variety of important
dynamical problems exhibit fractional order behavior that
may vary with time or space. This fact indicates that variable
order calculus is a natural candidate to provide an effective
mathematical framework for the description of complex
dynamical problems. The modeling and application of vari-
able order FDE have been a front subject. However, since the
kernel of the variable order operators has a variable exponent,
analytical solution of variable order FDE is usually difficult
to obtain. The development of numerical algorithms to solve
variable order FDE is necessary.

Only a few authors studied numerical methods of variable
order FDE. Shen et al. [I15] have given an approximate
scheme for the variable order time fractional diffusion equa-
tion. Chen et al. [16, 17] paid their attention to Bernstein
polynomials to solve variable order linear cable equation
and variable order time fractional diffusion equation. An
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alternating direct method for the two-dimensional variable
order fractional percolation equation was proposed in [18].
Explicit and implicit Euler approximations for FDE were
introduced in [19]. A numerical method based on Legendre
polynomials was presented for a class of variable order
FDEs in [20]. Chen et al. [21] introduced the numerical
solution for a class of nonlinear variable order FDEs with
Legendre wavelets. In addition, for most literatures, they
solved variable order FDE which is defined on the interval
[0,1]. It is noteworthy that the Chebyshev polynomials
family have beneficial properties so that they are widely
used in approximation theory. However, the second kind
of Chebyshev polynomials have been paid less attention for
solving variable order FDE. Accordingly, we will solve a kind
of variable order fractional differential-integral equations
(FDIEs) defined on the interval [0, R] (R > 0) based on the
second kind of Chebyshev polynomials. The FDIE is shown
as follows:

D*Dy(t) +a(t) Jt y(2)dz+b(t)y () +c(t)y ()
0 @

=g(t), y(0) =y, tel0,R],

where D*® y(t) is fractional derivative of y(t) in Caputo’s
sense.

The basic idea of this approach is that we derive the
differential operational matrix and the integral operational
matrix based on Chebyshev polynomials. With the opera-
tional matrixes, (1) is transformed into the products of several
dependent matrixes, which can be viewed as an algebraic
system after taking the collocation points. By solving the
algebraic system, the numerical solution of (1) is acquired.
Since the second kind of Chebyshev polynomials are orthog-
onal to each other, the operational matrixes based on Cheby-
shev polynomials greatly reduce the size of computational
work while accurately providing the series solution. From
some numerical examples, we can see that our results are
in good agreement with exact solution. Numerical result
demonstrates the validity of this algorithm.

The paper is organized as follows. In Section 2, some
necessary preliminaries are introduced. In Section 3, the basic
definition and property of the second kind of Chebyshev
polynomials are given. In Section 4, function approximation
is given. In Section 5, two kinds of operational matrixes are
derived and we applied the operational matrixes to solve the
equation as given at the beginning. In Section 6, we present
some numerical examples to demonstrate the efficiency of the
algorithm. We end the paper with a few concluding remarks
in Section 7.

2. Preliminaries

There are several definitions for variable order fractional
derivatives, such as the one in Riemann-Liouville’s sense and
the one in Caputo’s sense [22]. In this paper, the definition in
Caputo’s sense is considered.
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Definition 1. Caputo fractional derivate with order «(t) is
defined by

t

D"y ()= (t-1)y (1)dr

1
(1-a(t) L

L 200 =y (0) —aiy
I(1-a())

2)

If we assume the starting time in a perfect situation, we can
get Definition 2 as follows.

Definition 2. Consider the following:

a(t) B 1 ! )
D™y (t) = —F(l ~a ) L (t-1) y (t)dr. (3)

By Definition 2, we can get the following formula [16]:

F(n+1) n—a(t)
«(t) n TN , n=1,2,...,
D™t =3T(n+1-a(t)) (4)
0, n=0.

3. The Shifted Second Kind of
Chebyshev Polynomials

The second kind of Chebyshev polynomials are defined on the
interval I = [-1, 1]. They are orthogonal to each other with
respect to the weight function w(x) = V1 — x2. They satisfy
the following formulas:

Uy (x) =1,
U, (x) = 2x,
U, (x) =2xU, (x) - U,_; (x),
(5)
n=12,...,
1 L ——
J V1-x2U,(x)U,, (x)dx = { 2
-1 0, m#n.

Fort € [0, R], let x = 2t/R — 1. We can get shifted second
kind of Chebyshev polynomials U,,(t) = U,(2t/R — 1), which
are also orthogonal with respect to weight function w(t) =
ViR —t? for t € [0, R]. They satisfy the following formulas:

Uy (1) =1,
— 4t
U, () == -2,

1 () R
T (t)—2(§—1)t7(t)—t7 )

n+l - R n n—1 > (6)

n=12,...,

R ER2 m=n
JVtR—tzﬁn(t)ﬁm(t)dt: 8 ’

0 0, m # n.
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The shifted second kind of Chebyshev polynomials can
also be expressed as

U,

1, n=0, )
= 4 [n/2] R AY] n-2k
y (—1)k(’1—]‘)'<ﬂ—2> . nzl,
= k!'(n—-2k)! \ R
A = BC,
[ 1 0
1-0 1-1
a(-3) al)
0 R 2-0 ) R 2-1
c=la(-3) a(3)
Cg (_B)n—o Cil <_B)n—1
L 2 2

If n is an even number, then

B
1 0
o (1=0) 4\
( O)l - 1) m(vo)s(i)
L= 4N
= D 11(24)1(?) 0
2 (n—n/2)! 4 2l -1
,( b (n/2)!(n—2-(n/2))!<R) D
If n is an odd number, then
B
1 0
o (1=0) 74\
0 - 1) 0! (1-0)! (E)
L Q-1 4T
=| D 12-2)! (i) 0
\m-D/2 (n—(n-1)/2)! 4
0 O =2 (=TT R

Therefore, we can easily gain (12) as follows:

T, (t) = A, (1). (12)

where [1/2] denotes the maximum integer which is no more
than n/2.

Let W,(t) = [Uy(t),T,(®),....U,1)]" and T, ()

(1,£,...,t"]. Therefore,
V¥, (1) = AT, (1), (8)
where
0 0 ]
0 0
R\*2 )
Cg <__> 0
2
R n-2 R n-n
2
a(3) -~ als)
0 0
0 0
o (2-0) 4\ (10)
1 0!(2—0)!(?) 0 .
(n-n/2+1)! 4\"2027D) o (m=0) 4\
(n/2—1)![n—2‘(n/2—1)]1(E) o (D 0! (n - 0)! (ﬁ) |
0 0
0 0
o (2-0) /4320 (11)
1 0!(2—0)!(§> 0 :
n-2-((n-1)/2) (H*O)' 4 n—0
0 —
) 0 o D 0!(n—0)!<R) J

4. Function Approximation

Theorem 3. Suppose that the function y(t) is n + 1 times
continuously differentiable on the interval [0, R]. Let u,(t) =



Y AU = AT, (t) be the best square approximation
function of y(t), where A = [Ay, Ay, ... ,An]T. Then,

MS™R [n
O -0l < o Jg (13)

where M = max, i gy () and S = max{R - t,, t,}.

Proof. We consider the Taylor polynomials:

y ()= y(ty) +y (t;) (t—ty) +---

(n) (t - tO) (n+1 ( tO)n+l 14
+y (b)) — ()(n+1)" (14)
€ [O,R],
where # is between t and t,.
Let
Pu(®) = y (o) + ' (to) (¢ o) +
n (15)
; t—t
4" (1) ( n!O) .
Then,
_ oy (=)™

@) = pu O = |y () =55, (16)

Since u,(t) = Y1, AU,(t) = AT, () is the best square
approximation function of y(t), we can gain

ly @) = w, @ < |y @) - p, )]

R
- jo w®) [y () - py ] dt

R n+1 72
_ 1) (g (E=T0)
'L w(®) [y ") = ] dt (17)

M’ 242
TSR J @Ot
M? J m(t 2n+2
TG
Let S = max{R — ¢, t,}. Therefore,

2 c2n+2
Iy - Ol < M Sl),] j VIR Pt

- MSZn+ZR T
T m+1)? 8

(18)

Finally, by taking the square roots, Theorem 3 can be
proved. O
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5. Operational Matrix Technique
for Solving Variable Order Fractional
Differential-Integral Equation

5.1 Differential Operational Matrix of D*V¥,(t). Consider-
ing (8), we obtain

D*Yy (1) = D*V (AT, (1))
(19)
=AD"V ([Lt,....1"]").
Then, according to (4), we can get
D" ([Lt,....1"]")
_ r (2) 1-a(t) r (n + 1) tnﬂx(t) 1"
TQ-a(t) "Tn+1-a)
ro 0 e 0 b .
_TO® 0 0 (20)
| Te-a) !
o T (n + 1) —a(t) t"l
_O 0 l"(n+1—(x(t))t J
=M, yA™Y, (1),
where
Mg
o 0 . 0 1
e
_ e e 0
r2-a®) (21)
0 0 F(n+ 1) —a(t)
L F(n+1-al(t)) ]
Therefore,
DY, (t) = AM,, AT, (t). (22)
AMW)A_1 is called the operational matrix of D*V¥, (t).
In particular, for a(t) = 1, we can get
¥ (t) = AM,AT'Y, (). (23)

5.2. Integral Operational Matrix of J'Ot V¥, (z)dz. Let

jot V,(z)dz = PY,(t). P is called the integral operational

matrix. The objective of this section is to generate this matrix
P.
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According to (8), we have

Lt ¥ (2)dz = Lt AT, (z)dz = A Lt T, (2) de

t
=AJ' (Lz...,2"]" dz
0
TR
1
_t2
2
= A .
1 tn+1 (24)
Ln+1 .
10 - 0 "
1
0= - 0 2
5 t
= A .
0 0 1 tn+1
L n+1.J
=A,T,
where
(10 -+ 0 ]
1
0o - - 0
B 2
AP - A . : >
1
00 ---
L n+1J (25)
t
2
T, =
trH—l
According to (8), we can get
= A Y. (1), k=1,...n, (26)

where Af,i] is k row of A™L.

We approximate t"*' by the second kind of Chebyshev
polynomials as follows [22]:

" =W (1), (27)

where

Cni1 = 7'[_ (thrl’\Iln (t))

R
- % J VIR - 2™, (1) dt.

(28)

5
Accordingly,
Ap
-1
Ap
P, = R
_ (29)
A[r:+1]
T
L cn+1 _
TP =PV, (1)
Therefore,
P= ApPp (30)
t
J ¥, (2)dz =~ A,P,Y, (£). 31)
0

5.3. Solve Variable Order Fractional Differential-Integral Equa-
tion by Operational Matrix Technique. Let y(t) = u,(t) =
Y AU = AT, (). According to (22), (23), and (31),
original equation (1) is transformed into (32) as follows:

ATAM AT, (1) +a (t) ATPY, (t)
+b () ATAM, AT, (1) + ¢ () AT, (1) (32)
=g(t), te[0,R].

Taking the collocation points ¢; = R((2i+1)/2(n+1)), i =
0,1,...,n, to process (32), we can gain

ATAMa(ti)A_l‘Pn (t) +a(t) ATPY, (t,)
+b(6) ATAM, AT, (1) +c () AT, (1) (33)

=g(t).

Solving algebraic system (33) by Newton method [22], we
can gain the vector A = [Ag,A,...,A,]". Subsequently,
numerical solution u, () = AT‘I’n(t) is obtained.

6. Numerical Examples and Result Analysis

In this section, we verify the efficiency of operational matrix
technique to support the above theoretical discussion. We
compare the numerical solution with the exact solution by
using our approach. The results indicate that our algorithm
is a powerful tool for solving variable order FDIE. In this
section, the notation

e= max |y () -u, ()] (34)

is used to show the precision of our proposed algorithm,
where t; = R((2i + 1)/2(n+ 1)), i=0,1,...,n.
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TaBLE 1: Computational results of Example 1 for R = 1 and n = 3.
t A Exact solution Numerical solution Absolute error
0.1250 9.0625 1.9531 1.9531 0.3952¢ - 13
0.3750 5.0000 6.3281 6.3281 0.2220e - 13
0.6250 0.3125 11.3281 11.3281 0.0711e - 13
0.8750 0.0000 16.9531 16.9531 0.0355e — 13
TaBLE 2: Computational results of Example 1for R = 1 and n = 4.
t A Exact solution Numerical solution Absolute error
0.1000 9.0625 1.5500 1.5500 0.3524e — 12
0.3000 5.0000 4.9500 4.9500 0.2336e — 12
0.5000 0.3125 8.7500 8.7500 0.1350e — 12
0.7000 0.0000 12.9500 12.9500 0.0480e — 12
0.9000 -0.0000 17.5500 17.5500 0.0249¢ — 12
TaBLE 3: Error ¢ of Example 1 for different R. [0,1] to [0,2F], k = 1,2,3. Similarly, we also get the perfect
results shown in Table 3.
R n=23 n=4 n=>5 n==6

R=2 17408e-13 5.2847¢-13 6.9678¢—-13 5.2793¢ - 12
R=4 26148¢—-12 8.7255¢—-12 7.5460e —12 2.6716e — 11
R=8 1330le-11 4.0711e—-10 3.6262¢—-09 2.4797e¢ - 09

Example 1. Consider the following nonlinear variable order
FDIE:

Dy (1) +6 Jt y(@)dz +2ty' () + y (1) = g (),
. (35)

y(0)=0, t€[0,R],

where
alt) = 3(sint + cost)’
5
_ 10 e 15 1«0 (36)
IO =6 awm) Te-al)

+ 10> + 70¢% + 45¢.

The exact solution is y(t) = 5t2 + 15¢t. We find the
numerical solution of Example 1 in MATLAB 2012 by our
technique.

The computational results are shown in Tables 1-3. As
seen from Tables 1 and 2, the vector A = [Ag,A},...,A,]" is
mainly composed of three terms, namely, A, = 9.0625, A, =
5.0000, and A, = 0.3125. It is evident that the numerical solu-
tion converges to the exact solution. Only a small number of
the second Chebyshev polynomials are needed to reach high
precision, which verifies the correction and high efficiency
of our algorithm. In addition, for R = 1, with » increasing,
absolute errors of n = 3 are a little bigger than those of
n = 4 because of round-off error in MATLAB. Therefore, the
approximation effect of n = 3 is better than that of n = 4.
Furthermore, our algorithm can obtain the solution not only
for R = 1 but also for R > 1. We extend the interval from

In Table 3, we list ¢ for different R and n. Also, for the
same R, with n increasing, ¢ is generally a little bigger because
of round-off error in MATLAB. On the other hand, for the
same n, with R increasing, € becomes slightly bigger, which
is consistent with Theorem 3. However, every error ¢ is small
enough to meet the practical engineering application. Figure 1
also shows that the numerical solutions are very close to
exact solutions. It verifies the correction and efficiency of the
algorithm in this study.

Example 2. Consider another nonlinear variable order FDIE:

Dy )+é Jty(z) dz +sinty’ () +(t - 1) y (t)
0

37)
=g@), y0)=1,te[0R],
where
g = WG9 g (t - i)
(18 =9t +#2)T (1 -t/3) 2 3 (38)

+@t-1)sint+(t-1) (£ -t+1).

The exact solution is y(t) = 2 -t + 1. We still
obtain the solution as Example 1 by using our algorithm. The
computational results are shown in Tables 4-6. As seen from
Tables 4 and 5, the vector A = [Ay,A,,...,A,]" is mainly
composed of two terms, namely, A, = 0.8125 and A, =
0.0625. It is evident that the numerical solution converges to
the exact solution. In particular, for R = 1 and n = 3, every
absolute error at the collocation point is 0 because of round-
off in MATLAB. Therefore, the approximation effect of n = 3
is better than that of n = 4.

Finally, we extend the interval from [0, 1] to [O,R], R =
2,3. Similarly, we also get the perfect results as shown in
Figure 2 and Table 6. Figure 2 shows the exact solution and
numerical solution for different R at collocation points, which
demonstrates that the numerical solution is very close to
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TaBLE 4: Computational results of Example 2 for R =1 and n = 3.

t A Exact solution Numerical solution Absolute error
0.1250 0.8125 0.8906 0.8906 0
0.3750 0.0000 0.7656 0.7656 0
0.6250 0.0625 0.7656 0.7656 0
0.8750 0.0000 0.8906 0.8906 0

TaBLE 5: Computational results of Example 2 for R = 1 and n = 4.

t A Exact solution Numerical solution Absolute error
0.1000 0.8125 0.9100 0.9100 0.1110e — 15
0.3000 —-0.0000 0.7900 0.7900 0.2220e - 15
0.5000 0.0625 0.7500 0.7500 0.5551e — 15
0.7000 0.0000 0.7900 0.7900 0.4441e — 15
0.9000 0.0000 0.9100 0.9100 0.6661e — 15
R=2,n=3
50 r : r 400
40 +
300 ]
30
g < 200 1
= =
20 -
100 ]
10 +
O 1 I 1 0
0 0.5 1 1.5 2 0 8
t t
-©- Exact solution -©- Exact solution
—k— Numerical solution —k— Numerical solution
FIGURE 1: Exact solution and numerical solution of Example 1.
R=2,n=5 R=3n=3
3 T T T 6 T T
2.5+ 1 27 1
4+ ]
2 ¢ ]
g = |
1.5 F g
21 ]
1} 1 W |
0.5 ' ' ' 0 - :
0 0.5 1 1.5 2 0 1 2 3
t t
-©- Exact solution -©- Exact solution
—k— Numerical solution —k— Numerical solution

FIGURE 2: Exact solution and numerical solution of Example 2.



TABLE 6: Error ¢ of Example 2 for different R.

R n=3 n=4 n=>5 n=~6
R=2 48850e—-15 6.5503e—15 1.6986e—14 4.2055e—13
R=3 6.1173e—14 2.8866e —14 2.9576e —13 3.8725¢ —13

the exact solution. From Table 6, for the same R, with n
increasing, ¢ is generally a little bigger because of round-oft
error. From another point of view, for the same n, with R
increasing, € becomes slightly bigger, which is consistent with
Theorem 3. There is the same trend for the other R. Every
error ¢ is small enough to meet the practical engineering
application.

7. Conclusions

In this paper, we present a numerical technique for solving the
variable order FDIE based on the second kind of Chebyshev
polynomials. Taking advantage of the definition of the vari-
able order fraction derivative and the simplicity of the second
kind of Chebyshev polynomials, we transform the FDIE into
an algebraic system. By solving the algebraic system, the
numerical solution is acquired. Numerical examples show
that the numerical solution is in very good accordance with
the exact solution. The technique can be applied to solve the
other variable order fractional differential problems.
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