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The problem of delay-dependent robust fault estimation for a class of Takagi-Sugeno (T-S) fuzzy singular systems is investigated.
By decomposing the delay interval into two unequal subintervals and with a new and tighter integral inequality transformation,
an improved delay-dependent stability criterion is given in terms of linear matrix inequalities (LMIs) to guarantee that the fuzzy
singular system with time-varying delay is regular, impulse-free, and stable firstly.Then, based on this criterion, by considering the
system fault as an auxiliary disturbance vector and constructing an appropriate fuzzy augmented system, a fault estimation observer
is designed to ensure that the error dynamic system is regular, impulse-free, and robustly stable with a prescribed𝐻

∞
performance

satisfied for all actuator and sensor faults simultaneously, and the obtained fault estimates can practically better depict the size and
shape of the faults. Finally, numerical examples are given to show the effectiveness of the proposed approach.

1. Introduction

The demand for increased productivity leads to more chal-
lenging operating conditions for many modern engineering
systems. The issue of fault detection and isolation (FDI)
algorithms in dynamic systems and their applications to
a wide range of industrial processes have been an active
research area over the past two decades, as can be seen,
in survey papers [1] for linear systems, [2] for multimodels
representation and [3, 4] for nonlinear systems. By using
FDI procedures, the reliability can be achieved by fault-
tolerant control, which relies on early detection and isolation
of faults. So FDI have become a popular topic and received
considerable attention. However, it is generally difficult, in
practice engineering, to obtain the exact information of the
size of system fault from an FDI strategy only because of
the existence of model uncertainties, time delays, and distur-
bances [5]. As pointed out in [6], accurate and timely fault
estimation is an important antecedent for satisfactory control

reconfiguration. Therefore, the problem of fault estimation
has stirred renewed research interest, and a variety of fault
estimation approaches have been developed in the literatures;
see, for example, [7–11] and the references therein.

On the other hand, singular systems have been exten-
sively studied in the past years due to the fact that singular
systems better describe physical systems than state-space
ones, especially the T-S fuzzy singular systems, because they
can combine the flexibility of fuzzy logic theory and fruitful
linear singular system theory into a unified framework to
approximate complex nonlinear singular systems. In fact,
singular systems can be found in electrical circuits, economic
systems, moving robots, and many other systems. Recently,
many results about fault estimation have been reported on
analysis and design of singular systems. For instance, by
using online learning methodology, [12] proposed a fault
estimation method for continuous-time nonlinear singular
systems. Reference [7] used generalized unknown input
observer to deal with the robust fault detection problem for
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linear singular systems. Reference [13] deals with actuator
fault estimation for a class of discrete-time linear parameter-
varying singular systems. Reference [14] designed a robust
fault detection filter for a class of nonlinear singular systems
described by linear parameter-varying form with global
Lipschitz term. However, it is known that time delays are
frequently encountered in various engineering and commu-
nication systems, and a time delay in a dynamical system
is often a primary source of instability and performance
degradation. Therefore, it is important to develop fault
estimation methods for time delay singular systems. But the
fault diagnosis for singular systems with time-varying delay
has not been well investigated yet [7, 12–14]. More recently,
[15] proposed a fault detection, isolation, and estimation
scheme via unknown input proportional integral observers
for linear descriptor systems. Reference [8] investigated fault
detection for discrete-time switched singular systems with
time-varying delays. It should be noticed that [8] deals with
discrete-time switched singular systems while this paper
focuses on the fuzzy continuous-time case. In [16], discrete-
time T-S systems with sensor faults are first formulated as a
descriptor representation, and then a fault detection filter is
designed based on the obtained descriptor system. However,
this paper studies fault detection for regular systems by
using the technique of descriptor systems. In [17], the author
proposed a k-step fault estimation method for T-S fuzzy time
delay system that only deals with regular systems. Moreover,
our paper considers how to estimate the actuator and sensor
faults simultaneously while attenuating the influence of the
disturbance noise, which is not considered in [17]. It is known
that singular system representation is a generalization of
the regular system. Therefore, the proposed method is more
general than that in [16, 17].

The aim of this paper is to develop a robust fault estima-
tionmethod for a class of T-S fuzzy singular systemswith time
delays. The basic idea is to construct an augmented system
by taking the fault as auxiliary disturbance vector and then
design a fault estimation observer based on this augmented
system.Themain contribution of the proposedmethod lies in
the following aspects. First, without ignoring any useful terms
in the Lyapunov-Krasovskii functional (LKF), by decom-
posing the delay interval into two unequal subintervals, a
new LKF is constructed; then the free weighting matrices
approach is introduced to develop a new delay-dependent
stability criteria, which ensure that the considered system
is regular, impulse-free, and stable. Compared with some
existing results, the approach to be proposed in this paper can
be expected to give better results. Second, a new robust fault
estimation observer with a novel structure is proposed for T-
S fuzzy singular systems with time delays and actuator and
sensor faults simultaneously, which is the main contribution
of this paper. The proposed observer can be designed by
solving a set of linear matrix inequalities and to attenuate
the effect of unknown disturbance, fault variation on fault
estimation. The effectiveness of the method is illustrated by
some numerical examples.

The rest of this paper is organized as follows. The system
description and preliminaries are presented in Section 2.
Section 3 presents the main results on new stability criteria

of fuzzy singular systems with time-varying delays and
robust fault estimation observer design scheme. In Section 4,
simulation results of numerical examples are presented to
demonstrate the effectiveness and merits of the proposed
methods. Finally, Section 5 concludes the paper.

Notations. Throughout the paper, R𝑛 denotes the 𝑛-
dimensional real Euclidean space; 𝐼 denotes the identity
matrix; the superscripts 𝑇 and −1 stand for the matrix trans-
pose and inverse, respectively; notation𝑋 > 0(𝑋 ≥ 0)means
that matrix 𝑋 is real symmetric positive definite (positive
semidefinite); ‖ ⋅‖ is the spectral norm. If not explicitly stated,
all matrices are assumed to have compatible dimensions for
algebraic operations. The symbol “∗” stands for matrix block
induced by symmetry; sym(𝑋) stands for𝑋 + 𝑋

𝑇.

2. System Description and Preliminaries

Consider a nonlinear singular system which can be rep-
resented by the following extended T-S fuzzy time delay
model with external disturbance, actuator and sensor faults,
simultaneously.

Plant Rule 𝑖. If 𝜉
1
(𝑡) is𝑀

𝑖1
and . . . and 𝜉

𝑝
(𝑡) is𝑀

𝑖𝑝
, then

𝐸�̇� (𝑡) = 𝐴
𝑖
𝑥 (𝑡) + 𝐴

𝜏𝑖
𝑥 (𝑡 − 𝜏 (𝑡)) + 𝐵

𝑖
𝑢 (𝑡) + 𝐵

𝑓𝑖
𝑓 (𝑡)

+ 𝐵
𝑑𝑖
𝑑 (𝑡) ,

𝑦 (𝑡) = 𝐶
𝑖
𝑥 (𝑡) + 𝐶

𝜏𝑖
𝑥 (𝑡 − 𝜏 (𝑡)) + 𝐷

𝑖
𝑢 (𝑡) + 𝐷

𝑓𝑖
𝑓 (𝑡)

+ 𝐷
𝑑𝑖
𝑑 (𝑡) ,

𝑥 (𝑡) = 𝜙
𝑖
(𝑡) , ∀𝑡 ∈ [−𝜏

2
, 0] , 𝑖 = 1, 2, . . . , 𝑟,

(1)

where 𝑥(𝑡) ∈ R𝑛 is the state vector, 𝑢(𝑡) ∈ R𝑞 denotes the
input vector, and 𝑦(𝑡) ∈ R𝑙 stands for the system output
vector. 𝑑(𝑡) ∈ R𝑚 is the exogenous disturbance input that
belongs to 𝐿

2
[0,∞); 𝑓(𝑡) ∈ R𝑞 represents the possible fault.

The matrix 𝐸 ∈ R𝑛×𝑛 is a constant matrix, which may be
singular; that is, rank(𝐸) = 𝑔 ≤ 𝑛. 𝐴

𝑖
, 𝐴
𝜏𝑖
, 𝐵
𝑖
, 𝐵
𝑓𝑖
, 𝐵
𝑑𝑖
, 𝐶
𝑖
,

𝐶
𝜏𝑖
,𝐷
𝑖
,𝐷
𝑓𝑖
, and𝐷

𝑑𝑖
are constant real matrices of appropriate

dimensions. It is assumed that the pairs (𝐸, 𝐴
𝑖
, 𝐶
𝑖
) are of

full column rank, where 𝑖 = 1, 2, . . . , 𝑟. 𝜉
1
(𝑡), . . . , 𝜉

𝑝
(𝑡) are

the premise variables, 𝑀
𝑖𝑗
(𝑖 = 1, 2, . . . , 𝑟, 𝑗 = 1, 2, . . . , 𝑝)

are fuzzy sets, and 𝜙
𝑖
(𝑡) is a vector-valued initial continuous

function defined on the interval [−𝜏
2
, 0]. In this paper, it is

also assumed that the premise variables do not depend on the
input variables𝑢(𝑡); 𝜏(𝑡) is the time-varying delay and satisfies

𝜏
1
≤ 𝜏 (𝑡) ≤ 𝜏

2
,

0 ≤ ̇𝜏 (𝑡) ≤ 𝜏
𝐷
.

(2)

Then, by fuzzy blending, the overall fuzzy singular system
model is given by

𝐸�̇� (𝑡) =

𝑟

∑

𝑖=1

𝜇
𝑖
(𝜉 (𝑡)) {𝐴

𝑖
𝑥 (𝑡) + 𝐴

𝜏𝑖
𝑥 (𝑡 − 𝜏 (𝑡))

+ 𝐵
𝑖
𝑢 (𝑡) + 𝐵

𝑓𝑖
𝑓 (𝑡) + 𝐵

𝑑𝑖
𝑑 (𝑡)} ,
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𝑦 (𝑡) =

𝑟

∑

𝑖=1

𝜇
𝑖
(𝜉 (𝑡)) {𝐶

𝑖
𝑥 (𝑡) + 𝐶

𝜏𝑖
𝑥 (𝑡 − 𝜏 (𝑡)) + 𝐷

𝑖
𝑢 (𝑡)

+ 𝐷
𝑓𝑖
𝑓 (𝑡) + 𝐷

𝑑𝑖
𝑑 (𝑡)} ,

𝑥 (𝑡) =

𝑟

∑

𝑖=1

𝜇
𝑖
(𝜉 (𝑡)) 𝜙

𝑖
(𝑡) , ∀𝑡 ∈ [−𝜏

2
, 0] ,

(3)

where the fuzzy basis functions are given by

𝜇
𝑖
(𝜉 (𝑡)) =

𝛽
𝑖
(𝜉 (𝑡))

∑
𝑟

𝑗=1
𝛽
𝑗
(𝜉 (𝑡))

, 𝛽
𝑖
(𝜉 (𝑡)) =

𝑝

∏

𝑖=1

𝑀
𝑖𝑗
(𝜉 (𝑡)) (4)

where𝑀
𝑖𝑗
(𝜉
𝑗
(𝑡)) represents the grade of membership of 𝜉

𝑗
(𝑡)

in𝑀
𝑖𝑗
. Here, it is easy to find that for all 𝑡 > 0, we have

𝛽
𝑖
(𝜉 (𝑡)) ≥ 0, (𝑖 = 1, 2, . . . , 𝑟) ,

𝑟

∑

𝑗=1

𝛽
𝑗
(𝜉 (𝑡)) > 0

𝜇
𝑖
(𝜉 (𝑡)) ≥ 0, (𝑖 = 1, 2, . . . , 𝑟) ,

𝑟

∑

𝑗=1

𝜇
𝑗
(𝜉 (𝑡)) = 1

(5)

For convenience of notations, in the sequel, we denote

𝐴 (𝑡) =

𝑟

∑

𝑖=1

𝜇
𝑖
(𝜉 (𝑡)) 𝐴

𝑖
,

𝐴
𝜏
(𝑡) =

𝑟

∑

𝑖=1

𝜇
𝑖
(𝜉 (𝑡)) 𝐴

𝜏𝑖
,

𝐵 (𝑡) =

𝑟

∑

𝑖=1

𝜇
𝑖
(𝜉 (𝑡)) 𝐵

𝑖
,

𝐵
𝑓
(𝑡) =

𝑟

∑

𝑖=1

𝜇
𝑖
(𝜉 (𝑡)) 𝐵

𝑓𝑖
,

𝐵
𝑑
(𝑡) =

𝑟

∑

𝑖=1

𝜇
𝑖
(𝜉 (𝑡)) 𝐵

𝑑𝑖
,

𝐶 (𝑡) =

𝑟

∑

𝑖=1

𝜇
𝑖
(𝜉 (𝑡)) 𝐶

𝑖
,

𝐶
𝜏
(𝑡) =

𝑟

∑

𝑖=1

𝜇
𝑖
(𝜉 (𝑡)) 𝐶

𝜏𝑖
,

𝐷 (𝑡) =

𝑟

∑

𝑖=1

𝜇
𝑖
(𝜉 (𝑡))𝐷

𝑖
,

𝐷
𝑓
(𝑡) =

𝑟

∑

𝑖=1

𝜇
𝑖
(𝜉 (𝑡))𝐷

𝑓𝑖
,

𝐷
𝑑
(𝑡) =

𝑟

∑

𝑖=1

𝜇
𝑖
(𝜉 (𝑡))𝐷

𝑑𝑖
,

𝜙 (𝑡) =

𝑟

∑

𝑖=1

𝜇
𝑖
(𝜉 (𝑡)) 𝜙

𝑖
(𝑡) .

(6)

Then, we can rewrite system (3) as

𝐸�̇� (𝑡) = 𝐴 (𝑡) 𝑥 (𝑡) + 𝐴
𝜏
(𝑡) 𝑥 (𝑡 − 𝜏 (𝑡)) + 𝐵 (𝑡) 𝑢 (𝑡)

+ 𝐵
𝑓
(𝑡) 𝑓 (𝑡) + 𝐵

𝑑
(𝑡) 𝑑 (𝑡) ,

𝑦 (𝑡) = 𝐶 (𝑡) 𝑥 (𝑡) + 𝐶
𝜏
(𝑡) 𝑥 (𝑡 − 𝜏 (𝑡)) + 𝐷 (𝑡) 𝑢 (𝑡)

+ 𝐷
𝑓
(𝑡) 𝑓 (𝑡) + 𝐷

𝑑
(𝑡) 𝑑 (𝑡) ,

𝑥 (𝑡) = 𝜙 (𝑡) , 𝑡 ∈ [−𝜏
2
, 0] .

(7)

Before proceeding further, we will introduce some def-
initions and assumptions to be needed in the development
of main results throughout this paper. Consider an unforced
singular time delay system described by

𝐸�̇� (𝑡) = 𝐴𝑥 (𝑡) + 𝐴
𝜏
𝑥 (𝑡 − 𝜏 (𝑡))

𝑥 (𝑡) = 𝜙 (𝑡) , 𝑡 ∈ [−𝜏, 0] .

(8)

Definition 1 (see [18]). (1) The pair (𝐸, 𝐴) is said to be regular
if det(𝑧𝐸 − 𝐴) is not identically zero.

(2) The pair (𝐸, 𝐴) is said to be impulse-free if
deg(det(𝑧𝐸 − 𝐴)) = rank(𝐸).

(3) The pair (𝐸, 𝐴) is said to be stable, if all roots of
det(𝑧𝐸 − 𝐴) = 0 lie inside the unit disk with center at the
origin.

(4)Thedelayed singular system (8) is said to be admissible
if the pair (𝐸, 𝐴) is regular, impulse-free, and stable.

Definition 2 (see [19]). (1) The singular system (8) is said to
be regular and impulse-free if the pair (𝐸, 𝐴) is regular and
impulse-free.

(2) The singular system (8) is said to be asymptotically
stable, if for any 𝜀 > 0, there exists a scalar 𝛿(𝜀) > 0

such that, for any compatible initial conditions, 𝜙(𝑡) with
sup
−𝜏(𝑡)≤𝑡≤0

‖𝜙(𝑡)‖ < 𝛿(𝜀); the solution 𝑥(𝑡) of (8) satisfies
‖𝑥(𝑡)‖ < 𝜀 for 𝑡 ≥ 0 and lim

𝑡→∞
𝑥(𝑡) = 0.

The singular time delay system (8) may have an impulsive
solution. However, the regularity and nonimpulse of (𝐸, 𝐴)

guarantee the existence and uniqueness of impulse-free
solution to (8) on [0,∞).

Lemma 3 (see [20]). If a functional 𝑉 : 𝐶
𝑛
[−𝜏, 0] → R is

continuous and 𝑥(𝑡, 𝜙) is a solution to (8), one defines �̇�(𝜙) =

lim
ℎ→0

+sup(1/ℎ)(𝑉(𝑥(𝑡 + ℎ, 𝜙) − 𝑉(𝜙))). Denote the system
parameters of (8) as

(𝐸, 𝐴, 𝐴
𝜏
) = ([

𝐼
𝑔

0

0 0
] , [

𝐴
11

𝐴
12

𝐴
21

𝐴
22

] , [

𝐴
𝜏11

𝐴
𝜏12

𝐴
𝜏21

𝐴
𝜏22

]) . (9)

Assume that the singular system (8) is regular and impulse-
free,𝐴

22
is invertible, and 𝜌(𝐴

−1

22
𝐴
𝜏22

) < 1. Then, system (8) is
stable if there exists positive numbers 𝛼, 𝜇, ], and a continuous
function; 𝑉 : 𝐶

𝑛
[−𝜏, 0] → R, such that

𝜇
𝜙1 (0)



2

≤ 𝑉 (𝜙) ≤ ] 𝜙


2

,

�̇� (𝑥
𝑡
) ≤ −𝛼

𝑥𝑡


2

,

(10)

where 𝑥
𝑡
= 𝑥(𝑡 + 𝜃) with 𝜃 ∈ [−𝜏, 0] and 𝜙 = [𝜙

𝑇

1
𝜙
𝑇

2
] with

𝜙
1
∈ R𝑞.
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In order to address the main results, the following
assumptions are made.

Assumption 4. Matrices 𝐸 and 𝐶
𝑖
satisfy the following rank

condition:

rank [

𝐸

𝐶
𝑖

] = 𝑛. (11)

Assumption 5. The triple matrix (𝐸, 𝐴
𝑖
, 𝐶
𝑖
) is 𝑅-detectable

[21] for ∀𝑖 = 1, 2, . . . , 𝑟; that is,

rank [

𝑠𝐸 − 𝐴
𝑖

𝐶
𝑖

] = 𝑛, 𝑠 ∈ 𝐶
+
. (12)

Remark 6. Both Assumptions 4 and 5 are necessary con-
ditions for the existence of the designed observer in the
latter section. Similar assumptions can be also found in [21]
and the references therein. Meanwhile, for T-S fuzzy system
description (3), we can see that a general time-varying delay
fuzzy singular system is considered in this paper, including
possible actuator, sensor faults, and exogenous disturbance
input simultaneously.

3. Main Results

3.1. Delay-Dependent Stability. In this subsection, we suggest
developing a delay-dependent stability condition for the
nominal unforced fuzzy singular system of (7), which can be
written as

𝐸�̇� (𝑡) = 𝐴 (𝑡) 𝑥 (𝑡) + 𝐴
𝜏
(𝑡) 𝑥 (𝑡 − 𝜏 (𝑡)) + 𝐵

𝑑
(𝑡) 𝑑 (𝑡) ,

𝑦 (𝑡) = 𝐶 (𝑡) 𝑥 (𝑡) + 𝐶
𝜏
(𝑡) 𝑥 (𝑡 − 𝜏 (𝑡)) + 𝐷

𝑑
(𝑡) 𝑑 (𝑡) ,

𝑥 (𝑡) = 𝜙 (𝑡) , 𝑡 ∈ [−𝜏
2
, 0] .

(13)

Theorem 7. For the given 𝜏
1
, 𝜏
2
, 𝜏
𝐷
, the free fuzzy singular

system (13) with 𝑑(𝑡) = 0 is admissible for any time-
varying delay 𝜏(𝑡) satisfying (2), if there exists a nonsingular
matrix 𝑃, symmetric positive-definite matrices 𝑄

1
> 0,

𝑄
2

> 0, 𝑆
1

> 0, 𝑆
2

> 0, and 𝑅 > 0, and any
appropriately dimensioned matrices 𝑉 = [𝑉

1
𝑉
2

𝑉
3

𝑉
4

𝑉
5
]

and 𝑊 = [𝑊
1

𝑊
2

𝑊
3

𝑊
4

𝑊
5
], such that the following set

of inequalities hold:

𝐸
𝑇

𝑃 = 𝑃
𝑇

𝐸 ≥ 0, (14)

[
Ψ
𝑖

(𝜏
2
− 𝜏
1
) 𝑉
𝑇

∗ − (𝜏
2
− 𝜏
1
) 𝑅

] < 0, (15)

[
Ψ
𝑖

(𝜏
2
− 𝜏
1
)𝑊
𝑇

∗ − (𝜏
2
− 𝜏
1
) 𝑅

] < 0, (16)

where

Ψ
𝑖
= Ψ
1𝑖
+ (𝜏
2
− 𝜏
1
) Γ
𝑇

1
𝑅Γ
1
,

Ψ
1𝑖

=

[
[
[
[
[
[
[
[
[

[

Ψ
11𝑖

−𝑉
𝑇

1
𝐸 𝑉
𝑇

1
𝐸 − 𝑊

𝑇

1
𝐸 𝑊

𝑇

1
𝐸 𝑃

𝑇

𝐴
𝜏𝑖

∗ Ψ
22

Ψ
23

𝑊
𝑇

2
𝐸 − 𝐸

𝑇

𝑉
4

−𝐸
𝑇

𝑉
5

∗ ∗ Ψ
33

Ψ
34

𝐸
𝑇

𝑉
5
− 𝐸
𝑇

𝑊
5

∗ ∗ ∗ Ψ
44

𝐸
𝑇

𝑊
5

∗ ∗ ∗ ∗ −𝜀 (1 − 𝜏
𝐷
) 𝑄
1

]
]
]
]
]
]
]
]
]

]

(17)

with

Ψ
11𝑖

= 𝑃
𝑇

𝐴
𝑖
+ 𝐴
𝑇

𝑖
𝑃 + 𝜀𝑄

1
+ 𝑄
2
,

Ψ
22

= 𝑆
1
− 𝑄
2
− 𝑉
𝑇

2
𝐸 − 𝐸

𝑇

𝑉
2
,

Ψ
23

= 𝑉
𝑇

2
𝐸 − 𝑊

𝑇

2
𝐸 − 𝐸

𝑇

𝑉
3
,

Ψ
33

= 𝑆
2
− 𝑆
1
+ sym (𝑉

𝑇

3
𝐸 − 𝑊

𝑇

3
𝐸) ,

Ψ
34

= 𝑊
𝑇

3
𝐸 − 𝐸

𝑇

𝑉
4
− 𝐸
𝑇

𝑊
4
,

Ψ
44

= −𝑆
2
+ 𝑊
𝑇

4
𝐸 + 𝐸

𝑇

𝑊
4
.

(18)

Proof. Theproof of this theorem is divided into two parts.The
first one is concerned with the regularity and the impulse-
free characterizations, and the second one treats the stability
property of system (13).

Since rank(𝐸) = 𝑔 ≤ 𝑛, there must exist two invertible
matrices 𝐺 ∈ R𝑛×𝑛 and𝐻 ∈ R𝑛×𝑛 such that

𝐸 = 𝐺𝐸𝐻 = [

𝐼
𝑔

0

0 0
] . (19)

Similar to (19), we define

𝐴
𝑖
= 𝐺𝐴

𝑖
𝐻 = 𝐺[

𝐴
𝑖11

𝐴
𝑖12

𝐴
𝑖21

𝐴
𝑖22

]𝐻 = [

𝐴
𝑖11

𝐴
𝑖12

𝐴
𝑖21

𝐴
𝑖22

] ,

𝑖 = 1, 2, . . . , 𝑟,

�̃� = 𝐺
−𝑇

𝑃𝐻 = 𝐺
−𝑇

[

𝑃
11

𝑃
12

𝑃
21

𝑃
22

]𝐻 = [

�̃�
11

�̃�
12

�̃�
21

�̃�
22

] .

(20)

Since Ψ
𝑖
< 0 and 𝑄

1
> 0 and 𝑄

2
> 0 and 𝑅 > 0, we can

formulate the following inequality easily:

ϝ = 𝐴
𝑇

𝑖
𝑃 + 𝑃

𝑇

𝐴
𝑖
< 0. (21)

Then, pre- and postmultiplying ϝ < 0 by 𝐻
𝑇 and 𝐻,

respectively, (21) yields

ϝ̃ = 𝐴
𝑇

𝑖
�̃� + �̃�

𝑇

𝐴
𝑖
= [

ϝ̃
11

ϝ̃
12

∗ 𝐴
𝑇

𝑖22
�̃�
22

+ �̃�
𝑇

22
𝐴
𝑖22

] < 0. (22)
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Since ϝ̃
11
and ϝ̃
12
are irrelevant to the results of the following

discussion, the real expression of these two variables is
omitted here. From (22), it is easy to see that

𝐴
𝑇

𝑖22
�̃�
22

+ �̃�
𝑇

22
𝐴
𝑖22

< 0. (23)

Since 𝜇
𝑖
(𝜉(𝑡)) ≥ 0 and ∑

𝑟

𝑖=1
𝜇
𝑖
(𝜉(𝑡)) = 1, we have

𝑟

∑

𝑖=1

𝜇
𝑖
(𝜉 (𝑡)) (𝐴

𝑇

𝑖22
�̃�
22

+ �̃�
𝑇

22
𝐴
𝑖22

) < 0. (24)

This implies that ∑𝑟
𝑖=1

𝜇
𝑖
(𝜉(𝑡))𝐴

𝑖22
is nonsingular. Therefore,

the unforced fuzzy singular system (13) is regular and
impulse-free.

Next, we will show the stability of system (13). If condi-
tions (15)-(16) hold, we have
𝑟

∑

𝑖=1

𝜇
𝑖
[
𝑃
𝑇

𝐴
𝑖
+ 𝐴
𝑇

𝑖
𝑃 + 𝜀𝑄

1
+ 𝑄
2

𝑃
𝑇

𝐴
𝜏𝑖

∗ −𝜀 (1 − 𝜏
𝐷
) 𝑄
1

]

< 0.

(25)

Premultiplying and postmultiplying the preceding inequality
by

[

0 𝐼 0 0

0 0 0 𝐼
] (26)

and its transposes, respectively, we obtain

[
[

[

sym(𝑃
𝑇

22
(

𝑟

∑

𝑖=1

𝜇
𝑖
𝐴
𝑖22

)) + 𝜀𝑄
122

+ 𝑄
222

𝑃
𝑇

22
(

𝑟

∑

𝑖=1

𝜇
𝑖
𝐴
𝜏𝑖22

)

∗ −𝜀 (1 − 𝜏
𝐷
) 𝑄
122

]
]

]

< 0.

(27)

which implies that

[
[

[

sym(𝑃
𝑇

22
(

𝑟

∑

𝑖=1

𝜇
𝑖
𝐴
𝑖22

)) + 𝜀𝑄
122

𝑃
𝑇

22
(

𝑟

∑

𝑖=1

𝜇
𝑖
𝐴
𝜏𝑖22

)

∗ −𝜀 (1 − 𝜏
𝐷
) 𝑄
122

]
]

]

< 0.

(28)

It follows from (1, 1)-block of (28) that 𝐴
𝑖22

is invertible.
Then, premultiplying and postmultiplying the preceding
inequality by

[−(

𝑟

∑

𝑖=1

𝜇
𝑖
𝐴
𝜏𝑖22

)

𝑇

(

𝑟

∑

𝑖=1

𝜇
𝑖
𝐴
𝑖22

)

−𝑇

𝐼] < 0 (29)

and its transpose, respectively, yield

((

𝑟

∑

𝑖=1

𝜇
𝑖
𝐴
𝑖22

)

−1

(

𝑟

∑

𝑖=1

𝜇
𝑖
𝐴
𝜏𝑖22

))

𝑇

⋅ 𝑄
122

((

𝑟

∑

𝑖=1

𝜇
𝑖
𝐴
−1

𝑖22
)(

𝑟

∑

𝑖=1

𝜇
𝑖
𝐴
𝜏𝑖22

)) − (1 − 𝜏
𝐷
)

⋅ 𝑄
122

< 0

(30)

which shows that 𝜌((∑𝑟
𝑖=1

𝜇
𝑖
𝐴
𝑖22

)
−1

(∑
𝑟

𝑖=1
𝜇
𝑖
𝐴
𝜏𝑖22

)) < 1 holds
for all allowable 𝜇

𝑖
.

Now, let us choose the following Lyapunov-Krasovskii
function as

𝑉 (𝑡) = 𝑉
1
(𝑡) + 𝑉

2
(𝑡) + 𝑉

3
(𝑡) , (31)

where

𝑉
1
(𝑡) = 𝑥

𝑇

(𝑡) 𝐸
𝑇

𝑃𝑥 (𝑡) ,

𝑉
2
(𝑡) = 𝜀 ∫

𝑡

𝑡−𝜏(𝑡)

𝑥
𝑇

(𝑠) 𝑄
1
𝑥 (𝑠) 𝑑𝑠

+ ∫

𝑡

𝑡−𝜏
1

𝑥
𝑇

(𝑠) 𝑄
2
𝑥 (𝑠) 𝑑𝑠

+ ∫

𝑡−𝜏
1

𝑡−𝜏
𝜌

𝑥
𝑇

(𝑠) 𝑆
1
𝑥 (𝑠) 𝑑𝑠

+ ∫

𝑡−𝜏
𝜌

𝑡−𝜏
2

𝑥
𝑇

(𝑠) 𝑆
2
𝑥 (𝑠) 𝑑𝑠,

𝑉
3
(𝑡) = ∫

−𝜏
1

−𝜏
2

∫

𝑡

𝑡+𝜃

�̇�
𝑇

(𝑠) 𝐸
𝑇

𝑅𝐸�̇� (𝑠) 𝑑𝑠 𝑑𝜃,

(32)

where the unknown matrices 𝑃, 𝑄
1

> 0, 𝑄
2

> 0, 𝑆
1

> 0,
𝑆
2
> 0, and 𝑅 > 0 are to be determined, and 𝜏

𝜌
= 𝜏
1
+ 𝜌𝛿,

𝛿 = 𝜏
2
− 𝜏
1
, and 0 < 𝜌 < 1. Then, the time derivatives of 𝑉(𝑡)

along the trajectories of the dynamic systems (13) satisfy

�̇�
1
(𝑡) = 𝑥

𝑇

(𝑡) (𝑃
𝑇

𝐴 (𝑡) + 𝐴
𝑇

(𝑡) 𝑃) 𝑥 (𝑡)

+ 2𝑥
𝑇

(𝑡) 𝑃
𝑇

𝐴
𝜏
(𝑡) 𝑥 (𝑡 − 𝜏 (𝑡)) ,

�̇�
2
(𝑡) = 𝜀𝑥

𝑇

(𝑡) 𝑄
1
𝑥 (𝑡)

− 𝜀 (1 − ̇𝜏 (𝑡)) 𝑥
𝑇

(𝑡 − 𝜏 (𝑡)) 𝑄
1
𝑥 (𝑡 − 𝜏 (𝑡))

+ 𝑥
𝑇

(𝑡) 𝑄
2
𝑥 (𝑡) − 𝑥

𝑇

(𝑡 − 𝜏
1
) 𝑄
2
𝑥 (𝑡 − 𝜏

1
)

+ 𝑥
𝑇

(𝑡 − 𝜏
1
) 𝑆
1
𝑥 (𝑡 − 𝜏

1
)

− 𝑥
𝑇

(𝑡 − 𝜏
𝜌
) 𝑆
1
𝑥 (𝑡 − 𝜏

𝜌
)

+ 𝑥
𝑇

(𝑡 − 𝜏
𝜌
) 𝑆
2
𝑥 (𝑡 − 𝜏

𝜌
)

− 𝑥
𝑇

(𝑡 − 𝜏
2
) 𝑆
2
𝑥 (𝑡 − 𝜏

2
) ,

�̇�
3
(𝑡) = (𝜏

2
− 𝜏
1
) (𝐸�̇� (𝑡))

𝑇

𝑅 (𝐸�̇� (𝑡))

− ∫

𝑡−𝜏
1

𝑡−𝜏
2

�̇�
𝑇

(𝑠) 𝐸
𝑇

𝑅𝐸�̇� (𝑠) 𝑑𝑠
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= (𝜏
2
− 𝜏
1
) (𝐸�̇� (𝑡))

𝑇

𝑅 (𝐸�̇� (𝑡))

− ∫

𝑡−𝜏
1

𝑡−𝜏
𝜌

�̇�
𝑇

(𝑠) 𝐸
𝑇

𝑅𝐸�̇� (𝑠) 𝑑𝑠

− ∫

𝑡−𝜏
𝜌

𝑡−𝜏
2

�̇�
𝑇

(𝑠) 𝐸
𝑇

𝑅𝐸�̇� (𝑠) 𝑑𝑠.

(33)

Denoting Γ
1

= [𝐴(𝑡) 0 0 0 𝐴
𝜏
(𝑡)], 𝜁𝑇

1
(𝑡) =

[𝑥
𝑇

(𝑡) 𝑥
𝑇

(𝑡 − 𝜏
1
) 𝑥
𝑇

(𝑡 − 𝜏
𝜌
) 𝑥
𝑇

(𝑡 − 𝜏
2
) 𝑥
𝑇

(𝑡 − 𝜏(𝑡))] and
𝛽
𝑇

1
(𝑡, 𝑠) = [𝜁

𝑇

1
(𝑡) (𝐸�̇�(𝑠))

𝑇

], and from Newton-Leibniz
formula, we can easily obtain that

− 2𝜁
𝑇

1
(𝑡) 𝑉
𝑇

[𝐸𝑥 (𝑡 − 𝜏
1
) − 𝐸𝑥 (𝑡 − 𝜏

𝜌
)

− ∫

𝑡−𝜏
1

𝑡−𝜏
𝜌

𝐸�̇� (𝑠) 𝑑𝑠] = 0,

− 2𝜁
𝑇

1
(𝑡)𝑊
𝑇

[𝐸𝑥 (𝑡 − 𝜏
𝜌
) − 𝐸𝑥 (𝑡 − 𝜏

2
)

− ∫

𝑡−𝜏
𝜌

𝑡−𝜏
2

𝐸�̇� (𝑠) 𝑑𝑠] = 0.

(34)

Therefore, a straightforward computation gives

�̇� (𝑡) = 𝑥
𝑇

(𝑡) [𝑃
𝑇

𝐴 (𝑡) + 𝐴
𝑇

(𝑡) 𝑃 + 𝜀𝑄
1
+ 𝑄
2
] 𝑥 (𝑡)

+ 2𝑥
𝑇

(𝑡) 𝑃
𝑇

𝐴
𝜏
(𝑡) 𝑥 (𝑡 − 𝜏 (𝑡)) − 𝜀 (1 − ̇𝜏 (𝑡)) 𝑥

𝑇

(𝑡

− 𝜏 (𝑡)) 𝑄
1
𝑥 (𝑡 − 𝜏 (𝑡)) + 𝑥

𝑇

(𝑡 − 𝜏
1
) (𝑆
1
− 𝑄
2
) 𝑥 (𝑡

− 𝜏
1
) + 𝑥
𝑇

(𝑡 − 𝜏
𝜌
) (𝑆
2
− 𝑆
1
) 𝑥 (𝑡 − 𝜏

𝜌
) + 𝑥
𝑇

(𝑡

− 𝜏
2
) (−𝑆
2
) 𝑥 (𝑡 − 𝜏

2
) + (𝜏
2
− 𝜏
1
) (𝐸�̇� (𝑡))

𝑇

𝑅 (𝐸�̇� (𝑡))

− ∫

𝑡−𝜏
1

𝑡−𝜏
𝜌

�̇�
𝑇

(𝑠) 𝐸
𝑇

𝑅𝐸�̇� (𝑠) 𝑑𝑠 − ∫

𝑡−𝜏
𝜌

𝑡−𝜏
2

�̇�
𝑇

(𝑠)

⋅ 𝐸
𝑇

𝑅𝐸�̇� (𝑠) 𝑑𝑠 + ∫

𝑡−𝜏
1

𝑡−𝜏
𝜌

2𝜁
𝑇

1
(𝑡) 𝑉
𝑇

𝐸�̇� (𝑠) 𝑑𝑠

+ ∫

𝑡−𝜏
𝜌

𝑡−𝜏
2

2𝜁
𝑇

1
(𝑡)𝑊
𝑇

𝐸�̇� (𝑠) 𝑑𝑠 − 2𝜁
𝑇

1
(𝑡)

⋅ 𝑉
𝑇

𝐸 [0 𝐼 −𝐼 0 0] 𝜁
1
(𝑡) − 2𝜁

𝑇

1
(𝑡)

⋅ 𝑊
𝑇

𝐸 [0 0 𝐼 −𝐼 0] 𝜁
1
(𝑡) ≤

1

𝜏
2
− 𝜏
1

⋅ ∫

𝑡−𝜏
1

𝑡−𝜏
𝜌

[𝜁
𝑇

1
(𝑡) Ψ (𝑡) 𝜁

1
(𝑡)

+ 2 (𝜏
2
− 𝜏
1
) 𝜁
𝑇

1
(𝑡) 𝑉
𝑇

𝐸�̇� (𝑠)

− (𝜏
2
− 𝜏
1
) �̇�
𝑇

(𝑠) 𝐸
𝑇

𝑅𝐸�̇� (𝑠)] 𝑑𝑠 +
1

𝜏
2
− 𝜏
1

⋅ ∫

𝑡−𝜏
𝜌

𝑡−𝜏
2

[𝜁
𝑇

1
(𝑡) Ψ (𝑡) 𝜁

1
(𝑡)

+ 2 (𝜏
2
− 𝜏
1
) 𝜁
𝑇

1
(𝑡)𝑊
𝑇

𝐸�̇� (𝑠)

− (𝜏
2
− 𝜏
1
) �̇�
𝑇

(𝑠) 𝐸
𝑇

𝑅𝐸�̇� (𝑠)] 𝑑𝑠 =
1

(𝜏
2
− 𝜏
1
)

⋅ ∫

𝑡−𝜏
1

𝑡−𝜏
𝜌

𝛽
𝑇

1
(𝑡, 𝑠) [

Ψ (𝑡) (𝜏
2
− 𝜏
1
) 𝑉
𝑇

∗ − (𝜏
2
− 𝜏
1
) 𝑅

]𝛽
1
(𝑡, 𝑠) 𝑑𝑠

+
1

(𝜏
2
− 𝜏
1
)
∫

𝑡−𝜏
𝜌

𝑡−𝜏
2

𝛽
𝑇

1
(𝑡, 𝑠)

⋅ [
Ψ (𝑡) (𝜏

2
− 𝜏
1
)𝑊
𝑇

∗ − (𝜏
2
− 𝜏
1
) 𝑅

]𝛽
1
(𝑡, 𝑠) 𝑑𝑠.

(35)

Then, if conditions (15)-(16) hold, there exists 𝛼 > 0 such that
�̇�(𝑥
𝑡
) < 𝛼‖𝑥

𝑡
‖. By Lemma 3, we conclude that the unforced

fuzzy singular system (13) is stable. This completes the proof.

Remark 8. In some existing literature, for example, [22, 23],
some delay-dependent criteria are given in terms of LMIs
to guarantee that the fuzzy singular system is admissible by
using LKF approach and integral inequality, such as Lemma 2
in [22] and Lemma 2.3 in [23]. However, in the proof of our
result ofTheorem 7, we use one identical equality to estimate
the upper bound of the derivative of 𝑉(𝑡) without any model
transformation. Moreover, it is interesting to mention that
this study presents criteria based on the free weightingmatrix
method, in which the bounding techniques on some cross
product terms are not involved [11, 23]. The major feature of
this method is to reduce the conservatism engendered by the
system transformations and the bounding techniques.

Remark 9. For time delay systems, the Lyapunov
functional candidate always involves the integral term
∫
0

−𝜏

∫
𝑡

𝑡+𝜃

�̇�
𝑇

(𝑠)𝑅�̇�(𝑠)𝑑𝑠 𝑑𝜃, and the derivative of it was
estimated as 𝜏�̇�

𝑇

(𝑡)𝑅�̇�(𝑡) − ∫
𝑡

𝑡−𝜏

�̇�
𝑇

(𝑠)𝑅�̇�(𝑠)𝑑𝑠. However, the
term ∫

𝑡

𝑡−𝜏

�̇�
𝑇

(𝑠)𝑅�̇�(𝑠)𝑑𝑠 was ignored [25–27], or some useful
negative integral term was lost; see, for example, [28, 29].
Instead, in this paper all those terms ∫𝑡−𝜏1

𝑡−𝜏
𝜌

�̇�
𝑇

(𝑠)𝑅�̇�(𝑠)𝑑𝑠 and

∫
𝑡−𝜏
𝜌

𝑡−𝜏
2

�̇�
𝑇

(𝑠)𝑅�̇�(𝑠)𝑑𝑠, which contain a great amount of useful
information about systems, are preserved. Therefore, it is
obvious to see that this method will lead to less conservatives
than the existing ones in [25–29]. Furthermore, the
introduction of parameter 𝜀 (𝜀 ≥ 0) indicates that Lemma 3
can be suitable for time-varying delay 𝜏(𝑡) being unknown
or not differentiable; that is, in the case of time-varying delay
𝜏(𝑡) not differentiable, one can set 𝜀 = 0.
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In order to estimate system faults, the following fault
estimation observer is constructed:

𝐸 ̇̂𝑥 (𝑡) = 𝐴 (𝑡) 𝑥 (𝑡) + 𝐴
𝜏
(𝑡) 𝑥 (𝑡 − 𝜏 (𝑡)) + 𝐵 (𝑡) 𝑢 (𝑡)

+ 𝐵
𝑓
(𝑡) 𝑓 (𝑡) − 𝐿 (𝑡) (𝑦 (𝑡) − 𝑦 (𝑡)) ,

𝑦 (𝑡) = 𝐶 (𝑡) 𝑥 (𝑡) + 𝐶
𝜏
(𝑡) 𝑥 (𝑡 − 𝜏 (𝑡)) + 𝐷 (𝑡) 𝑢 (𝑡)

+ 𝐷
𝑓
(𝑡) 𝑓 (𝑡) ,

̇̂
𝑓 (𝑡) = −𝐹 (𝑡) (𝑦 (𝑡) − 𝑦 (𝑡)) ,

(36)

where 𝑥(𝑡) ∈ R𝑛 is the observer state, 𝑦(𝑡) ∈ R𝑙 is the
observer output, and 𝑓(𝑡) ∈ R𝑞 is an estimate of fault 𝑓(𝑡).
The objective is to design the appropriate dimension gain
matrices 𝐿(𝑡) ∈ R𝑛×𝑙 and 𝐹(𝑡) ∈ R𝑞×𝑙 and estimate the fault
despite the presence of the disturbance and state delay, where
𝐿(𝑡) = ∑

𝑟

𝑖=1
𝜇
𝑖
(𝜉(𝑡))𝐿

𝑖
and𝐹(𝑡) = ∑

𝑟

𝑖=1
𝜇
𝑖
(𝜉(𝑡))𝐹

𝑖
. Let us define

𝑒
𝑥
(𝑡) = 𝑥(𝑡)−𝑥(𝑡), 𝑒

𝑦
(𝑡) = 𝑦(𝑡)−𝑦(𝑡), 𝑒

𝑓
(𝑡) = 𝑓(𝑡)−𝑓(𝑡), and

𝑒
𝑇

(𝑡) = [𝑒
𝑇

𝑥
(𝑡), 𝑒
𝑇

𝑓
(𝑡)], 𝜔𝑇(𝑡) = [𝑑

𝑇

(𝑡), ̇𝑓
𝑇

(𝑡)]; then the error
dynamic systems are deduced from (7) and (36) as follows:

𝐸 ̇𝑒 (𝑡) = [𝐴 (𝑡) − 𝐿 (𝑡) 𝐶 (𝑡)] 𝑒 (𝑡)

+ [𝐴
𝜏
(𝑡) − 𝐿 (𝑡) 𝐶

𝜏
(𝑡)] 𝑒 (𝑡 − 𝜏 (𝑡))

+ [𝐿 (𝑡)𝐷
𝑑
(𝑡) − 𝐵

𝑑
(𝑡)] 𝜔 (𝑡) ,

𝑒
𝑦
(𝑡) = 𝐶 (𝑡) 𝑒 (𝑡) + 𝐶

𝜏
(𝑡) 𝑒 (𝑡 − 𝜏 (𝑡)) − 𝐷

𝑑
(𝑡) 𝜔 (𝑡) ,

(37)

where

𝐸 = [

𝐸 0

0 𝐼
𝑞

] ,

𝐴 (𝑡) = [

𝐴 (𝑡) 𝐵
𝑓
(𝑡)

0 0
] ,

𝐴
𝜏
(𝑡) = [

𝐴
𝜏
(𝑡) 0

0 0
] ,

𝐵
𝑑
(𝑡) = [

𝐵
𝑑
(𝑡) 0

0 𝐼
𝑞

] ,

𝐿 (𝑡) = [

𝐿 (𝑡)

𝐹 (𝑡)
] ,

𝐶 (𝑡) = [𝐶 (𝑡) 𝐷
𝑓
(𝑡)] ,

𝐶
𝜏
(𝑡) = [𝐶

𝜏
(𝑡) 0] ,

𝐷
𝑑
(𝑡) = [𝐷

𝑑
(𝑡) 0] .

(38)

Therefore,𝐻
∞

robust fault estimation observer design prob-
lem to be addressed in this paper can be formulated as
follows: (i) The error dynamic system (37) with 𝜔(𝑡) = 0 is
admissible for any time delay satisfying (2); (ii) for a given
scalar 𝛾, the following𝐻

∞
performance is satisfied:

∫

𝐿

0


𝑒
𝑓
(𝑡)



2

𝑑𝑡 ≤ 𝛾
2

∫

𝐿

0

‖𝜔 (𝑡)‖
2

𝑑𝑡 (39)

for all 𝐿 > 0 and 𝜔(𝑡) ∈ 𝐿
2
[0,∞) under zero initial

conditions.
For simplicity, we introduce the following vectors:

𝜁
𝑇

2
(𝑡) = [𝑒

𝑇

(𝑡) 𝑒
𝑇

(t − 𝜏
1
) 𝑒
𝑇

(𝑡 − 𝜏
𝜌
) 𝑒
𝑇

(𝑡 − 𝜏
2
) 𝑒
𝑇

(𝑡 − 𝜏 (𝑡)) 𝜔
𝑇

(𝑡)] ,

Γ
2
= [𝐴 (𝑡) − 𝐿 (𝑡) 𝐶 (𝑡) 0 0 0 𝐴

𝜏
(𝑡) − 𝐿 (𝑡) 𝐶

𝜏
(𝑡) 𝐿 (𝑡)𝐷

𝑑
(𝑡) − 𝐵

𝑑
(𝑡)] .

(40)

Then, the state of error dynamics (37) can be rewritten as
𝐸 ̇𝑒(𝑡) = Γ

2
𝜁
2
(𝑡).

Remark 10. From error dynamics (37), we can see that
the new matrices 𝐴(𝑡), 𝐴

𝜏
(𝑡), 𝐶(𝑡), 𝐶

𝜏
(𝑡), 𝐵
𝑑
(𝑡), and 𝐷

𝑑
(𝑡)

are known matrices, while the matrices 𝐿(𝑡) contain two
matrices 𝐿(𝑡) and𝐹(𝑡) that have to be designed.Therefore, the
proposed robust fault estimation observer design is converted
to the problem of seeking the gain matrix 𝐿(𝑡).

Next, a fuzzy augmented fault estimation observer design
method under 𝐻

∞
performance is proposed to achieve

robust fault estimation by following lemma under time-
varying state delay.

Lemma 11. For the given positive scalars 𝜏
1
, 𝜏
2
, 𝜏
𝐷
, and 𝛾,

the error dynamic system (37) is admissible with 𝜔(𝑡) =

0 while satisfying a prescribed 𝐻
∞

performance (39), if
there exist appropriately dimensional matrices 𝑃, 𝑄

1
> 0,

𝑄
2

> 0, 𝑆
1

> 0, 𝑆
2

> 0, 𝑅 > 0, and 𝐿(𝑡) and
free weighting matrices 𝑉 = [𝑉

1
𝑉
2

𝑉
3

𝑉
4

𝑉
5

𝑉
6
] and

𝑊 = [𝑊
1

𝑊
2

𝑊
3

𝑊
4

𝑊
5

𝑊
6
], such that the following

inequalities hold:

𝐸
𝑇

𝑃 = 𝑃
𝑇

𝐸 ≥ 0, (41)

Δ
1
(𝑡) = [

Φ (𝑡) (𝜏
2
− 𝜏
1
) 𝑉
𝑇

∗ − (𝜏
2
− 𝜏
1
) 𝑅

] < 0, (42)

Δ
2
(𝑡) = [

Φ (𝑡) (𝜏
2
− 𝜏
1
)𝑊
𝑇

∗ − (𝜏
2
− 𝜏
1
) 𝑅

] < 0, (43)
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where

Φ (𝑡) = Φ
1
(𝑡) + (𝜏

2
− 𝜏
1
) Γ
𝑇

2
𝑅Γ
2
,

Φ
1
(𝑡) =

[
[
[
[
[
[
[
[
[
[
[
[

[

Φ
11

(𝑡) −𝑉
𝑇

1
𝐸 𝑉
𝑇

1
𝐸 − 𝑊

𝑇

1
𝐸 𝑊

𝑇

1
𝐸 Φ

15
(𝑡) Φ

16
(𝑡)

∗ Φ
22

Φ
23

𝑊
𝑇

2
𝐸 − 𝐸

𝑇

𝑉
4

−𝐸
𝑇

𝑉
5

−𝐸
𝑇

𝑉
6

∗ ∗ Φ
33

Φ
34

𝐸
𝑇

𝑉
5
− 𝐸
𝑇

𝑊
5

𝐸
𝑇

𝑉
6
− 𝐸
𝑇

𝑊
6

∗ ∗ ∗ Φ
44

𝐸
𝑇

𝑊
5

𝐸
𝑇

𝑊
6

∗ ∗ ∗ ∗ −𝜀 (1 − 𝜏
𝐷
) 𝑄
1

0

∗ ∗ ∗ ∗ ∗ −𝛾
2

𝐼

]
]
]
]
]
]
]
]
]
]
]
]

]

(44)

with

Φ
11

(𝑡) = sym (𝑃
𝑇

(𝐴 (𝑡) − 𝐿 (𝑡) 𝐶 (𝑡))) + 𝜀𝑄
1
+ 𝑄
2

+ 𝐼
𝑞
𝐼
𝑇

𝑞
,

Φ
15

(𝑡) = 𝑃
𝑇

(𝐴
𝜏
(𝑡) − 𝐿 (𝑡) 𝐶

𝜏
(𝑡)) ,

Φ
16

(𝑡) = 𝑃
𝑇

(𝐿 (𝑡)𝐷
𝑑
(𝑡) − 𝐵

𝑑
(𝑡)) ,

𝐼
𝑇

𝑞
= [0 𝐼

𝑞
] ,

Φ
22

= 𝑆
1
− 𝑄
2
− 𝑉
𝑇

2
𝐸 − 𝐸

𝑇

𝑉
2
,

Ψ
23

= 𝑉
𝑇

2
𝐸 − 𝑊

𝑇

2
𝐸 − 𝐸

𝑇

𝑉
3
,

Ψ
33

= 𝑆
2
− 𝑆
1
+ sym (𝑉

𝑇

3
𝐸 − 𝑊

𝑇

3
𝐸) ,

Ψ
34

= 𝑊
𝑇

3
𝐸 − 𝐸

𝑇

𝑉
4
− 𝐸
𝑇

𝑊
4
,

Ψ
44

= −𝑆
2
+ 𝑊
𝑇

4
𝐸 + 𝐸

𝑇

𝑊
4
.

(45)

Proof. First, we show that the error dynamic system (37) with
𝜔(𝑡) = 0 is regular and impulse-free. Since 𝐸 is singular and
rank(𝐸) = 𝑔 + 𝑞, there always exist two nonsingular matrices
𝐺 ∈ R(𝑛+𝑞)×(𝑛+𝑞) and �̂� ∈ R(𝑛+𝑞)×(𝑛+𝑞) such that

𝐺𝐸�̂� = [

𝐼
𝑔+𝑞

0

0 0
] . (46)

Accordingly, denote

𝐺(𝐴 (𝑡) − 𝐿 (𝑡) 𝐶 (𝑡)) �̂� = 𝐺𝐴 (𝑡) �̂�

= [

𝐴
11

(𝑡) 𝐴
12

(𝑡)

𝐴
21

(𝑡) 𝐴
22

(𝑡)

] ,

𝐺
−𝑇

𝑃�̂� = [

�̂�
11

�̂�
12

�̂�
21

�̂�
22

] .

(47)

From (41) and using the expressions in (46)-(47), it is easy
to obtain that �̂�

12
= 0. Since (42)-(43) hold, we have Φ(𝑡) =

Φ
1
(𝑡) + (𝜏

2
− 𝜏
1
)Γ
𝑇

2
𝑅Γ
2

< 0. Moreover, noting 𝑅 > 0 and
by Schur complement, we can get Φ

11
(𝑡) = sym(𝑃

𝑇

(𝐴(𝑡) −

𝐿(𝑡)𝐶(𝑡))) + 𝜀𝑄
1
+ 𝑄
2
+ 𝐼
𝑞
𝐼
𝑇

𝑞
< 0. Then, premultiplying

and postmultiplying Φ
11
(𝑡) < 0 by �̂�

𝑇 and �̂�, respectively,
we have 𝐴

𝑇

22
(𝑡)�̂�
22

+ �̂�
𝑇

22
𝐴
22
(𝑡) < 0, which implies that

𝐴
22
(𝑡) is nonsingular, and thus the pair (𝐸, 𝐴(𝑡)) is regular

and impulse-free. Hence, the error dynamic system (37) is
regular and impulse-free for any time delay 𝜏(𝑡) satisfying (2)
when inequalities (41)–(43) hold. Next, we will prove that the
error dynamic system (37) is stable with 𝐻

∞
performance.

To this end, the Lyapunov-Krasovskii functional candidate is
constructed as follows:

𝑉 (𝑡) = 𝑒
𝑇

(𝑡) 𝐸
𝑇

𝑃𝑒 (𝑡) + 𝜀 ∫

𝑡

𝑡−𝜏(𝑡)

𝑒
𝑇

(𝑠) 𝑄
1
𝑒 (𝑠) 𝑑𝑠

+ ∫

𝑡

𝑡−𝜏
1

𝑒
𝑇

(𝑠) 𝑄
2
𝑒 (𝑠) 𝑑𝑠

+ ∫

𝑡−𝜏
1

𝑡−𝜏
𝜌

𝑒
𝑇

(𝑠) 𝑆
1
𝑒 (𝑠) 𝑑𝑠

+ ∫

𝑡−𝜏
𝜌

𝑡−𝜏
2

𝑒
𝑇

(𝑠) 𝑆
2
𝑒 (𝑠) 𝑑𝑠

+ ∫

−𝜏
1

−𝜏
2

∫

𝑡

𝑡+𝜃

̇𝑒
𝑇

(𝑠) 𝐸
𝑇

𝑅𝐸 ̇𝑒 (𝑠) 𝑑𝑠 𝑑𝜃,

(48)

where the unknown matrices 𝑃, 𝑄
1
> 0, 𝑄

2
> 0, 𝑆

1
> 0, 𝑆

2
>

0, and 𝑅 > 0 are to be determined. Then, the time derivatives
of𝑉(𝑡) along the trajectories of the error dynamic system (37)
satisfy

�̇� (𝑡) = 𝑒
𝑇

(𝑡) [𝑃
𝑇

(𝐴 (𝑡) − 𝐿 (𝑡) 𝐶 (𝑡))

+ (𝐴 (𝑡) − 𝐿 (𝑡) 𝐶 (𝑡))
𝑇

𝑃 + 𝜀𝑄
1
+ 𝑄
2
] 𝑒 (𝑡)

+ 2𝑒
𝑇

(𝑡) 𝑃
𝑇

(𝐴
𝜏
(𝑡) − 𝐿 (𝑡) 𝐶

𝜏
(𝑡)) 𝑒 (𝑡 − 𝜏 (𝑡))

+ 2𝑒
𝑇

(𝑡) 𝑃
𝑇

(𝐿 (𝑡)𝐷
𝑑
(𝑡) − 𝐵

𝑑
(𝑡)) 𝜔 (𝑡) − 𝜀 (1
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− ̇𝜏 (𝑡)) 𝑒
𝑇

(𝑡 − 𝜏 (𝑡)) 𝑄
1
𝑒 (𝑡 − 𝜏 (𝑡)) + 𝑒

𝑇

(𝑡 − 𝜏
1
) (𝑆
1

− 𝑄
2
) 𝑒 (𝑡 − 𝜏

1
) + 𝑒
𝑇

(𝑡 − 𝜏
𝜌
) (𝑆
2
− 𝑆
1
) 𝑒 (𝑡 − 𝜏

𝜌
)

+ 𝑒
𝑇

(𝑡 − 𝜏
2
) (−𝑆
2
) 𝑒 (𝑡 − 𝜏

2
) + (𝜏
2
− 𝜏
1
) (𝐸 ̇𝑒 (𝑡))

𝑇

⋅ 𝑅 (𝐸 ̇𝑒 (𝑡)) − ∫

𝑡−𝜏
1

𝑡−𝜏
2

̇𝑒
𝑇

(𝑠) 𝐸
𝑇

𝑅𝐸 ̇𝑒 (𝑠) 𝑑𝑠.

(49)

Denoting 𝛽
𝑇

2
(𝑡, 𝑠) = [𝜁

𝑇

2
(𝑡) (𝐸 ̇𝑒(𝑠))

𝑇

], and from Newton-
Leibniz formula, a straightforward computation gives

�̇� (𝑡) + 𝑒
𝑇

𝑓
(𝑡) 𝑒
𝑓
(𝑡) − 𝛾

2

𝜔
𝑇

(𝑡) 𝜔 (𝑡) = �̇� (𝑡) + 𝑒
𝑇

(𝑡)

⋅ 𝐼
𝑞
𝐼
𝑇

𝑞
𝑒 (𝑡) − 𝛾

2

𝜔
𝑇

(𝑡) 𝜔 (𝑡) = 𝑒
𝑇

(𝑡) [𝑃
𝑇

(𝐴 (𝑡)

− 𝐿 (𝑡) 𝐶 (𝑡)) + (𝐴 (𝑡) − 𝐿 (𝑡) 𝐶 (𝑡))
𝑇

𝑃 + 𝜀𝑄
1
+ 𝑄
2

+ 𝐼
𝑞
𝐼
𝑇

𝑞
] 𝑒 (𝑡) + 2𝑒

𝑇

(𝑡) 𝑃
𝑇

(𝐴
𝜏
(𝑡) − 𝐿 (𝑡) 𝐶

𝜏
(𝑡)) 𝑒 (𝑡

− 𝜏 (𝑡)) + 2𝑒
𝑇

(𝑡) 𝑃
𝑇

(𝐿 (𝑡)𝐷
𝑑
(𝑡) − 𝐵

𝑑
(𝑡)) 𝜔 (𝑡)

− 𝜀 (1 − ̇𝜏 (𝑡)) 𝑒
𝑇

(𝑡 − 𝜏 (𝑡)) 𝑄
1
𝑒 (𝑡 − 𝜏 (𝑡)) + 𝑒

𝑇

(𝑡

− 𝜏
1
) (𝑆
1
− 𝑄
2
) 𝑒 (𝑡 − 𝜏

1
) + 𝑒
𝑇

(𝑡 − 𝜏
𝜌
) (𝑆
2
− 𝑆
1
) 𝑒 (𝑡

− 𝜏
𝜌
) + 𝑒
𝑇

(𝑡 − 𝜏
2
) (−𝑆
2
) 𝑒 (𝑡 − 𝜏

2
) − 𝛾
2

𝜔
𝑇

(𝑡) 𝜔 (𝑡)

+ (𝜏
2
− 𝜏
1
) (𝐸 ̇𝑒 (𝑡))

𝑇

𝑅 (𝐸 ̇𝑒 (𝑡)) − ∫

𝑡−𝜏
1

𝑡−𝜏
𝜌

̇𝑒
𝑇

(𝑠)

⋅ 𝐸
𝑇

𝑅𝐸 ̇𝑒 (𝑠) 𝑑𝑠 − ∫

𝑡−𝜏
𝜌

𝑡−𝜏
2

̇𝑒
𝑇

(𝑠) 𝐸
𝑇

𝑅𝐸 ̇𝑒 (𝑠) 𝑑𝑠

− 2𝜁
𝑇

2
(𝑡) 𝑉
𝑇

𝐸 [0 𝐼 −𝐼 0 0 0] 𝜁
2
(𝑡)

+ ∫

𝑡−𝜏
1

𝑡−𝜏
𝜌

2𝜁
𝑇

2
(𝑡) 𝑉
𝑇

𝐸 ̇𝑒 (𝑠) 𝑑𝑠 − 2𝜁
𝑇

2
(𝑡)

⋅ 𝑊
𝑇

𝐸 [0 0 𝐼 −𝐼 0 0] 𝜁
2
(𝑡) + ∫

𝑡−𝜏
𝜌

𝑡−𝜏
2

2𝜁
𝑇

2
(𝑡)

⋅ 𝑊
𝑇

𝐸 ̇𝑒 (𝑠) 𝑑𝑠 ≤
1

𝜏
2
− 𝜏
1

⋅ ∫

𝑡−𝜏
1

𝑡−𝜏
𝜌

[𝜁
𝑇

2
(𝑡) Φ (𝑡) 𝜁

2
(𝑡)

+ 2 (𝜏
2
− 𝜏
1
) 𝜁
𝑇

2
(𝑡) 𝑉
𝑇

𝐸 ̇𝑒 (𝑠)

− (𝜏
2
− 𝜏
1
) ̇𝑒
𝑇

(𝑠) 𝐸
𝑇

𝑅𝐸 ̇𝑒 (𝑠)] 𝑑𝑠 +
1

𝜏
2
− 𝜏
1

⋅ ∫

𝑡−𝜏
𝜌

𝑡−𝜏
2

[𝜁
𝑇

2
(𝑡) Φ (𝑡) 𝜁

2
(𝑡)

+ 2 (𝜏
2
− 𝜏
1
) 𝜁
𝑇

2
(𝑡)𝑊
𝑇

𝐸 ̇𝑒 (𝑠)

− (𝜏
2
− 𝜏
1
) ̇𝑒
𝑇

(𝑠) 𝐸
𝑇

𝑅𝐸 ̇𝑒 (𝑠)] 𝑑𝑠 =
1

𝜏
2
− 𝜏
1

⋅ ∫

𝑡−𝜏
1

𝑡−𝜏
𝜌

𝛽
𝑇

2
(𝑡, 𝑠) [

Φ (𝑡) (𝜏
2
− 𝜏
1
) 𝑉
𝑇

∗ − (𝜏
2
− 𝜏
1
) 𝑅

]𝛽
2
(𝑡, 𝑠) 𝑑𝑠

+
1

𝜏
2
− 𝜏
1

∫

𝑡−𝜏
𝜌

𝑡−𝜏
2

𝛽
𝑇

2
(𝑡, 𝑠)

⋅ [
Φ (𝑡) (𝜏

2
− 𝜏
1
)𝑊
𝑇

∗ − (𝜏
2
− 𝜏
1
) 𝑅

]𝛽
2
(𝑡, 𝑠) 𝑑𝑠.

(50)

If (42)-(43) hold, one has �̇�(𝑡) + 𝑒
𝑇

𝑓
(𝑡)𝑒
𝑓
(𝑡) − 𝛾

2

𝜔
𝑇

(𝑡)𝜔(𝑡) < 0.
By noticing 𝑉(𝐿) ≥ 0 and 𝑉(0) = 0 under zero initial
conditions, we can conclude that (39) holds for all 𝐿 > 0 and
any nonzero 𝜔(𝑡) ∈ 𝐿

2
[0,∞).

On the other hand, under conditions (42)-(43), by
choosing the same Lyapunov function as (48) and following
the similar line in the earlier deduction under conditions
(42)-(43), then substitute 𝐴

𝑖
and 𝐴

𝜏𝑖
by (𝐴(𝑡) − 𝐿(𝑡)𝐶(𝑡))

and (𝐴
𝜏
(𝑡) − 𝐿(𝑡)𝐶

𝜏
(𝑡)); we can easily obtain that the time

derivative of 𝑉(𝑡) along the solution of error dynamics (37)
with 𝜔(𝑡) = 0 satisfies �̇�(𝑒

𝑡
) < 𝛼‖𝑒

𝑡
‖ by using Theorem 7,

which indicates the stability of system (37).This complete the
proof.

In the following, we will focus on the design of observer
based on Lemma 11 and provide a new sufficient condition
for the existence of robust fault estimation observer for fuzzy
singular time delay system (3).

Theorem 12. For the given positive scalars 𝜏
1
, 𝜏
2
, 𝜏
𝐷
, 𝛿,

and 𝛾, the error dynamic system (37) is admissible with
𝜔(𝑡) = 0 while satisfying a prescribed 𝐻

∞
performance (39),

if there exist appropriately dimensional matrices 𝑃, 𝑄
1

>

0, 𝑄
2

> 0, 𝑆
1

> 0, 𝑆
2

> 0, 𝑅 > 0, and 𝑌
𝑖
and

free weighting matrices 𝑉 = [𝑉
1

𝑉
2

𝑉
3

𝑉
4

𝑉
5

𝑉
6
] and

𝑊 = [𝑊
1

𝑊
2

𝑊
3

𝑊
4

𝑊
5

𝑊
6
], such that the following

inequalities hold:

𝐸
𝑇

𝑃 = 𝑃
𝑇

𝐸 ≥ 0, (51)

Ξ
𝑖𝑖
< 0 𝑖 = 1, 2, . . . , 𝑟, (52)

Ξ
𝑖𝑗
+ Ξ
𝑗𝑖
≤ 0 1 ≤ 𝑖 < 𝑗 ≤ 𝑟, (53)

Π
𝑖𝑖
< 0 𝑖 = 1, 2, . . . , 𝑟, (54)

Π
𝑖𝑗
+ Π
𝑗𝑖
≤ 0 1 ≤ 𝑖 < 𝑗 ≤ 𝑟, (55)
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where

Ξ
𝑖𝑗
=

[
[
[
[

[

Φ
𝑖𝑗

(𝜏
2
− 𝜏
1
) 𝑉
𝑇

√(𝜏
2
− 𝜏
1
)Γ
𝑇

2𝑖𝑗

∗ − (𝜏
2
− 𝜏
1
) 𝑅 0

∗ ∗ −2𝛿𝐸
𝑇

𝑃 + 𝛿
2

𝑅

]
]
]
]

]

,

Π
𝑖𝑗
=

[
[
[
[

[

Φ
𝑖𝑗

(𝜏
2
− 𝜏
1
)𝑊
𝑇

√(𝜏
2
− 𝜏
1
)Γ
𝑇

2𝑖𝑗

∗ − (𝜏
2
− 𝜏
1
) 𝑅 0

∗ ∗ −2𝛿𝐸
𝑇

𝑃 + 𝛿
2

𝑅

]
]
]
]

]

,

(56)

where

Φ
𝑖𝑗
=

[
[
[
[
[
[
[
[
[
[
[
[
[

[

Φ
11𝑖𝑗

−𝑉
𝑇

1
𝐸 𝑉
𝑇

1
𝐸 − 𝑊

𝑇

1
𝐸 𝑊

𝑇

1
𝐸 Φ

15𝑖𝑗
Φ
16𝑖𝑗

∗ Φ
22

Φ
23

𝑊
𝑇

2
𝐸 − 𝐸

𝑇

𝑉
4

−𝐸
𝑇

𝑉
5

−𝐸
𝑇

𝑉
6

∗ ∗ Φ
33

Φ
34

𝐸
𝑇

𝑉
5
− 𝐸
𝑇

𝑊
5

𝐸
𝑇

𝑉
6
− 𝐸
𝑇

𝑊
6

∗ ∗ ∗ Φ
44

𝐸
𝑇

𝑊
5

𝐸
𝑇

𝑊
6

∗ ∗ ∗ ∗ −𝜀 (1 − 𝜏
𝐷
) 𝑄
1

0

∗ ∗ ∗ ∗ ∗ −𝛾
2

𝐼

]
]
]
]
]
]
]
]
]
]
]
]
]

]

(57)

with

Φ
11𝑖𝑗

= sym (𝑃
𝑇

𝐴
𝑖
− 𝑌
𝑖
𝐶
𝑗
) + 𝜀𝑄

1
+ 𝑄
2
+ 𝐼
𝑞
𝐼
𝑇

𝑞
,

Φ
15𝑖𝑗

= 𝑃
𝑇

𝐴
𝜏𝑖
− 𝑌
𝑖
𝐶
𝜏𝑗
,

Φ
16𝑖𝑗

= 𝑌
𝑖
𝐷
𝑑𝑗

− 𝑃
𝑇

𝐵
𝑑𝑖
,

Φ
22

= 𝑆
1
− 𝑄
2
− 𝑉
𝑇

2
𝐸 − 𝐸

𝑇

𝑉
2
,

Ψ
23

= 𝑉
𝑇

2
𝐸 − 𝑊

𝑇

2
𝐸 − 𝐸

𝑇

𝑉
3
,

Ψ
33

= 𝑆
2
− 𝑆
1
+ sym (𝑉

𝑇

3
𝐸 − 𝑊

𝑇

3
𝐸) ,

Ψ
34

= 𝑊
𝑇

3
𝐸 − 𝐸

𝑇

𝑉
4
− 𝐸
𝑇

𝑊
4
,

Ψ
44

= −𝑆
2
+ 𝑊
𝑇

4
𝐸 + 𝐸

𝑇

𝑊
4
,

𝐼
𝑇

𝑞
= [0 𝐼

𝑞
] ,

Γ
2𝑖𝑗

= 𝐸 [𝑃
𝑇

𝐴
𝑖
− 𝑌
𝑖
𝐶
𝑗

0 0 0 𝑃
𝑇

𝐴
𝜏𝑖
− 𝑌
𝑖
𝐶
𝜏𝑗

𝑌
𝑖
𝐷
𝑑𝑗

− 𝑃
𝑇

𝐵
𝑑𝑖
] .

(58)

Then the observer gainmatrices can be obtained as 𝐿
𝑖
= [
𝐿
𝑖

𝐹
𝑖

] =

𝑃
−𝑇

𝑌
𝑖
.

Proof. For any scalar 𝛿, it follows from the fact (𝛿𝑅 −

𝑃)𝑅
−1

(𝛿𝑅 − 𝑃) ≥ 0 that −𝑃𝑅−1𝑃 ≤ −2𝛿𝑃 + 𝛿
2

𝑅. By Schur
complement theorem, we can conclude that (42)-(43) hold if
the following inequalities hold:

[
[
[

[

Φ
1
(𝑡) (𝜏

2
− 𝜏
1
) 𝑉
𝑇

√(𝜏
2
− 𝜏
1
)Γ
𝑇

2
𝑃𝐸
𝑇

∗ − (𝜏
2
− 𝜏
1
) 𝑅 0

∗ ∗ −2𝛿𝐸𝑃
𝑇

+ 𝛿
2

𝑅

]
]
]

]

< 0,

[
[
[

[

Φ
1
(𝑡) (𝜏

2
− 𝜏
1
)𝑊
𝑇

√(𝜏
2
− 𝜏
1
)Γ
𝑇

2
𝑃𝐸
𝑇

∗ − (𝜏
2
− 𝜏
1
) 𝑅 0

∗ ∗ −2𝛿𝐸𝑃
𝑇

+ 𝛿
2

𝑅

]
]
]

]

< 0,

(59)

where Φ
1
(𝑡) is defined in Lemma 11. Then, if (52)–(55) hold

and with the changes of variables as 𝑌
𝑖
= 𝑃
𝑇

𝐿
𝑖
, we have

Δ
1
(𝑡) =

𝑟

∑

𝑖=1

𝜇
2

𝑖
(𝜉 (𝑡)) Ξ

𝑖𝑖

+

𝑟

∑

𝑖=1

𝑟

∑

𝑖<𝑗

𝜇
𝑖
(𝜉 (𝑡)) 𝜇

𝑗
(𝜉 (𝑡)) (Ξ

𝑖𝑗
+ Ξ
𝑗𝑖
) < 0,

Δ
2
(𝑡) =

𝑟

∑

𝑖=1

𝜇
2

𝑖
(𝜉 (𝑡)) Π

𝑖𝑖

+

𝑟

∑

𝑖=1

𝑟

∑

𝑖<𝑗

𝜇
𝑖
(𝜉 (𝑡)) 𝜇

𝑗
(𝜉 (𝑡)) (Π

𝑖𝑗
+ Π
𝑗𝑖
) < 0

(60)

which imply that the error dynamics (37) are stable with
𝜔(𝑡) = 0 while satisfying the prescribed 𝐻

∞
performance

(39) by Lemma 11. The proof is completed.

Remark 13. Theorem 12 provides a criterion for designing
𝐻
∞

robust fault estimation observer of fuzzy singular time
delay systems, which guarantees the stability of the resulting
dynamic error system with 𝐻

∞
performance 𝛾 > 0. As

the delay term 𝜏(𝑡) is not simply enlarged, the proposed
conditions are less conservative. Moreover, the proposed
method is not only able to better depict the size and shape
of the actuator fault but also able to estimate the sensor faults
simultaneously.

Remark 14. Note that conditions (52)–(55) are LMIs. This
indicates that the conditions (52)-(55) can be included as
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an optimization variable problems, which can be exploited
to reduce the attenuation level bound. Then, the minimum
attenuation level of 𝐻

∞
performance can be obtained by the

mincx function of Matlab toolbox. From the practical point
of view, it is interesting to find an estimation law, which min-
imizes the disturbance rejection level 𝛾 for the error dynamic
system. This can be done by solving a convex optimization
problem P: min 𝜗 subject to (51)–(55) with 𝜗 = 𝛾

2.

Remark 15. In dealing with time-varying faults, there may
be a time delay between the fault estimation and the system
fault. This phenomenon results from the influence of fault
variation. Theoretically, the attenuation level 𝛾min can be
minimized so that the fault estimation is insensitive to the
fault variation. However, the cost is that the fault estimation
becomes less robust to disturbance noise. Therefore, the
attenuation level of 𝛾min, the fault variation, and disturbance
are a trade-off.

4. Numerical Examples

In this section, three examples are given to show the effective-
ness of our results. All the numerical results are calculated via
the Yalmip toolbox of Matlab.

Example 1. Consider a continuous fuzzy singular system
composed of two rules and the following system matrices
[22, 23]:

𝐸 =

[
[
[
[
[

[

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 0

]
]
]
]
]

]

,

𝐴
1
=

[
[
[
[
[

[

−3 0 0 0.2

0 −4 0.1 0

0 0 −0.1 0

0.1 0.1 −0.2 −0.2

]
]
]
]
]

]

,

𝐴
2
=

[
[
[
[
[

[

−2 0 0 −0.2

0 −2.5 −0.1 0

0 −0.2 −0.3 0

0.1 0.1 −0.2 −0.2

]
]
]
]
]

]

,

𝐴
𝜏1

=

[
[
[
[
[

[

−0.5 0 0 0

0 −1 0 0

0 0.1 −0.2 0

0 0 0 0

]
]
]
]
]

]

,

𝐴
𝜏2

=

[
[
[
[
[

[

−0.5 0 0 0

0 −1 0 0

0 0.1 −0.5 0

0 0 0 0

]
]
]
]
]

]

.

(61)

Assume that the delay 𝜏(𝑡) satisfies (2) and set 𝜌 = 0.5. The
obtained results are listed in Table 1, where 𝑁(𝑚) stands for
the total number of decision variables. Table 1 tabulates a
comparison of the maximum allowable upper delay bound
𝜏
2
for a prescribed 𝜏

𝐷
. It can be seen from the table that

our results are marked better than those obtained by the
method in [22, 23]. Moreover, it is worth mentioning that
the method proposed in this paper uses fewer number of
LMIs scalar variables and fewer number of LMIs for stability
computation; thus our method is more computationally
efficient for improving the upper bound of delay; the stability
criterion we derived is less conservative than those reported
in the aforementioned papers.

Example 2. Consider the following singular time delay sys-
tem:

[

1 0

0 0
] �̇� (𝑡) = [

0.6341 0.5413

−0.6121 −1.1210
] 𝑥 (𝑡)

+ [

−0.4500 0

0 −0.1210
] 𝑥 (𝑡 − ℎ) .

(62)

To compare with the existing results, we assume that 𝜏
𝐷

= 0

and 𝜌 = 0.5. Table 2 lists the comparison results on the
maximum allowed time delay 𝜏

2
via the methods in [10, 20,

22–24] and Theorem 7 in this paper. From the comparison
result we can see that the stability criterion we derived by
using free weighting matrix approach in this work is less
conservative than those reported in [10, 20, 22–24].

Example 3. Consider the following fuzzy singular system
with time-varying delay:

𝐸�̇� (𝑡) =

2

∑

𝑖=1

𝜇
𝑖
(𝜉 (𝑡)) {𝐴

𝑖
𝑥 (𝑡) + 𝐴

𝜏𝑖
𝑥 (𝑡 − 𝜏 (𝑡))

+ 𝐵
𝑖
𝑢 (𝑡) + 𝐵

𝑓𝑖
𝑓 (𝑡) + 𝐵

𝑑𝑖
𝑑 (𝑡)} ,

𝑦 (𝑡) =

2

∑

𝑖=1

𝜇
𝑖
(𝜉 (𝑡)) {𝐶

𝑖
𝑥 (𝑡) + 𝐶

𝜏𝑖
𝑥 (𝑡 − 𝜏 (𝑡))

+ 𝐷
𝑓𝑖
𝑓 (𝑡) + 𝐷

𝑑𝑖
𝑑 (𝑡)} ,

(63)

where

𝐸 =
[
[

[

1 0 0

0 1 0

0 0 0

]
]

]

,

𝐴
1
=

[
[

[

−0.60 1 −1

−0.65 −0.5 0.2

0.74 −4 −1

]
]

]

,

𝐴
2
=

[
[

[

−0.60 1 −0.8

−0.65 −0.50 0.4

0.82 −6.37 −1

]
]

]

,
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Table 1: Allowable upper bound of 𝜏
2
for various 𝜏

𝐷
in Example 1.

𝜏
𝐷

0.1 0.35 0.6 0.85 0.9 0.95 𝑁(𝑚)

Theorem 1 in [22] 3.3623 2.9810 2.6010 1.8330 1.3080 — 24
Theorem 3.1 in [23] 3.3685 3.1560 3.1510 3.0760 2.6750 2.0780 19
Theorem 7 4.1230 3.9891 3.7104 3.5247 3.4450 3.3702 15

Table 2: Comparison of maximum allowed delays 𝜏
2
in Example 2.

[10] [20] [24] [22] [23] Theorem 7
— 2.1328 2.1372 2.1372 2.3393 3.1324

Table 3:Minimum index 𝛾 for various 𝛿 in Example 3 with 𝜏
𝐷

= 0.2.

𝛿 0.5 1 2 5 10
𝜏 = 0.5 1.6322 1.4559 1.3732 1.3465 1.5532

𝐴
𝜏1

=
[
[

[

0.07 0.02 −0.01

−0.09 0 0.02

0.07 0.05 0

]
]

]

,

𝐴
𝜏2

=
[
[

[

0.07 0.12 −0.01

−0.08 0 0.03

0.12 0.04 0

]
]

]

,

𝐵
𝑖
= 𝐵
𝑓𝑖

= [0.7 0 0] ,

𝐷
𝑑𝑖

= 0.2,

(𝑖 = 1, 2) ,

𝐵
𝑑1

= 𝐵
𝑑2

= [0.1 0.1 0.1] ,

𝐶
1
= 𝐶
2
= [−0.2 0.5 −0.15] ,

𝐶
𝑡1

= 𝐶
𝑡2

= [−0.02 0.05 −0.15] .

(64)

Here, we consider the case where 𝛿 = 2 and the time-varying
delay is given as 𝜏(𝑡) = 0.3 + 0.2 sin(𝑡), and a straightforward
calculation gives 𝜏

1
= 0.1, 𝜏

2
= 0.5, and 𝜏

𝐷
= 0.2.

By solving the conditions in (51)–(55), we obtain that the
achieved 𝛾min = 1.3140, and the feasible solution is (due to
space consideration, we do not list all the matrices here)

𝑃 =

[
[
[
[
[

[

10.2168 11.6131 0.0000 −4.2840

11.6131 32.7665 0.0000 −2.8547

0.0000 0.0000 1.4842 0.0000

−4.2840 −2.8547 0.0000 2.1990

]
]
]
]
]

]

,

𝑌
1
=

[
[
[
[
[

[

4.0957

50.1306

−7.9107

−3.6154

]
]
]
]
]

]

,

𝑌
2
=

[
[
[
[
[

[

4.2943

48.5194

−10.5807

−3.7476

]
]
]
]
]

]

.

(65)

The associate fault estimation observer gains in (36) are

𝐿
1
=

[
[

[

−20.3217

5.7954

−5.3299

]
]

]

,

𝐹
1
= −33.7106,

𝐿
2
=

[
[

[

−19.8103

5.6276

−7.1289

]
]

]

,

𝐹
2
= −32.9922.

(66)

According to Theorem 12, we can consider different 𝛿 to
find the minimum index 𝛾 for the given 𝜏

𝐷
= 0.2; see [25, 28]

for more details. The corresponding results are summarized
in Table 3.

In order to illustrate the performance of robust fault
estimation observer in dealing with fuzzy singular systems
with time delay, first, an abrupt fault is simulated. It is
assumed that the abrupt fault 𝑓(𝑡) is created as

𝑓 (𝑡) =

{

{

{

0 0 ≤ 𝑡 < 10

−10 10 ≤ 𝑡 ≤ 30.

(67)

For simulation purpose, we choose the membership func-
tions for Rules 1 and 2 to be 𝜇

1
(𝜉(𝑡)) = 1/(1+exp(𝑥

1
(𝑡)+0.5))

and 𝜇
2
(𝜉(𝑡)) = 1 − 𝜇

1
(𝜉(𝑡)) with the initial state condition

as 𝑥(0) = [−1.571 −1.356 1.279]
𝑇 while the initial estimate

is 𝑥(0) = [0 0 0]
𝑇. Meanwhile, it is assumed that 𝑑(𝑡) is

band-limited white noise with power 0.1 and sampling time
0.01s. Then, the fault estimation result of the robust fault
estimation observer is depicted in Figure 1. Therein, the fault
is depicted by red dash-and-dot line, and the fault estimation
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Figure 1: Fault estimation result of the robust fault estimation
observer in abrupt fault case 𝑓(𝑡).
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Figure 2: Response curves of error dynamics 𝑒
1
(𝑡), 𝑒
2
(𝑡), 𝑒
3
(𝑡), and

𝑒
𝑓
(𝑡) in abrupt fault case 𝑓(𝑡).

is represented by the blue solid one. As shown in Figure 1, the
robust fault estimation observer is insensitive to the model
disturbance. Moreover, although there is estimation error,
the fault estimate can quickly track the fault. This illustrates
the fast convergence rate of the fault estimation observer in
the face of initial estimation error. The simulation results
shown in Figure 1 obviously illustrate that the proposed
fault estimation has a good performance to estimate fault,
and the error dynamic system is also stable in Figure 2. To
illustrate the performance of robust fault estimation observer
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Figure 3: Fault estimation result of the robust fault estimation
observer in fault 𝑓

1
(𝑡).
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Figure 4: Response curves of error dynamics 𝑒
1
(𝑡), 𝑒
2
(𝑡), 𝑒
3
(𝑡), and

𝑒
𝑓
(𝑡) in fault 𝑓

1
(𝑡).

design method, the following time-varying fault is further
considered:

𝑓
1
(𝑡) =

{

{

{

0 0 ≤ 𝑡 < 10

10 (1 − 𝑒
−(𝑡−5)

) 10 ≤ 𝑡 ≤ 20,

𝑓
2
(𝑡) =

{

{

{

0 0 ≤ 𝑡 < 10

0.5 sin (0.8 (𝑡 − 5)) 10 ≤ 𝑡 ≤ 20.

(68)

In this situation, the fault estimation result is depicted
in Figures 3 and 5. It can be seen from Figures 3 and 5
that the fault is estimated with satisfactory accuracy and
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Figure 5: Fault estimation result of the robust fault estimation
observer in fault 𝑓
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rapidity.The state of the error dynamic system is also stable in
Figures 4 and 6. In [13], actuator fault estimation observer is
designed for discrete-time linear parameter-varying descrip-
tor systems, but the systems with time-varying delay case
are not considered. In [9], pole assignment is used to ensure
the fault estimation convergence speed while our method
utilizes𝐻

∞
technique to attenuate the effect of fault variation.

From Figures 3 and 5, it can be seen that these methods
have similar fault convergence speed. Nevertheless, [9] only
deals with regular systems not with time delay. Moreover, our
method considers the fuzzy singular systemwith actuator and

sensor faults simultaneously.Therefore, the proposedmethod
is more general than that in [9, 13].

5. Conclusion

In this paper, the robust fault estimation problem for T-S
fuzzy singular systems with time-varying delays is consid-
ered. By considering the fault as an auxiliary disturbance
vector, based on the Lyapunov theorem and improved delay
partitioningmethodwith free weightingmatrix approach, we
give some less conservative criteria, which guarantee that the
considered system is regular, impulse-free, and stable, while
limiting the influence of disturbance despite the presence
of actuator and sensor faults simultaneously. This paper
proposes a novel fault estimation observer and presents an
LMI-based design method for the fuzzy singular system.
Finally, some numerical examples are used to demonstrate
the effectiveness and performance of the proposed method.
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