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Risk-averse suppliers’ optimal pricing strategies in two-stage supply chains under competitive environment are discussed. The
suppliers in this paper focus more on losses as compared to profits, and they care their long-term relationship with their customers.
We introduce for the suppliers a loss function, which covers both current loss and future loss.The optimal wholesale price is solved
under situations of risk neutral, risk averse, and a combination of minimizing loss and controlling risk, respectively. Besides, some
properties of and relations among these optimal wholesale prices are given as well. A numerical example is given to illustrate the
performance of the proposed method.

1. Introduction

In traditional researches about pricing strategies of suppliers
in two-stage supply chains, suppliers were always supposed
to take predominant positions in deciding wholesale prices
to maximize their profits. However, changes brought by
globalization and standardization have forced suppliers to
face competition from other suppliers with the same or
similar products or services. Therefore suppliers have to
allow retailers to negotiate for lower wholesale prices. So
in recent years researchers turned their attention to pricing
strategies of suppliers under competitive circumstances. For
example, Dai et al. [1] studied the pricing strategies of
multiple firms providing the same service in competition
for a common pool of customers in a revenue management
context. Sohn et al. [2] derived a dynamic pricing model and
then a pricing policy for a mobile phone manufacturer to
maximize his/her profit under the competitive environment.
Xiao and Qi [3] developed an adverse selection model for
a two-stage supply chain consisting of a manufacturer, a
retailer, and a potential outside entrant manufacturer and
obtained the optimal decisions for all players. Li et al.
[4] investigated two-supplier pricing strategies and derived
the sufficient condition of an equilibrium price under the

environment where the two suppliers compete with each
other. Wang et al. [5] studied the markup pricing strategies
in a supply chain with one dominant retailer and multiple
competitive manufacturers. To find a mutually beneficial
relation, Voeth and Herbst [6] investigated the opportunities
for a manufacturer and a retailer to collaborate on pricing,
and demonstrated that it is attained in some cases. Arcelus
et al. [7] analyzed the manufacturer’s optimal wholesale
pricing strategy facing a profit-maximizing retailer when the
manufacturer possesses the full information about the cost
and the functional relationship between demand and price.
Lu et al. [8] highlighted the importance of services from
manufacturers in the interactions between two competing
manufacturers and one common retailer and proposed a
game-theoretic framework for obtaining the equilibrium
solutions for each entity. Xia [9] studied the competitive
strategies between two coexisting suppliers in a two-echelon
supply chain. Pricing strategies for different retailer groups
are suggested to the competitive suppliers accordingly. Chen
et al. [10] presented a review of the manufacturer’s pricing
strategies in a two-stage supply chain where the retailer’s
demand is warranty-period dependent. Sana [11] investigated
the issue of channel coordination between a manufacturer
and a retailer both facing stochastic demand that is sensitive
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to promotional efforts and provided an analytical method to
determine the optimal contract parameters of the channel.

However, in recent years, unpredictable disasters like
earthquakes and economic crisis have disrupted the opera-
tion of supply chains, which further have also brought great
losses to agents in supply chains. So agents in supply chains
nowadays pay more attention to minimizing their losses than
maximizing the profits, but few research paid attention to
this. The suppliers in such environment may become risk
averse. They must decide a suitable wholesale price, which is
neither very low nor very high. Obviously were it very low,
suppliers would suffer losses (called current loss) in profits
that were supposed to be earned. Were it very high, retailers
may turn to other suppliers, which hurts the suppliers long-
term profits and results in future loss. In this paper, we are to
find such a suitablewholesale price that takes both the current
loss and future loss into consideration. But before doing this,
we first introduce the following loss function for suppliers:

𝐿 (𝑥) = 𝐴(𝜉 − 𝑥)
+

+ 𝐵𝑞(𝑥 − 𝜉)
+

. (1)

Here, 𝑥 is the wholesale price offered by a supplier; 𝑞 is
the order quantity from a retailer; 𝜉, a random variable, is
the market wholesale price for a product; 𝐴 is the shortage
penalty coefficient of the supplier for his/her giving a very
low wholesale price, and 𝐵 is the excess penalty coefficient
of the supplier for his/her giving a very high wholesale price.
In the right hand of (1), the first item represents the current
loss, and the second item represents the future loss. In the
current literature, the suppliers are supposed to give such
wholesale prices so as to maximize their profits or minimize
their costs in a deal, while the influence of these decisions
on their future profits or costs is neglected. However, (1)
considers the influence of the supplier’s decision both on
the current profit and the future profit. It implies that the
supplier must obtain a balance between the current profit
and the future profit in deciding the wholesale price. Then
by minimizing the expected loss 𝐸[𝐿(𝑥)], adopting the CVaR
measure, and combining the previous two, we obtain three
different optimal solutions to the wholesale price under
different situations, which are risk neutral, risk averse, and a
combination ofminimizing loss and risk control, respectively.
It is easily checked that the optimal wholesale price obtained
under the risk neutral situation by minimizing the expected
loss 𝐸[𝐿(𝑥)], where 𝐸 is the expectation operator, increases
with the growth of the shortage penalty coefficient 𝐴 and
decreases with the excess penalty coefficient 𝐵 and the order
quantity 𝑞, respectively.Then, by adopting the CVaRmeasure
of risk management, we obtain an optimal wholesale price
under the risk-averse situation, which equals the optimal
solution to the following problem:

min
𝑥∈[𝑐,𝑚]

CVaR
𝛼
(𝑥) = 𝐸 [𝐿 (𝑥) | 𝐿 (𝑥) ≥ VaR

𝛼
(𝑥)] . (2)

Finally, in order to balance the expected loss and the CVaR
loss of the supplier, which implies the supplier considers both
the minimization of expected loss and the risk control, we
define the following objective function with a combination
of the two objectives:

𝜆𝐸 [𝐿 (𝑥)] + (1 − 𝜆)CVaR
𝛼
(𝑥) , (3)

where 𝜆 ∈ [0, 1] is the weight of the expected loss, which
represents the relative importance of the expected loss as
compared to the CVaR loss for the supplier, and by mini-
mizing the previous function the optimal wholesale price is
obtained.

The rest of this paper is organized as follows. Section 2
introduces the preliminaries about VaR and CVaR. Section 3
studies the optimal decisions of the supplier under different
objectives and the properties of these optimal decisions.
Section 4 gives some numerical examples, with conclusions
given in Section 5.

2. Some Preliminaries about CVaR

In this section, we give some preliminaries about VaR and
CVaR.

Value-at-Risk (VaR) is a popular risk measure that has
achieved high status of being written into industry regula-
tions. For a decision 𝑥, let 𝑙(𝑥, 𝜉) be the loss associated with 𝑥
and the random variable 𝜉. The 𝛼-VaR with 𝑥 is defined as

VaR
𝛼
(𝑥) = min {𝑦 ∈ 𝑅 | Pr {𝑙 (𝑥, 𝜉) ≤ 𝑦} ≥ 𝛼} , (4)

where Pr{𝑙(𝑥, 𝜉) ≤ 𝑦} denotes the probability of 𝑙(𝑥, 𝜉) not ex-
ceeding the value 𝑦. The value of VaR

𝛼
(𝑥) represents the

minimal loss of decision 𝑥 with the confidence level 𝛼.
Artzner et al. [12] andMauser and Rosen [13] pointed out that
VaR has some undesirable mathematical characteristics such
as nonsubadditivity and nonconvexity, which always hinders
its efficient usage. Therefore, Rockafellar and Uryasev [14]
and Rockafellar and Uryasev [15] introduced another risk
measure: ConditionalValue-at-Risk (CVaR), which is defined
as the expected value of loss exceeding theVaR

𝛼
(𝑥). CVaRhas

some attractive properties such as coherence and convexity,
which makes it widely used in risk management as compared
to VaR. The CVaR of 𝑥 with a confidence level 𝛼 can be
defined as

CVaR
𝛼
(𝑥) = 𝐸 [𝑙 (𝑥, 𝜉) | 𝑙 (𝑥, 𝜉) ≥ VaR

𝛼
(𝑥)]

=
1

1 − 𝛼
∫
𝑙(𝑥,𝑧)≥VaR

𝛼
(𝑥)

𝑙 (𝑥, 𝑧) 𝜙 (𝑧) 𝑑𝑧,

(5)

where 𝜙(𝑧) is the probability density function of 𝜉, and
VaR
𝛼
(𝑥) is defined by (4). To compute, Rockafellar and

Uryasev [14] introduced the function of 𝐹(𝑥, 𝑢):

𝐹 (𝑥, 𝑢) = 𝑢 +
1

1 − 𝛼
𝐸 [(𝑙 (𝑥, 𝜉) − 𝑢)

+

] , (6)

and proved that the minimum of CVaR(𝑥) can be obtained
by minimizing the function 𝐹(𝑥, 𝑢), and the corresponding
VaR
𝛼
(𝑥) can be reached simultaneously in this way.

3. Main Results

For suppliers, it is supposed that the market wholesale price
𝜉 is a random variable, and let 𝑓(⋅) and 𝐹(⋅) be its proba-
bility density function and cumulative distribution function,
respectively. Without loss of generality, it is assumed that the
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inverse of 𝐹(⋅) exists, and 𝜉 ∈ [𝑐, 𝑚] where 0 < 𝑐 < 𝑚.
For a given order quantity 𝑞 from a retailer, the loss 𝐿(𝑥) of
the supplier is given by (1). Now, let us discuss the optimal
decisions of the supplier under the previous three different
situations as to loss 𝐿(𝑥).

3.1. Optimal Wholesale Price in Minimizing Expected Loss.
Evidently, to find the optimal wholesale price that minimizes
the expected loss of the supplier, we need to obtain the
optimal solution to the following problem:

min
𝑥∈[𝑐,𝑚]

𝐸 [𝐿 (𝑥)] . (P)

Then, we have the following result about (P).

Theorem1. For the supplier, the optimal solution to (P) is given
by

𝑥
∗

0
= 𝐹
−1

(
𝐴

𝐴 + 𝐵𝑞
) . (7)

Proof. For a wholesale price 𝑥 given by the supplier, we have

𝐿 (𝑥) = 𝐴(𝜉 − 𝑥)
+

+ 𝐵𝑞(𝑥 − 𝜉)
+

. (8)

It follows from (𝜉 − 𝑥)+ = (𝜉 − 𝑥) + (𝑥 − 𝜉)+ that

𝐿 (𝑥) = 𝐴𝜉 − 𝐴𝑥 + (𝐴 + 𝐵𝑞) (𝑥 − 𝜉)
+

. (9)

Then the expected loss 𝜇(𝑥) = 𝐸[𝐿(𝑥)] is given by

𝜇 (𝑥) = 𝐴 (𝐸 [𝜉] − 𝑥) + (𝐴 + 𝐵𝑞)∫

𝑥

𝑐

(𝑥 − 𝑡) 𝑑𝐹 (𝑡) , (10)

which implies

𝜇
󸀠

(𝑥) = (𝐴 + 𝐵𝑞) 𝐹 (𝑥) − 𝐴. (11)

Then the solution to problem (P) is obtained by solving the
𝜇
󸀠
(𝑥) = 0 which gives

𝑥
∗

0
= 𝐹
−1

(
𝐴

𝐴 + 𝐵𝑞
) . (12)

Corollary 2. For the supplier, the optimal wholesale price 𝑥∗
0

decreases with the growth of the excess penalty coefficient 𝐵.
In fact, if the excess penalty coefficient 𝐵 improves, which

implies that the supplier pays more attention to the long-term
cooperation with the retailer, the supplier will decrease the
wholesale price to maintain the cooperation with the retailer
in the future.

Corollary 3. For the supplier, the optimal wholesale price 𝑥∗
0

increases with the growth of shortage penalty coefficient 𝐴.
In fact, if the shortage penalty coefficient 𝐴 improves,

that is, the supplier pays more attention to the loss of the
current transaction and ignores the future one, then he/she will
increase the wholesale price to lessen his/her loss in the current
transaction.

Corollary 4. For the supplier, the optimal wholesale price 𝑥∗
0

decreases with the growth of the order quantity 𝑞 from the
retailer.

By Corollary 4, the wholesale price will decrease with the
growth of the order quantity 𝑞 from the retailer.

3.2. Optimal Wholesale Price in Minimizing CVaR Loss. In
the above subsection, we discuss how to decide the optimal
wholesale price that minimizes the expected loss of the
supplier, but this approach may lead to an unpredictable
large loss since risks are not considered. To control risks that
may lead to possible losses for the supplier, we now consider
minimizing the CVaR loss, which can determine theminimal
loss of the supplier for a given confidence level.

For the confidence level 𝛼, the 𝛼-VaR of the supplier with
respect to the wholesale price 𝑥 is given by

VaR
𝛼
(𝑥) = min {𝑦 ∈ 𝑅 | Pr {𝐿 (𝑥) ≤ 𝑦} ≥ 𝛼} , (13)

where Pr{𝐿(𝑥) ≤ 𝑦} denotes the probability of 𝐿(𝑥) not ex-
ceeding the value 𝑦. Then the CVaR loss of the supplier about
𝑥 can be defined as

CVaR
𝛼
(𝑥) = 𝐸 [𝐿 (𝑥) | 𝐿 (𝑥) ≥ VaR

𝛼
(𝑥)] . (14)

Evidently, we need to find the optimal solution to the follow-
ing problem:

min
𝑥∈[𝑐,𝑚]

CVaR
𝛼
(𝑥) . (P

1
)

Then we have the following result.

Theorem 5. For the risk-averse supplier, the optimal solution
to (P
1
) is given by

𝑥
∗

1
=

1

𝐴 + 𝐵𝑞
[𝐴𝐹
−1

(
𝐴 + 𝐵𝑞𝛼

𝐴 + 𝐵𝑞
) + 𝐵𝑞𝐹

−1

(
𝐴 (1 − 𝛼)

𝐴 + 𝐵𝑞
)] .

(15)

Proof. By (9), we have 𝐿(𝑥) = 𝐴𝜉 − 𝐴𝑥 + (𝐴 + 𝐵𝑞)(𝑥 − 𝜉)+.
Now, we define a convex function

ℎ (𝑥, V)

= V +
1

1 − 𝛼
𝐸[𝐿 (𝑥) − V]+

= V +
1

1 − 𝛼
∫

𝑚

𝑐

[𝐴𝑡 − 𝐴𝑥 + (𝐴 + 𝐵𝑞) (𝑥 − 𝑡)
+

− V]
+

𝑑𝐹 (𝑡)

= V +
1

1 − 𝛼
∫

𝑥

𝑐

[𝐵𝑞𝑥 − 𝐵𝑞𝑡 − V]
+

𝑑𝐹 (𝑡)

+
1

1 − 𝛼
∫

𝑚

𝑥

[𝐴𝑡 − 𝐴𝑥 − V]+𝑑𝐹 (𝑡) .

(16)

Based on the result in Section 2, the optimal solution to (P
1
)

equals the optimal solution to the following problem:

min
𝑥∈[𝑐,𝑚]

[min
V∈𝑅
ℎ (𝑥, V)] . (17)
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Then, for any fixed 𝑥, we distinguish the following different
cases.

(i) V ≥ 𝐵𝑞𝑥.

In this case, by (16), we have

ℎ (𝑥, V)

= V +
1

1 − 𝛼
∫

𝑥

𝑐

0𝑑𝐹 (𝑡)

+
1

1 − 𝛼
∫

𝑚

𝑥+(V/𝐴)
[𝐴𝑡 − 𝐴𝑥 − V] 𝑑𝐹 (𝑡) ,

(18)

𝜕ℎ (𝑥, V)

𝜕V
= 1 −

1

1 − 𝛼
[1 − 𝐹(𝑥 +

V

𝐴
)] . (19)

Obviously, when V is sufficiently large (V ≥ 𝐴(𝑚 − 𝑥)),
it follows from (19) that 𝜕ℎ(𝑥, V)/𝜕𝑥 = 1 > 0 holds. Then if
it satisfies (𝜕ℎ(𝑥, V)/𝜕𝑥)|V=𝐵𝑞𝑥 = 1 − (1/(1 − 𝛼))[1 − 𝐹(𝑥 +
(𝐵𝑞𝑥/𝐴))] < 0, which implies 𝑥 < (𝐴/(𝐴 + 𝐵𝑞))𝐹

−1
(𝛼),

it follows from (19) and 𝜕ℎ(𝑥, V)/𝜕V = 0 that the optimal
solution V∗ to minV∈𝑅ℎ(𝑥, V) solves

𝜕ℎ (𝑥, V)

𝜕V
= 1 −

1

1 − 𝛼
[1 − 𝐹(𝑥 +

V

𝐴
)] = 0. (20)

That is

V∗ = 𝐴 [𝐹−1 (𝛼) − 𝑥] . (21)

(ii) 0 < V < 𝐵𝑞𝑥.

In this case, by (16), we have

ℎ (𝑥, V) = V +
1

1 − 𝛼
∫

𝑥−(V/𝐵𝑞)

𝑐

[𝐵𝑞𝑥 − 𝐵𝑞𝑡 − V] 𝑑𝐹 (𝑡)

+
1

1 − 𝛼
∫

𝑚

𝑥+(V/𝐴)
[𝐴𝑡 − 𝐴𝑥 − V] 𝑑𝐹 (𝑡) ,

(22)

𝜕ℎ (𝑥, V)

𝜕V
= 1 −

1

1 − 𝛼
[1 + 𝐹(𝑥 −

V

𝐵𝑞
) − 𝐹(𝑥 +

V

𝐴
)] .

(23)

Obviously, it satisfies

𝜕ℎ (𝑥, V)

𝜕V

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨V=0
= 1 −

1

1 − 𝛼
< 0. (24)

Then if it satisfies (𝜕ℎ(𝑥, V)/𝜕𝑥)|V=𝐵𝑞𝑥 = 1 − (1/(1 − 𝛼))[1 −
𝐹(𝑥+ (𝐵𝑞𝑥/𝐴))] ≥ 0, which implies 𝑥 ≥ (𝐴/(𝐴+𝐵𝑞))𝐹−1(𝛼),

it follows from (23) and 𝜕ℎ(𝑥, V)/𝜕V = 0 that the optimal
solution V∗ to minV∈𝑅ℎ(𝑥, V) solves

𝜕ℎ (𝑥, V)

𝜕V
= 1 −

1

1 − 𝛼
[1 + 𝐹(𝑥 −

V

𝐵𝑞
) − 𝐹(𝑥 +

V

𝐴
)] = 0.

(25)

(iii) V ≤ 0.

In this case, by (16), we have

ℎ (𝑥, V) = V +
1

1 − 𝛼
∫

𝑥

𝑐

[𝐵𝑞𝑥 − 𝐵𝑞𝑡 − V] 𝑑𝐹 (𝑡)

+
1

1 − 𝛼
∫

𝑚

𝑥

[𝐴𝑡 − 𝐴𝑥 − V] 𝑑𝐹 (𝑡) ,

𝜕ℎ (𝑥, V)

𝜕V
= 1 −

1

1 − 𝛼
< 0.

(26)

Based on the previous analysis, it is clear that for any fixed
𝑥, ℎ(𝑥, V) attains minimumwhen V > 0. Further, for any fixed
𝑥, the optimal solution to minV∈𝑅ℎ(𝑥, V) is given by

V∗ =

{{{

{{{

{

𝐴[𝐹
−1

(𝛼) − 𝑥] 𝑥 <
𝐴

𝐴 + 𝐵𝑞
𝐹
−1

(𝛼) ,

V1 𝑥 ≥
𝐴

𝐴 + 𝐵𝑞
𝐹
−1

(𝛼) ,

(27)

where V1 is given by (25).
Thus, to solve the problem min

𝑥∈[𝑐,𝑚]
[minV∈𝑅ℎ(𝑥, V)] =

min
𝑥∈[𝑐,𝑚]

[ℎ(𝑥, V∗)], we distinguish the following cases.

(a) 𝑥 < (𝐴/(𝐴 + 𝐵𝑞))𝐹−1(𝛼).

In this case, it follows from (27) that the optimal solution
to the problem minV∈𝑅ℎ(𝑥, V) is given by

V∗ = 𝐴 [𝐹−1 (𝛼) − 𝑥] . (28)

Then by (16), we have

ℎ (𝑥, V∗) = 𝐴 [𝐹−1 (𝛼) − 𝑥] +
1

1 − 𝛼
∫

𝑥

𝑐

0𝑑𝐹 (𝑡)

+
1

1 − 𝛼
∫

𝑚

𝐹
−1
(𝛼)

𝐴(𝑡 − 𝐹
−1

(𝛼)) 𝑑𝐹 (𝑡) ,

𝜕ℎ (𝑥, V∗)

𝜕𝑥
= −𝐴 < 0.

(29)

(b) 𝑥 ≥ (𝐴/(𝐴 + 𝐵𝑞))𝐹−1(𝛼).

In this case, it follows from (27) that the optimal solution
to the problem minV∈𝑅ℎ(𝑥, V) is given by V∗ = V1, where V1
satisfies (25). By (25), we have

𝐹(𝑥 +
V1

𝐴
) = 𝐹(𝑥 −

V1

𝐵𝑞
) + 𝛼. (30)
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Then by (16), we have

ℎ (𝑥, V1) = V1 +
1

1 − 𝛼
∫

𝑥−(V1/𝐵𝑞)

𝑐

[𝐵𝑞𝑥 − 𝐵𝑞𝑡 − V1] 𝑑𝐹 (𝑡)

+
1

1 − 𝛼
∫

𝑚

𝑥+(V1/𝐴)
[𝐴𝑡 − 𝐴𝑥 − V1] 𝑑𝐹 (𝑡) ,

(31)

𝜕ℎ (𝑥, V1)

𝜕𝑥

=
1

1 − 𝛼
[𝐵𝑞𝐹(𝑥 −

V1

𝐵𝑞
) − 𝐴(1 − 𝐹(𝑥 +

V1

𝐴
))] .

(32)

It follows from (32) and 𝜕ℎ(𝑥, V1)/𝜕𝑥 = 0 that the optimal
solution 𝑥∗

1
to min

𝑥∈[𝑐,𝑚]
[ℎ(𝑥, V∗)] solves

1

1 − 𝛼
[𝐵𝑞𝐹(𝑥 −

V1

𝐵𝑞
) − 𝐴(1 − 𝐹(𝑥 +

V1

𝐴
))] = 0. (33)

Then it follows from (30) and (33) that

𝑥
∗

1
=

1

𝐴 + 𝐵𝑞
[𝐴𝐹
−1

(
𝐴 + 𝐵𝑞𝛼

𝐴 + 𝐵𝑞
) + 𝐵𝑞𝐹

−1

(
𝐴 (1 − 𝛼)

𝐴 + 𝐵𝑞
)] .

(34)

It is easily checked that the optimal solution to (P
1
) is

more complicated than that of (P). Similar to Corollaries 2–4,
we have the following results.

Corollary 6. For the risk-averse supplier, the optimal solution
𝑥
∗

1
to (P
1
) decreases with the growth of the excess penalty

coefficient 𝐵.

Proof. ByTheorem 5, the optimal solution to (P
1
) is given by

𝑥
∗

1
=

1

𝐴 + 𝐵𝑞
[𝐴𝐹
−1

(
𝐴 + 𝐵𝑞𝛼

𝐴 + 𝐵𝑞
) + 𝐵𝑞𝐹

−1

(
𝐴 (1 − 𝛼)

𝐴 + 𝐵𝑞
)] .

(35)

For simplicity, we denote

𝐴 + 𝐵𝑞𝛼

𝐴 + 𝐵𝑞
= 𝑀,

𝐴 (1 − 𝛼)

𝐴 + 𝐵𝑞
= 𝑁. (36)

It is obvious that

𝑀−𝑁 = 𝛼 ≥ 0, (37)

which implies

𝑀 ≥ 𝑁. (38)

Thus we have

𝜕𝑥
∗

1

𝜕𝐵
=

((𝜕 [𝐴𝐹
−1

(𝑀) + 𝐵𝑞𝐹
−1

(𝑁)]) / (𝜕𝐵)) (𝐴 + 𝐵𝑞)

(𝐴 + 𝐵𝑞)
2

−

[𝐴𝐹
−1

(𝑀) + 𝐵𝑞𝐹
−1

(𝑁)] 𝑞

(𝐴 + 𝐵𝑞)
2

= (((−𝐴𝑞 (1 − 𝛼) [𝐴(𝑓 (𝐹
−1

(𝑀)))
−1

+𝐵𝑞(𝑓 (𝐹
−1

(𝑁)))
−1

])× (𝐴+𝐵𝑞)
−1

)

+ (𝐴 + 𝐵𝑞) 𝑞𝐹
−1

(𝑁) ) ((𝐴 + 𝐵𝑞)
2

)
−1

−

[𝐴𝐹
−1

(𝑀) + 𝐵𝑞𝐹
−1

(𝑁)] 𝑞

(𝐴 + 𝐵𝑞)
2

= − (𝐴𝑞 (1 − 𝛼) [𝐴[𝑓 (𝐹
−1

(𝑀))]
−1

]

+𝐵𝑞[𝑓 (𝐹
−1

(𝑁))]
−1

) × ((𝐴 + 𝐵𝑞)
3

)
−1

−
𝐴𝑞

(𝐴 + 𝐵𝑞)
2
[𝐹
−1

(𝑀) − 𝐹
−1

(𝑁)] .

(39)

It follows from 𝑀 ≥ 𝑁 that 𝐹−1(𝑀) − 𝐹−1(𝑁) ≥ 0 holds,
which by (39) implies 𝜕𝑥∗

1
/𝜕𝐵 ≤ 0, and 𝑥∗

1
decreases with the

growth of the excess penalty coefficient 𝐵.

Corollary 7. For the risk-averse supplier, the optimal solution
𝑥
∗

1
to (P
1
) increases with the growth of shortage penalty

coefficient 𝐴.

Proof. ByTheorem 5, we have

𝜕𝑥
∗

1

𝜕𝐴
=

((𝜕 [𝐴𝐹
−1

(𝑀) + 𝐵𝑞𝐹
−1

(𝑁)]) / (𝜕𝐴)) (𝐴 + 𝐵𝑞)

(𝐴 + 𝐵𝑞)
2

−

[𝐴𝐹
−1

(𝑀) + 𝐵𝑞𝐹
−1

(𝑁)]

(𝐴 + 𝐵𝑞)
2

= (((𝐵𝑞 (1 − 𝛼) [𝐴(𝑓 (𝐹
−1

(𝑀)))
−1

]

+𝐵𝑞(𝑓 (𝐹
−1

(𝑁)))
−1

) (𝐴 + 𝐵𝑞)
−1

)

+ (𝐴 + 𝐵𝑞) 𝐹
−1

(𝑀) ) × ((𝐴 + 𝐵𝑞)
2

)
−1

−

[𝐴𝐹
−1

(𝑀) + 𝐵𝑞𝐹
−1

(𝑁)] 𝑞

(𝐴 + 𝐵𝑞)
2
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=

𝐵𝑞 (1 − 𝛼) [𝐴(𝑓 (𝐹
−1

(𝑀)))
−1

+ 𝐵𝑞(𝑓 (𝐹
−1

(𝑁)))
−1

]

(𝐴 + 𝐵𝑞)
3

+
𝐵𝑞

(𝐴 + 𝐵𝑞)
2
[𝐹
−1

(𝑀) − 𝐹
−1

(𝑁)] .

(40)

It follows from𝑀 ≥ 𝑁 that𝐹−1(𝑀)−𝐹−1(𝑁) ≥ 0 holds.Then
it concludes from (40) that 𝜕𝑥∗

1
/𝜕𝐴 ≥ 0, which implies that

the optimal solution 𝑥∗
1
to (P
1
) increases with the growth of

shortage penalty coefficient 𝐴.

Corollary 8. For the risk-averse supplier, the optimal solution
𝑥
∗

1
to (P
1
) decreases with the growth of the order quantity 𝑞

from the retailer.

Proof. ByTheorem 5, we have

𝜕𝑥
∗

1

𝜕𝑞
=

((𝜕 [𝐴𝐹
−1

(𝑀) + 𝐵𝑞𝐹
−1

(𝑁)]) / (𝜕𝑞))(𝐴 + 𝐵𝑞)

(𝐴 + 𝐵𝑞)
2

−

𝐵 [𝐴𝐹
−1

(𝑀) + 𝐵𝑞𝐹
−1

(𝑁)]

(𝐴 + 𝐵𝑞)
2

= (((𝐴𝐵 (1 − 𝛼)

× [𝐴𝑓 (𝐹
−1

(𝑀)) + 𝐵𝑞(𝑓 (𝐹
−1

(𝑁)))
−1

])

× (𝐴 + 𝐵𝑞)
−1

) +𝐵 (𝐴 + 𝐵𝑞) 𝐹
−1

(𝑁) )

× ((𝐴 + 𝐵𝑞)
2

)
−1

−

𝐵 [𝐴𝐹
−1

(𝑀) + 𝐵𝑞𝐹
−1

(𝑁)]

(𝐴 + 𝐵𝑞)
2

= −

𝐴𝐵 (1 − 𝛼) [𝐴[𝑓 (𝐹
−1

(𝑀))]
−1

+ 𝐵𝑞[𝑓 (𝐹
−1

(𝑁))]
−1

]

(𝐴 + 𝐵𝑞)
3

−
𝐴𝐵

(𝐴 + 𝐵𝑞)
2
[𝐹
−1

(𝑀) − 𝐹
−1

(𝑁)] .

(41)

It follows from𝑀 ≥ 𝑁 that𝐹−1(𝑀)−𝐹−1(𝑁) ≥ 0 holds.Then
it concludes from (41) that 𝜕𝑥∗

1
/𝜕𝑞 ≤ 0, which implies that the

optimal solution 𝑥∗
1
to (P
1
) decreases with the growth of the

order quantity 𝑞 from the retailer.
By Corollaries 6–8, the optimal wholesale price that

minimizes CVaR loss decreases with the growth of the excess
penalty coefficient𝐵 and the order quantity 𝑞 from the retailer
and increases with the growth of shortage penalty coefficient
𝐴.

Remark 9. For 𝛼 ∈ (0, 1), 𝑥∗
1
may not be monotone with 𝛼.

By Theorem 5, the optimal solution to (P
1
) is given by

𝑥
∗

1
=

1

𝐴 + 𝐵𝑞
[𝐴𝐹
−1

(
𝐴 + 𝐵𝑞𝛼

𝐴 + 𝐵𝑞
) + 𝐵𝑞𝐹

−1

(
𝐴 (1 − 𝛼)

𝐴 + 𝐵𝑞
)] .

(42)

Thus we have
𝜕𝑥
∗

1

𝜕𝛼
=

𝐴𝐵𝑞

(𝐴 + 𝐵𝑞)
2

𝑓 [𝐹−1 (𝑀)] 𝑓 [𝐹
−1
(𝑁)]

× [𝑓 (𝐹
−1

(𝑁)) − 𝑓 (𝐹
−1

(𝑀))] .

(43)

Obviously, the previous inequality shows that the sign of
𝜕𝑥
∗

1
/𝜕𝛼 is the same as that of 𝑓(𝐹−1(𝑁)) − 𝑓(𝐹−1(𝑀)),

which maybe positive or negative. Specially, if 𝑓(⋅) increases
monotonically, it concludes from𝑀 ≥ 𝑁 that 𝑓[𝐹−1(𝑀)] ≥
𝑓[𝐹
−1
(𝑁)], which implies 𝜕𝑥∗

1
/𝜕𝛼 ≤ 0, and then the optimal

wholesale price𝑥∗
1
decreases with the growth of𝛼. Otherwise,

if 𝑓(⋅) decreases monotonically, it concludes from 𝑀 ≥ 𝑁

that 𝑓[𝐹−1(𝑀)] ≤ 𝑓[𝐹−1(𝑁)], which implies 𝜕𝑥∗
1
/𝜕𝛼 ≥ 0,

and then the optimal wholesale price 𝑥∗
1
increases with the

growth of 𝛼.

Example 10. For a two-stage supply chain, suppose that the
market wholesale price 𝜉 subjects to exponential distribution
𝑒(0.25), uniform distribution 𝑈(3, 5), and normal distribu-
tion 𝑁(4, 0.52), respectively. Let 𝐴 = 100, 𝐵 = 2, and
𝑞 = 100. For different confidence level 𝛼, we compute the
optimal wholesale price of the risk-averse supplier with CVaR
measure of loss, with the results listed in Table 1.

As shown in Table 1, if the market wholesale price 𝜉
subjects to the exponential distribution 𝑒(0.25), then the
optimal wholesale price 𝑥∗

1
of the supplier increases with

the growth of 𝛼; if the market wholesale price 𝜉 subjects to
the uniform distribution 𝑈(3, 5), then the optimal wholesale
price𝑥∗

1
of the supplier stays the same; if themarket wholesale

price 𝜉 subjects to the normal distribution𝑁(4, 0.52), then the
optimal wholesale price 𝑥∗

1
of the supplier decreases with the

growth of 𝛼.

3.3. Optimal Wholesale Price in Balancing Expected Loss and
CVaR Loss. Evidently, the CVaR approach is too conservative
for some suppliers, who pay great attention to the loss above
the VaR while the part below the VaR is ignored. Therefore,
we intend to find a wholesale price that balances the expected
loss and CVaR loss. For this aim, we propose the following
problem:

min
𝑥∈[𝑐,𝑚]

[𝜆𝐸 (𝐿 (𝑥)) + (1 − 𝜆)CVaR
𝛼
(𝑥)] , (P

2
)

where 𝜆 ∈ [0, 1] is the weight of the expected loss, which
represents the relative importance of the expected loss as
compared to the CVaR loss. This utility function reflects the
fact that suppliers concern both minimization of expected
loss and risk control.Then our objective is to find the optimal
solution to Problem (P

2
).
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Table 1: Optimal wholesale prices for different distributions of 𝜉.

𝛼 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
𝜉 ∼ 𝑒(0.25) 𝑞

∗

1
1.632 1.665 1.725 1.817 1.951 2.144 2.427 2.781 3.701

𝜉 ∼ 𝑈(3, 5) 𝑞
∗

1
3.667 3.667 3.667 3.667 3.667 3.667 3.667 3.667 3.667

𝜉 ∼ 𝑁(4, 0.5
2

) 𝑞
∗

1
3.783 3.778 3.771 3.761 3.749 3.734 3.713 3.685 3.639

Theorem 11. For the supplier, if it satisfies

𝜆 ≥
𝐴

(𝐴 + 𝐵𝑞) 𝐹 [(𝐴/ (𝐴 + 𝐵𝑞)) 𝐹−1 (𝛼)]
, (44)

then the optimal solution to (P
2
) is given by

𝑥
∗

2
= 𝐹
−1

[
𝐴

𝜆 (𝐴 + 𝐵𝑞)
] ; (45)

otherwise, the optimal solution to (P
2
) solves

𝑥
∗

2
= ([𝐴𝐹

−1

((𝛼 (1 − 𝜆) (𝐴 + 𝐵𝑞) + (1 − 𝛼)

× (𝐴 − 𝜆 (𝐴 + 𝐵𝑞) 𝐹 (𝑥
∗

2
)))

×((1 − 𝜆) (𝐴 + 𝐵𝑞))
−1

)

+𝐵𝑞𝐹
−1

(
(1 − 𝛼) (𝐴 − 𝜆 (𝐴 + 𝐵𝑞) 𝐹 (𝑥

∗

2
))

(1 − 𝜆) (𝐴 + 𝐵𝑞)
)])

× (𝐴 + 𝐵𝑞)
−1

.

(46)

Proof. Similar to the proof of Theorem 5, let us define a
convex function

𝑘 (𝑥, V) = 𝜆 [𝐴𝐸𝜉 − 𝐴𝑥 + (𝐴 + 𝐵𝑞)∫
𝑥

𝑐

(𝑥 − 𝑡) 𝑑𝐹 (𝑡)]

+ (1 − 𝜆) [ V +
1

1 − 𝛼
∫

𝑥

𝑐

(𝐵𝑞𝑥 − 𝐵𝑞𝑡 − V)
+

𝑑𝐹 (𝑡)

+
1

1 − 𝛼
∫

𝑚

𝑥

(𝐴𝑡 − 𝐴𝑥 − V)+𝑑𝐹 (𝑡) ] .

(47)

Obviously, the optimal solution to (P
2
) equals the optimal

solution to the following problem:

min
𝑥∈[𝑐,𝑚]

[min
V∈𝑅
𝑘 (𝑥, V)] . (48)

Note that the first item in the right hand of (47) has nothing
to do with V; then for any fixed 𝑥, it is concluded from the
proof ofTheorem 5 that the optimal solution tominV∈𝑅𝑘(𝑥, V)
is given by

V∗ =

{{{

{{{

{

𝐴[𝐹
−1

(𝛼) − 𝑥] 𝑥 <
𝐴

𝐴 + 𝐵𝑞
𝐹
−1

(𝛼) ,

V1 𝑥 ≥
𝐴

𝐴 + 𝐵𝑞
𝐹
−1

(𝛼) ,

(49)

where V1 solves

𝐹(𝑥 +
V1

𝐴
) = 𝐹(𝑥 −

V1

𝐵𝑞
) + 𝛼. (50)

Thus, we solve min
𝑥∈[𝑐,𝑚]

[minV∈𝑅𝑘(𝑥, V)] =

min
𝑥∈[𝑐,𝑚]

𝑘(𝑥, V∗) in the following two different cases.

(a) 𝑥 < (𝐴/(𝐴 + 𝐵𝑞))𝐹−1(𝛼).

In this case, it follows from (49) that the optimal solution
to the problem minV 𝑘(𝑥, V) is given by

V∗ = 𝐴 [𝐹−1 (𝛼) − 𝑥] . (51)

Then by (47), we have

𝑘 (𝑥, V∗) = 𝜆 [𝐴𝐸𝜉 − 𝐴𝑥 + (𝐴 + 𝐵𝑞)∫
𝑥

𝑐

(𝑥 − 𝑡) 𝑑𝐹 (𝑡)]

+ (1 − 𝜆) [ 𝐴 (𝐹
−1

(𝛼) − 𝑥) +
1

1 − 𝛼
∫

𝑥

𝑐

0𝑑𝐹 (𝑡)

+
1

1 − 𝛼
∫

𝑚

𝐹
−1
(𝛼)

(𝐴 (𝑡 − 𝐹
−1

(𝛼))) 𝑑𝐹 (𝑡) ] ,

(52)

𝜕𝑘 (𝑥, V∗)

𝜕𝑥
= 𝜆 (𝐴 + 𝐵𝑞) 𝐹 (𝑥) − 𝐴. (53)

Obviously, it satisfies

𝜕𝑘 (𝑥, V∗)

𝜕𝑥

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨𝑥=𝑐

= −𝐴 < 0. (54)

If it satisfies (𝜕𝑘(𝑥, V∗)/𝜕𝑥)|
𝑥=(𝐴/(𝐴+𝐵𝑞))𝐹

−1
(𝛼)
≥ 0, that is, 𝜆 ≥

𝐴/(𝐴 + 𝐵𝑞)𝐹[(𝐴/(𝐴 + 𝐵𝑞))𝐹
−1
(𝛼)], then it concludes from

(53) and 𝜕𝑘(𝑥, V∗)/𝜕𝑥 = 0 that the optimal solution 𝑥∗ to
min
𝑥∈[𝑐,𝑚]

𝑘(𝑥, V∗) is given by

𝑥
∗

2
= 𝐹
−1

[
𝐴

𝜆 (𝐴 + 𝐵𝑞)
] . (55)

Otherwise, we consider the case of 𝑥 ≥ (𝐴/(𝐴 + 𝐵𝑞))𝐹−1(𝛼).

(b) 𝑥 ≥ (𝐴/(𝐴 + 𝐵𝑞))𝐹−1(𝛼).

In this case, it follows from (49) that the optimal solution
to the problem minV 𝑘(𝑥, V) is given by V∗ = V1.
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Then by (47), we have

𝑘 (𝑥, V∗) = 𝑘 (𝑥, V1)

= 𝜆 [𝐴𝐸𝜉−𝐴𝑥+(𝐴+𝐵𝑞)∫

𝑥

𝑐

(𝑥 − 𝑡) 𝑑𝐹 (𝑡)] + (1 − 𝜆)

× [ V1 +
1

1 − 𝛼

× ∫

𝑥−(V1/𝐵𝑞)

𝑐

(𝐵𝑞𝑥 − 𝐵𝑞𝑡 − V1) 𝑑𝐹 (𝑡)

+
1

1 − 𝛼
∫

𝑚

𝑥+(V1/𝐴)
(𝐴𝑡−𝐴𝑥 − V1) 𝑑𝐹 (𝑡)] ,

(56)

𝜕𝑘 (𝑥, V1)

𝜕𝑥
= 𝜆 (𝐴 + 𝐵𝑞) 𝐹 (𝑥) − 𝜆𝐴

+
1 − 𝜆

1 − 𝛼
[𝐵𝑞𝐹(𝑥 −

V1

𝐵𝑞
) + 𝐴𝐹(𝑥 +

V1

𝐴
)− 𝐴].

(57)

Obviously, it follows from (50) and (57) that

𝜕𝑘 (𝑥, V1)

𝜕𝑥

= 𝜆 (𝐴 + 𝐵𝑞) 𝐹 (𝑥) − 𝜆𝐴

+
1 − 𝜆

1 − 𝛼
[(𝐴 + 𝐵𝑞) 𝐹(𝑥 −

V1

𝐵𝑞
) − 𝐴 (1 − 𝛼)]

= 𝜆 (𝐴 + 𝐵𝑞) 𝐹 (𝑥) − 𝐴 +
1 − 𝜆

1 − 𝛼
(𝐴 + 𝐵𝑞) 𝐹(𝑥 −

V1

𝐵𝑞
)

(58)

= 𝜆 (𝐴 + 𝐵𝑞) 𝐹 (𝑥) − 𝐴 +
1 − 𝜆

1 − 𝛼
(𝐴 + 𝐵𝑞)

× [𝐹(𝑥 +
V1

𝐴
) − 𝛼] .

(59)

It follows from (58) and 𝜕𝑘(𝑥, V1)/𝜕𝑥 = 0 that

V1 = 𝐵𝑞𝑥 − 𝐵𝑞𝐹−1 [
(1 − 𝛼) (𝐴 − 𝜆 (𝐴 + 𝐵𝑞) 𝐹 (𝑥))

(1 − 𝜆) (𝐴 + 𝐵𝑞)
] . (60)

Thus, it concludes form (59), (60), and 𝜕𝑘(𝑥, V1)/𝜕𝑥 = 0 that
the optimal solution 𝑥∗

2
to min

𝑥∈[𝑐,𝑚]
𝑘(𝑥, V∗) solves

𝑥
∗

2
= (𝐴𝐹

−1

[ (𝛼 (1 − 𝜆) (𝐴 + 𝐵𝑞) + (1 − 𝛼)

× (𝐴 − 𝜆 (𝐴 + 𝐵𝑞) 𝐹 (𝑥
∗

2
)))

× ((1 − 𝜆) (𝐴 + 𝐵𝑞))
−1

]

+𝐵𝑞𝐹
−1

[
(1 − 𝛼) (𝐴 − 𝜆 (𝐴 + 𝐵𝑞) 𝐹 (𝑥

∗

2
))

(1 − 𝜆) (𝐴 + 𝐵𝑞)
])

× (𝐴 + 𝐵𝑞)
−1

.

(61)

In fact, Problems (P) and (P
1
) can be seen as the special

cases of Problem (P
2
) when 𝜆 = 1 and 𝜆 = 0, respectively. By

Theorem 11, we have the following conclusions.

(i) For 𝜆 = 1, Problem (P
2
) is reduced to problem (P). If

it satisfies

1 = 𝜆 ≥
𝐴

(𝐴 + 𝐵𝑞) 𝐹 [(𝐴/ (𝐴 + 𝐵𝑞)) 𝐹−1 (𝛼)]
, (62)

which implies that (44) holds, then the optimal solution to
(P
2
) is given by

𝑥
∗

2
= 𝐹
−1

[
𝐴

𝜆 (𝐴 + 𝐵𝑞)
] . (63)

It follows with 𝜆 = 1 that

𝑥
∗

2
= 𝐹
−1

[
𝐴

𝜆 (𝐴 + 𝐵𝑞)
] = 𝐹

−1

(
𝐴

𝐴 + 𝐵𝑞
) , (64)

which is the same as the optimal solution𝑥∗
0
to (P); otherwise,

if it satisfies

𝜆 = 1 <
𝐴

(𝐴 + 𝐵𝑞) 𝐹 [(𝐴/ (𝐴 + 𝐵𝑞)) 𝐹−1 (𝛼)]
, (65)

then the optimal solution 𝑥∗
2
to (P
2
) is given by (46). By (58)

in the proof of Theorem 11, 𝑥∗
2
solves

𝜕𝑘 (𝑥, V1)

𝜕𝑥
= 𝜆 (𝐴 + 𝐵𝑞) 𝐹 (𝑥) − 𝐴

+
1 − 𝜆

1 − 𝛼
(𝐴 + 𝐵𝑞) 𝐹(𝑥 −

V1

𝐵𝑞
) = 0,

(66)

which follows with 𝜆 = 1 that

𝜕𝑘 (𝑥, V1)

𝜕𝑥
= (𝐴 + 𝐵𝑞) 𝐹 (𝑥) − 𝐴 = 0, (67)
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Figure 1: Optimal wholesale prices 𝑥∗
0
, 𝑥∗
1
, and 𝑥∗

2
for different shortage penalty coefficient 𝐴 and excess penalty coefficient 𝐵.

which implies

𝑥
∗

2
= 𝐹
−1

(
𝐴

𝐴 + 𝐵𝑞
) , (68)

which is the same as the optimal solution 𝑥∗
0
to (P), too.

(ii) For 𝜆 = 0, Problem (P
2
) is reduced to Problem (P

1
).

In this case, since

𝐴

(𝐴 + 𝐵𝑞) 𝐹 [(𝐴/ (𝐴 + 𝐵𝑞)) 𝐹−1 (𝛼)]
> 0 = 𝜆, (69)

by Theorem 11, it is obvious that the optimal solution 𝑥∗
2
to

(P
2
) is given by

𝑥
∗

2
= ([𝐴𝐹

−1

((𝛼 (1 − 𝜆) (𝐴 + 𝐵𝑞) + (1 − 𝛼)

× (𝐴 − 𝜆 (𝐴 + 𝐵𝑞) 𝐹 (𝑥
∗

2
)))

×((1 − 𝜆) (𝐴 + 𝐵𝑞))
−1

)

+𝐵𝑞𝐹
−1

(
(1 − 𝛼) (𝐴 − 𝜆 (𝐴 + 𝐵𝑞) 𝐹 (𝑥

∗

2
))

(1 − 𝜆) (𝐴 + 𝐵𝑞)
)])

× (𝐴 + 𝐵𝑞)
−1

,

(70)

which follows with 𝜆 = 0 that

𝑥
∗

2
=

1

𝐴 + 𝐵𝑞
[𝐴𝐹
−1

(
𝐴 + 𝐵𝑞𝛼

𝐴 + 𝐵𝑞
) + 𝐵𝑞𝐹

−1

(
𝐴 (1 − 𝛼)

𝐴 + 𝐵𝑞
)] ,

(71)

which is the same as the optimal solution 𝑥∗
1
to (P
1
).

Based on Corollaries 2–8, it is obvious that the optimal
solution 𝑥∗

1
to (P
2
) decreases with the growth of the excess

penalty coefficient 𝐵 and the growth of the order quantity 𝑞
from the retailer and increases with the growth of shortage
penalty coefficient 𝐴.

Remark 12. By Remark 9, the optimal solution to (P
2
) may

not be monotone with 𝛼.

Remark 13. For the supplier, the optimal solution to (P
2
)may

not be monotone with 𝜆. In fact, by Theorem 11, we have
the following conclusion: if 𝜆 ≥ 𝐴/((𝐴 + 𝐵𝑞)𝐹[(𝐴/(𝐴 +

𝐵𝑞))𝐹
−1
(𝛼)]), we have 𝑥∗

2
= 𝐹
−1
[𝐴/𝜆(𝐴 + 𝐵𝑞)], and it is

obvious that 𝑥∗
2
decreases with the growth of 𝜆; otherwise,

𝑥
∗

2
is given by (46). Let

[
(1 − 𝛼) [𝐴 − 𝜆 (𝐴 + 𝐵𝑞) 𝐹 (𝑥

∗

2
)]

(1 − 𝜆) (𝐴 + 𝐵𝑞)
] = 𝐻,

𝛼 (1 − 𝜆) (𝐴 + 𝐵𝑞) + (1 − 𝛼) [𝐴 − 𝜆 (𝐴 + 𝐵𝑞) 𝐹 (𝑥
∗

2
)]

(1 − 𝜆) (𝐴 + 𝐵𝑞)
= 𝐺.

(72)

Then, we have

𝑥
∗

2
=
𝐴𝐹
−1

(𝐺) + 𝐵𝑞𝐹
−1

(𝐻)

𝐴 + 𝐵𝑞
, (73)

and it is obvious

𝐺 = 𝐻 + 𝛼 ≥ 𝐻. (74)



10 Discrete Dynamics in Nature and Society

Differentiating 𝑥∗
2
with respect to 𝜆, we have

𝜕𝑥
∗

2

𝜆
[(𝐴 + 𝐵𝑞) + (

𝐴

𝑓 (𝐹−1 (𝐺))

+
𝐵𝑞

𝑓 (𝐹−1 (𝐻))
)
𝜆 (1 − 𝛼) 𝑓 (𝑥

∗

2
)

1 − 𝜆
]

= [
𝐴

𝑓 (𝐹−1 (𝐺))
+

𝐵𝑞

𝑓 (𝐹−1 (𝐻))
]

×
(1 − 𝛼) [𝐴 − (𝐴 + 𝐵𝑞) 𝐹 (𝑥

∗

2
)]

(1 − 𝜆)
2

(𝐴 + 𝐵𝑞)

.

(75)

The previous equality shows that the sign of 𝜕𝑥∗
2
/𝜕𝜆 is the

same as that of 𝐴 − (𝐴 + 𝐵𝑞)𝐹(𝑥∗
2
), which may be positive

or negative.

4. Numerical Example

In this section, we will give an example to show the results
obtained in Section 4.

Example 1. For a two-stage supply chain, suppose that the
market wholesale price 𝜉 subjects to uniform distribution
𝑈(3, 5). Let us compute the optimal wholesale prices 𝑥∗

0
, 𝑥∗
1
,

and 𝑥∗
2
for the supplier and give some sensitivity analysis.

Let 𝑞 = 100,𝛼 = 0.5, and 𝜆 = 0.5, we compute the optimal
wholesale prices 𝑥∗

0
, 𝑥∗
1
, and 𝑥∗

2
and illustrate the changes of

these optimal wholesale prices with different parameters 𝐴
and 𝐵 in Figure 1. By Figure 1, it is easily checked that 𝑥∗

0
, 𝑥∗
1
,

and 𝑥∗
2
are increasing in shortage penalty coefficient 𝐴 and

decreasing in excess penalty coefficient 𝐵, respectively.
Moreover, for 𝐴 = 100, 𝐵 = 2, 𝑞 = 100, and 𝜆 = 0.5,

we compute the optimal wholesale prices 𝑥∗
1
and illustrate the

changes of 𝑥∗
1
with confidence level 𝛼 in Figure 2. By Figure 2,

it is easily found that the optimal wholesale prices 𝑥∗
1
are

decreasing in the confidence level 𝛼.

5. Conclusions

With the growing emphasis on globalization, suppliers in
two-stage supply chains encounter competitions from coun-
terparts that provide the same products or services. A lower
wholesale price certainly can attract customers, but it appar-
ently reduces the profits of the suppliers. Thus, how to decide
a wholesale price to coordinate/balance the two aspects—
loss and risk—is very important. In this paper, we investigate
the optimal pricing strategies of the suppliers in competitive
circumstances. We introduce a new loss function for the
suppliers, which considers the influence of wholesale prices
to both the current loss and the future loss. Some optimal
wholesale prices under different objectives are obtained.
Further, the properties of these optimal wholesale prices are
also studied. We think this paper provides some help for
suppliers in deciding the wholesale price for their products.

Several extensions of this paper are possible. A further
research is to consider the case where the order quantity of

0 0.2 0.4 0.6 0.8 1
3.5

3.55

3.6

3.65

3.7

3.75

3.8

𝛼

x

A = 100, B = 2, q = 100

x
∗

1

Figure 2: Optimal wholesale prices 𝑥∗
1
for different confidence level

𝛼.

the retailer is wholesale price dependent. In such, the decision
of an incumbent supplier as to wholesale price also influences
the order quantity of the retailer, which has amore significant
impact on his/her present and long-term profits.
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