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Feature interaction has gained considerable attention recently. However, many feature selection methods considering interaction
are only designed for categorical features. This paper proposes a mixed feature selection algorithm based on neighborhood rough
sets that can be used to search for interacting features. In this paper, feature relevance, feature redundancy, and feature interaction
are defined in the framework of neighborhood rough sets, the neighborhood interactionweight factor reflecting whether a feature is
redundant or interactive is proposed, and a neighborhood interaction weight based feature selection algorithm (NIWFS) is brought
forward. To evaluate the performance of the proposed algorithm, we compare NIWFSwith other three feature selection algorithms,
including INTERACT, NRS, and NMI, in terms of the classification accuracies and the number of selected features with C4.5 and
IB1. The results from ten real world datasets indicate that NIWFS not only deals with mixed datasets directly, but also reduces the
dimensionality of feature space with the highest average accuracies.

1. Introduction

Feature selection plays an important role in pattern recogni-
tion and machine learning. It has drawn attention of many
researchers from various fields. This task aims to select the
essential features that allow us to discern between patterns
belonging to different classes. The effects of feature selection
have been widely recognized in, for example, improving pre-
dictive accuracy, facilitating data visualization, reducing stor-
age requirements, and reducing training time [1].

Many feature selection methods have been proposed to
remove as many irrelevant and redundant features as poss-
ible [2–8], such as Relief and its variation Relief-F [9, 10],
correlation-based feature selection (CFS) [11], mutual infor-
mation based feature selection (MIFS) [12], fast correlation-
based filter (FCBF) [13], and minimum-redundancy maxi-
mum-relevance (MRMR) [14]. However, apart from the iden-
tification of irrelevant and redundant features, an important
but usually neglected issue is feature interaction [15]. Inter-
acting features are those that appear to be irrelevant or
weakly relevant to the class individually, but when it is com-
bined with other features, it may highly correlate to the class.
A typical example is the XOR problem.There are two features

and a class label which is zero if both features have the same
value and one otherwise. Obviously, each feature does not
carry any information about the class individually; however,
the two features determine the class completely when com-
bined. In many classification problems, a feature that is com-
pletely useless by itself sometimes can provide a significant
performance improvement when taken with others. If we
only consider relevance and redundancy but ignore interac-
tion, some salient features may be missing.

Some wrapper methods are able to deal with feature
interaction to some extent, but thesemethods require amodel
testing each feature subset and the process is usually time-
consuming, especially for some computational expensive
models. Furthermore, wrapper methods are very sensitive to
the specific classification algorithm, and the performance of
the model does not necessarily reflect the actual predictive
ability of the selected feature subset. Therefore, it is a chal-
lenge to filter out the irrelevant and redundant features and
reserve only a small number of interactive features. Feature
interaction increasingly arouses the attention of researchers.
Zhao and Liu [16] propose to search for interacted features
using consistency contribution to measure feature relevance.
Recently, Wang et al. [17] bring forward a propositional
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FOIL rule based algorithm FRFS.The algorithm involves two
steps: (i) redundant feature exclusion and interactive feature
reservation and (ii) the irrelevant feature identification. The
experimental results demonstrate the effectiveness of FRFS
algorithm.

Although the work mentioned above has pointed out the
existence and effectiveness of feature interaction, the state-of-
the-art feature selection techniques of searching interacting
features are merely designed for categorical datasets. In real
world, however, data comes with a mixed format in the
majority of cases [18]. Discretizing numerical features usually
bring information loss because the degrees of membership of
values to discretized values are not considered [19].

Rough set theory [20–23], introduced byPawlak, is awell-
known mathematical approach addressing vague and uncer-
tain data with no additional information. It has attracted the
attention of many researchers who have studied its theories
and applications during the last decades. Rough set theory
can be used to find a subset of informative features which pre-
serves the discernible ability from the original features.
Therefore, it has been playing an important role in feature
selection [24–29]. However, classical rough set theory can
only deal with nominal feature values. Since numerical fea-
ture values are more common in real world, the crisp rough
set theory encounters a challenge.Therefore, some newmod-
els such as fuzzy rough sets and neighborhood rough sets are
usually considered for extension of the classical rough set the-
ory. These extended models can be used to deal with mixed
numerical and categorical data within a uniform framework
[30–32]. For example, Jensen and Shen [33, 34] generalized
the dependency function defined in classical rough sets
based on positive region into the fuzzy case and presented
a rough-fuzzy feature selection algorithm. Hu et al. [31, 35]
substituted classical equivalence relation with neighborhood
relations and introduced a neighborhood rough setsmodel to
address the data with mixed features. A neighborhood rough
set based heterogeneous feature subset selection (NRS) [31]
which utilizes the neighborhood dependency to evaluate the
significance of a subset of heterogeneous features is proposed.
As the robustness to noise and transformation of mutual
information,Hu et al. also generalized Shannon’s information
entropy to neighborhood information entropy and proposed
a neighborhood mutual information based feature selection
method (NMI) [35].

Inspired by the fact that neighborhood granules can
characterize numerical features, in this paper, we attempt to
analyze relevance, redundancy, and interaction in the frame-
work of neighborhood rough sets. Since redundant features
produce negative influence and interaction features produce
positive influence in predicting, a neighborhood interaction
weight factor is introduced to measure the redundancy and
interaction of candidate features. We can adjust the relevance
measure between a feature and the class by the neigh-
borhood interaction weight factor and rank the candidate
features with the adjusted relevance measure. Finally, we
propose a neighborhood interaction weight based feature
selection algorithm (NIWFS). To verify its performance, the
proposed method is compared with three state-of-the-art
feature selection methods (INTERACT, NRS, and NMI) on

a series of benchmark datasets. Experiment results show that
our proposed method can be applied to dataset with mixed
categorical and numerical features directly and outperforms
the other selectors.

The remainder of this paper is structured as follows: Sec-
tion 2 reviews some basic concepts related to neighborhood
rough sets and neighborhood entropy-based information
measures; Section 3 provides our definitions of relevant
feature, redundant feature, and interactive feature based
on neighborhood interaction gain; Section 4 puts forward
a neighborhood interaction weight based feature selection
algorithm; Section 5 presents the experimental results and
analysis to evaluate the effectiveness of the proposedmethod;
and Section 6 lays out our conclusions.

2. Preliminaries

In this section, we briefly introduce some basic concepts
and notations of neighborhood rough set model and some
neighborhood entropy-based information measures.

2.1. Neighborhood Rough Set Model. The notion of an infor-
mation system provides a convenient basis for the repre-
sentation of objects in terms of their attributes (also called
features). An information system is a quadruple (𝑈, 𝐴, 𝑉, 𝑓),
where𝑈 is a nonempty finite set of objects called the universe,
𝐴 is a nonempty finite set of attributes, 𝑉 = ⋃

𝑎∈𝐴
𝑉
𝑎
where

𝑉
𝑎
is the value domain of attribute 𝑎, and 𝑓 : 𝑈 × 𝐴 → 𝑉

is an information function which associates a unique value
of each attribute with every object belonging to 𝑈 such that,
for any 𝑎 ∈ 𝐴 and 𝑢 ∈ 𝑈, 𝑓(𝑢, 𝑎) ∈ 𝑉

𝑎
. A decision table

IS = (𝑈, 𝐶 ∪ {𝑑}, 𝑉, 𝑓) is a special case of information system,
where attributes in 𝐴 are called condition attributes and 𝑑 is
a designated attribute called the decision attribute.

Definition 1 (see [36]). A neighborhood information system
is a quintuple NIS = (𝑈,𝐴, 𝑉, 𝑓, 𝛿), where 𝑈 is a nonempty
finite set of objects called the universe;𝐴 is a nonempty finite
set of attributes;𝑉 is the union of attribute domains such that
𝑉 = ⋃

𝑎∈𝐴
𝑉
𝑎
; for any 𝑎 ∈ 𝐴, there exists a mapping 𝑈 →

𝑉
𝑎
, where 𝑉

𝑎
is the set of values of 𝑎; 𝛿 is a neighborhood

parameter. More specially, NIS = (𝑈, 𝐶 ∪ {𝑑}, 𝑉, 𝑓, 𝛿) is called
a neighborhood decision system, where𝐶 is a set of condition
attributes and 𝑑 is a decision attribute.

In classical rough sets, the objects with the same feature
value are pooled into a set, called equivalence class. These
objects are expected to belong to the same class; otherwise,
they are inconsistent. However, it is unfeasible to compute
equivalence classes with numerical features because the
probability of objects with the same numerical value is very
small [35].Therefore, the equivalence class will be substituted
by the neighborhood class.

Definition 2 (see [36]). Let NIS = (𝑈, 𝐴, 𝑉, 𝑓, 𝛿) be a
neighborhood information system. For any attribute subset
𝐵 ⊆ 𝐴, there exists a distance function 𝑑

𝐵
: 𝑈 × 𝑈 →

[0, 1], and then 𝐵 determines a similarity relation denoted by
NR
𝛿
(𝐵) as follows:

NR
𝛿
(𝐵) = {(𝑥, 𝑦) ∈ 𝑈 × 𝑈 | 𝑑

𝐵
(𝑥, 𝑦) ≤ 𝛿} . (1)
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Theneighborhood class𝑁𝛿
𝐵
(𝑥)with respect to𝐵 is defined

as

𝑁
𝛿

𝐵
(𝑥) = {𝑦 | 𝑦 ∈ 𝑈, 𝑑 (𝑥, 𝑦) ≤ 𝛿} . (2)

The distance metric can be denoted by

𝑑
𝑃

𝐵
(𝑥, 𝑦) = (

𝑁

∑
𝑖=1

𝑎𝑖 (𝑥) − 𝑎
𝑖
(𝑦)


𝑃

)

1/𝑃

. (3)

This is aManhattan distance if𝑃 = 1, a Euclidean distance
if 𝑃 = 2, and a Chebyshev distance if 𝑃 = ∞.

Theorem 3 (monotonicity [31]). Let 𝑁𝐼𝑆 = (𝑈, 𝐴, 𝑉, 𝑓, 𝛿) be
a neighborhood information system. For 𝑃,𝑄 ⊆ 𝐴 and 𝑥

𝑖
∈ 𝑈,

one has the following:

(1) if 𝑃 ⊆ 𝑄, then𝑁𝛿
𝑃
(𝑥
𝑖
) ⊇ 𝑁𝛿

𝑄
(𝑥
𝑖
);

(2) if 𝛿
1
≤ 𝛿
2
, then𝑁

𝛿
1

𝑃
(𝑥
𝑖
) ⊆ 𝑁

𝛿
2

𝑃
(𝑥
𝑖
).

The monotonicity is very important for constructing a
greedy forward or backward search algorithm [2]. It guarantees
that addition of any new attribute to the existing subset does not
lead to a decrease of the relevance between the new subset and
the decision attribute.

2.2. Some Neighborhood Entropy-Based Information Mea-
sures. Shannon’s information theory, first introduced in 1948
[37], provides a way to measure the information of random
variables. The entropy is a measure of uncertainty of random
variables [38]. In this section, some neighborhood entropy-
based information measures are defined in a neighborhood
system which is the generalization of Shannon’s entropy.

Definition 4 (see [35]). Let NIS = (𝑈,𝐴, 𝑉, 𝑓, 𝛿) be a neigh-
borhood information system, 𝐵 ⊆ 𝐴, and 𝑥

𝑖
∈ 𝑈. Then the

neighborhood entropy is defined as

NH
𝛿
(𝐵) = −

1

|𝑈|

|𝑈|

∑
𝑖=1

log

𝑁𝛿
𝐵
(𝑥
𝑖
)


|𝑈|
. (4)

Since ∀𝑥
𝑖
, 𝑁𝛿
𝐵

⊆ 𝑈, 1/|𝑈| ≤ |𝑁𝛿
𝐵
(𝑥
𝑖
)|/|𝑈| ≤ 1, so we

have 0 ≤ NH
𝛿
(𝐵) ≤ log |𝑈|. NH

𝛿
(𝐵) = log |𝑈| if and only

if ∀𝑥
𝑖
, |𝑁𝛿
𝐵
(𝑥
𝑖
)| = 1; that is, 𝑁𝛿

𝐵
(𝑥
𝑖
) = {𝑥

𝑖
}. NH

𝛿
(𝐵) = 0

if and only if ∀𝑥
𝑖
, |𝑁𝛿
𝐵
(𝑥
𝑖
)| = |𝑈|; that is, 𝑁𝛿

𝐵
(𝑥
𝑖
) = 𝑈.

Obviously, when attribute subset 𝐵 can distinguish any two
objects, the neighborhood entropy is the largest; when attri-
bute subset 𝐵 cannot distinguish any two objects, the neigh-
borhood entropy is zero.

Theorem 5 (see [35]). If 𝛿 = 0, then 𝑁𝐻
𝛿
(𝐵) = 𝐻(𝐵), where

𝐻(𝐵) is Shannon’s entropy.

Theorem 5 indicates that neighborhood entropy equals
Shannon’s entropy if attributes are discrete.That is, neighbor-
hood entropy is a natural generalization of Shannon’s entropy.

Definition 6 (see [35]). Let NIS = (𝑈,𝐴, 𝑉, 𝑓, 𝛿) be a neigh-
borhood information system, 𝑃,𝑄 ⊆ 𝐴, and 𝑥

𝑖
∈ 𝑈. Then the

joint neighborhood entropy is computed as

NH
𝛿
(𝑃, 𝑄) = −

1

|𝑈|

|𝑈|

∑
𝑖=1

log

𝑁𝛿
𝑃∪𝑄

(𝑥
𝑖
)


|𝑈|
. (5)

Theorem 7 (see [35]). Consider 𝑁𝐻
𝛿
(𝑃, 𝑄) ≥ 𝑁𝐻

𝛿
(𝑃),

𝑁𝐻
𝛿
(𝑃, 𝑄) ≥ 𝑁𝐻

𝛿
(𝑄).

Definition 8 (see [35]). Let NIS = (𝑈, 𝐴, 𝑉, 𝑓, 𝛿) be a neigh-
borhood information system, 𝑃,𝑄 ⊆ 𝐴, and 𝑥

𝑖
∈ 𝑈. Then the

neighborhood mutual information of 𝑃 and 𝑄 is defined as

NMI
𝛿
(𝑃; 𝑄) = −

1

|𝑈|

|𝑈|

∑
𝑖=1

log

𝑁𝛿
𝑃
(𝑥
𝑖
)

⋅

𝑁𝛿
𝑄
(𝑥
𝑖
)


|𝑈| ⋅

𝑁𝛿
𝑃∪𝑄

(𝑥
𝑖
)


. (6)

The neighborhood mutual information NMI
𝛿
(𝑃; 𝑄) des-

cribes the common information found in𝑃 and𝑄. It is usually
used tomeasure the relevance between numerical or nominal
variables.

Theorem 9 (see [35]). The relation between neighborhood
mutual information and neighborhood entropy is as follows:

(1) 𝑁𝑀𝐼
𝛿
(𝑃; 𝑄) = 𝑁𝑀𝐼

𝛿
(𝑄; 𝑃);

(2) 𝑁𝑀𝐼
𝛿
(𝑃; 𝑄) = 𝑁𝐻

𝛿
(𝑃) + 𝑁𝐻

𝛿
(𝑄) − 𝑁𝐻

𝛿
(𝑃, 𝑄);

(3) 𝑁𝑀𝐼
𝛿
(𝑃; 𝑄) = 𝑁𝐻

𝛿
(𝑃) − 𝑁𝐻

𝛿
(𝑃 | 𝑄) = 𝑁𝐻

𝛿
(𝑄) −

𝑁𝐻
𝛿
(𝑄 | 𝑃).

Definition 10. Let NIS = (𝑈, 𝐴, 𝑉, 𝑓, 𝛿) be a neighborhood
information system, 𝑃,𝑄, 𝑅 ⊆ 𝐴, and 𝑥

𝑖
∈ 𝑈. Then the

conditional neighborhood mutual information of 𝑃 and 𝑄

given 𝑅 is defined as

NMI
𝛿
(𝑃; 𝑄 | 𝑅) = −

1

|𝑈|

|𝑈|

∑
𝑖=1

log

𝑁𝛿
𝑃∪𝑅

(𝑥
𝑖
)

⋅

𝑁𝛿
𝑃∪𝑄

(𝑥
𝑖
)



𝑁𝛿
𝑃∪𝑄∪𝑅

(𝑥
𝑖
)

⋅
𝑁
𝛿

𝑃
(𝑥
𝑖
)


.

(7)

Theorem 11. Consider 𝑁𝑀𝐼
𝛿
(𝑃; 𝑄 | 𝑅) = 𝑁𝑀𝐼

𝛿
(𝑃, 𝑅; 𝑄) −

𝑁𝑀𝐼
𝛿
(𝑃; 𝑄).

Proof. Consider the following:

NMI
𝛿
(𝑃, 𝑅; 𝑄) −NMI

𝛿
(𝑃; 𝑄)

= NMI
𝛿
(𝑃 ∪ 𝑅;𝑄) −NMI

𝛿
(𝑃; 𝑄)

= −
1

|𝑈|

|𝑈|

∑
𝑖=1

log

𝑁𝛿
𝑃∪𝑅

(𝑥
𝑖
)

⋅

𝑁𝛿
𝑄
(𝑥
𝑖
)


|𝑈| ⋅

𝑁𝛿
𝑃∪𝑅∪𝑄

(𝑥
𝑖
)


− (−
1

|𝑈|

|𝑈|

∑
𝑖=1

log

𝑁𝛿
𝑃
(𝑥
𝑖
)

⋅

𝑁𝛿
𝑄
(𝑥
𝑖
)


|𝑈| ⋅

𝑁𝛿
𝑃∪𝑄

(𝑥
𝑖
)


)
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= −
1

|𝑈|

|𝑈|

∑
𝑖=1

(log

𝑁𝛿
𝑃∪𝑅

(𝑥
𝑖
)

⋅

𝑁𝛿
𝑄
(𝑥
𝑖
)


|𝑈| ⋅

𝑁𝛿
𝑃∪𝑅∪𝑄

(𝑥
𝑖
)


− log

𝑁𝛿
𝑃
(𝑥
𝑖
)

⋅

𝑁𝛿
𝑄
(𝑥
𝑖
)


|𝑈| ⋅

𝑁𝛿
𝑃∪𝑄

(𝑥
𝑖
)


)

= −
1

|𝑈|

|𝑈|

∑
𝑖=1

log

𝑁𝛿
𝑃∪𝑅

(𝑥
𝑖
)

⋅

𝑁𝛿
𝑃∪𝑄

(𝑥
𝑖
)



𝑁𝛿
𝑃∪𝑅∪𝑄

(𝑥
𝑖
)

⋅
𝑁
𝛿

𝑃
(𝑥
𝑖
)


= NMI
𝛿
(𝑃; 𝑄 | 𝑅) .

(8)

Theorem 11 shows that the conditional neighborhood
mutual information is the reduction in the uncertainty of 𝑃
due to knowledge of 𝑄 when 𝑅 is given.

3. Relevance, Redundancy, and Interaction

The concepts such as relevance, redundancy, and interaction
of features have been used frequently in the study of feature
selection. However, a quantitative formalism for mixed data
has not been available to date. In this section, we will redefine
the relevant feature, redundant feature, and interactive feature
by using neighborhood information measures.

In the discrete case, mutual information has been fre-
quently used to evaluate the strength of the relevance between
a feature 𝐹

𝑖
and the class 𝐶. In this situation, the features are

evaluated individually. However, some features influence the
class variable by grouping rather than individualizing. Awell-
known illustration of this phenomenon is the XOR problem
as shown in Table 1.

One can see that 𝐹
1
and 𝐹

2
have a null relevance indi-

vidually; that is, MI(𝐹
1
; 𝐶) = 0, MI(𝐹

2
; 𝐶) = 0. That is to

say, feature 𝐹
1
(or 𝐹
2
) can be considered irrelevant in terms

of mutual information. However, when we combine 𝐹
1
and

𝐹
2
, the maximal relevance is obtained; that is, MI(𝐹

1
, 𝐹
2
; 𝐶) =

𝐻(𝐶) = 1. This indicates that feature 𝐹
1
(or 𝐹
2
) is strongly

relevant to the class 𝐶. Moreover, the mutual information
is difficult to compute when the features are continuous.
Therefore, it is necessary to redefine the relevant feature. We
give the new definition of the relevant feature as follows.

Definition 12 (relevant feature). Let F be a full set of features,
𝐹
𝑖
∈ F , and 𝐹 = F − {𝐹

𝑖
}. Feature 𝐹

𝑖
is relevant to the class

label 𝐶 if and only if

∃𝑆 ⊆ 𝐹, such that NMI
𝛿
(𝐹
𝑖
; 𝐶 | 𝑆) > 0.

Otherwise, 𝐹
𝑖
is an irrelevant feature.

According to Definition 12, relevance should be condi-
tionally dependent on the context 𝑆. It is easy to find that
NMI
𝛿
(𝐹
1
; 𝐶 | 𝐹

2
) = MI(𝐹

1
; 𝐶 | 𝐹

2
) > 0 and NMI

𝛿
(𝐹
2
; 𝐶 |

𝐹
1
) = MI(𝐹

2
; 𝐶 | 𝐹

1
) > 0 in Table 1. Hence, features 𝐹

1
and 𝐹
2

have become relevant features under the new definition.
Previous work mostly focuses on the definitions of

relevant features and redundant features [39]. Interactive
features are often ignored. To judge whether there exists

Table 1: XOR problem.

𝐹
1

𝐹
2

𝐶 = 𝐹
1
⊕ 𝐹
2

1 0 1
0 1 1
1 1 0
0 0 0

interaction or redundancy between features, we introduce
the neighborhood interaction gain by using neighborhood
information measures.

Definition 13 (neighborhood interaction gain). Let F be a
full set of features, 𝐹

𝑖
, 𝐹
𝑗

∈ F and the class 𝐶; then the
neighborhood interaction gain is defined as

NIG
𝛿
(𝐹
𝑖
, 𝐹
𝑗
) = NMI

𝛿
(𝐹
𝑖
, 𝐹
𝑗
; 𝐶)

−NMI
𝛿
(𝐹
𝑖
; 𝐶) −NMI

𝛿
(𝐹
𝑗
; 𝐶) .

(9)

ByTheorem 11, we also have

NIG
𝛿
(𝐹
𝑖
, 𝐹
𝑗
) = NMI

𝛿
(𝐹
𝑖
; 𝐶 | 𝐹

𝑗
) −NMI

𝛿
(𝐹
𝑖
; 𝐶)

= NMI
𝛿
(𝐹
𝑖
; 𝐶 | 𝐹

𝑗
) −NMI

𝛿
(𝐹
𝑖
; 𝐶) .

(10)

Neighborhood interaction gain can be interpreted as the
change in a dependence between feature 𝐹

𝑖
(or 𝐹
𝑗
) and the

class 𝐶 by introducing context 𝐹
𝑗
(or 𝐹
𝑖
). It is quite easy to

see that when the neighborhood interaction gain is negative,
context decreases the amount of dependence. When the
neighborhood interaction gain is positive, context increases
the amount of dependence.When the interaction gain is zero,
context does not affect the dependence between feature 𝐹

𝑖
(or

𝐹
𝑗
) and the class 𝐶.
If the neighborhood interaction gain is positive, we

benefit from a synergy between the features 𝐹
𝑖
and 𝐹

𝑗
[40,

41]. In other words, the addition of feature 𝐹
𝑗
will produce

positive influence in predicting 𝐶 for 𝐹
𝑖
. A well-known

example of such synergy is the XOR problem. If the neigh-
borhood interaction gain is negative, we suffer diminishing
returns by several features providing overlapping, redundant
information. In fact, the neighborhood interaction gain is
the amount of information gained (or lost) in transmission
by controlling one feature when the other feature is already
known [42]. Based on this, we give the new definitions of
redundant and interactive feature in the following.

Definition 14 (redundant feature). Letting F be a full set of
features, 𝐹

𝑖
, 𝐹
𝑗
∈ F , feature 𝐹

𝑖
is said to be redundant with

feature 𝐹
𝑗
if and only if

NIG
𝛿
(𝐹
𝑖
, 𝐹
𝑗
) ≤ 0. (11)

According to Definition 14, NIG
𝛿
(𝐹
𝑖
, 𝐹
𝑗
) ≤ 0 suggests a

redundancy between 𝐹
𝑖
and 𝐹

𝑗
; in other words, they both

provide in part the same information about the class 𝐶.
Therefore, the inequality implies that𝐹

𝑖
is a redundant feature

when given feature 𝐹
𝑗
.
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Definition 15 (interactive feature). Letting F be a full set of
features, 𝐹

𝑖
, 𝐹
𝑗
∈ F , feature 𝐹

𝑖
is said to be interactive with

feature 𝐹
𝑗
if and only if

NIG
𝛿
(𝐹
𝑖
, 𝐹
𝑗
) ≥ 0. (12)

According to Definition 15, NIG
𝛿
(𝐹
𝑖
, 𝐹
𝑗
) ≥ 0 indicates a

synergy between feature 𝐹
𝑖
and 𝐹

𝑗
; that is, they yield more

information together than what could be expected from the
sum of NMI

𝛿
(𝐹
𝑖
; 𝐶) and NMI

𝛿
(𝐹
𝑗
; 𝐶). In other words, the

absence of either feature will decrease the ability of predicting
the class 𝐶.

4. Proposed Feature Selection Algorithm

In this section, we define the neighborhood interaction
weight factor based on the neighborhood interaction gain
and then move on to present our proposed feature subset sel-
ection algorithm.

4.1. Neighborhood Interaction Weight Factor. One can see
that the introduction of feature 𝐹

𝑗
affects the dependence

between the feature 𝐹
𝑖
and the class 𝐶. The positive neigh-

borhood interaction gain means that we cannot depict their
relationship without considering both of them at once and
the addition of another feature will increase the amount of
dependence. That is to say, the introduction of feature 𝐹

𝑗

has a positive influence on predicting the class variable 𝐶.
Correspondingly, we should increase the weight of feature
𝐹
𝑗
. The negative neighborhood interaction gain means that

the introduction of the new feature will inhibit the amount
of dependence. That is to say, the introduction of feature 𝐹

𝑗

has a negative influence in predicting the class variable 𝐶.
Correspondingly, we should decrease the weight of feature
𝐹
𝑗
. Therefore, we can define the neighborhood interaction

weight factor based on the neighborhood interaction gain.
It is possible to analyze relationships between features and
guide feature selection and construction.

Definition 16 (neighborhood interaction weight factor). The
neighborhood interaction weight factor of feature 𝐹

𝑖
with

respect to feature 𝐹
𝑗
is defined as

NIW
𝛿
(𝐹
𝑖
, 𝐹
𝑗
) = 1 +

NIG
𝛿
(𝐹
𝑖
, 𝐹
𝑗
)

NH
𝛿
(𝐹
𝑖
) +NH

𝛿
(𝐹
𝑗
)
. (13)

Theorem 17. Consider 0 ≤ 𝑁𝐼𝑊
𝛿
(𝐹
𝑖
, 𝐹
𝑗
) ≤ 2.

Proof. Since 0 ≤ NMI
𝛿
(𝐹
𝑖
, 𝐹
𝑗
; 𝐶) ≤ NH

𝛿
(𝐹
𝑖
, 𝐹
𝑗
) ≤

NH
𝛿
(𝐹
𝑖
) + NH

𝛿
(𝐹
𝑗
), 0 ≤ NMI

𝛿
(𝐹
𝑖
; 𝐶) ≤ NH

𝛿
(𝐹
𝑖
),

0 ≤ NMI
𝛿
(𝐹
𝑗
; 𝐶) ≤ NH

𝛿
(𝐹
𝑗
), and NIG

𝛿
(𝐹
𝑖
, 𝐹
𝑗
) =

NMI
𝛿
(𝐹
𝑖
, 𝐹
𝑗
; 𝐶) − NMI

𝛿
(𝐹
𝑖
; 𝐶) − NMI

𝛿
(𝐹
𝑗
; 𝐶), we have

−[NH
𝛿
(𝐹
𝑖
)+NH

𝛿
(𝐹
𝑗
)] ≤ NIG

𝛿
(𝐹
𝑖
, 𝐹
𝑗
) ≤ NH

𝛿
(𝐹
𝑖
)+NH

𝛿
(F
𝑗
).

Hence, 0 ≤ 1 +NIG
𝛿
(𝐹
𝑖
, 𝐹
𝑗
)/(NH

𝛿
(𝐹
𝑖
) +NH

𝛿
(𝐹
𝑗
)) ≤ 2.

By Definition 16, we have 0 ≤ NIW
𝛿
(𝐹
𝑖
, 𝐹
𝑗
) ≤ 2.

Theorem 18. If feature 𝐹
𝑖
is redundant with feature 𝐹

𝑗
, then

0 ≤ 𝑁𝐼𝑊
𝛿
(𝐹
𝑖
, 𝐹
𝑗
) ≤ 1.

Proof. According to Definition 14, if feature 𝐹
𝑖
is redundant

with feature 𝐹
𝑗
, then NIG

𝛿
(𝐹
𝑖
, 𝐹
𝑗
) ≤ 0. It is known that

NIG
𝛿
(𝐹
𝑖
, 𝐹
𝑗
) ≥ −[NH

𝛿
(𝐹
𝑖
) + NH

𝛿
(𝐹
𝑗
)], and then −1 ≤

NIG
𝛿
(𝐹
𝑖
, 𝐹
𝑗
)/(NH

𝛿
(𝐹
𝑖
)+NH

𝛿
(𝐹
𝑗
)) ≤ 0. Hence, 0 ≤ NIW

𝛿
(𝐹
𝑖
,

𝐹
𝑗
) ≤ 1.

Theorem 19. If feature 𝐹
𝑖
is interactive with feature 𝐹

𝑗
, then

1 ≤ 𝑁𝐼𝑊
𝛿
(𝐹
𝑖
, 𝐹
𝑗
) ≤ 2.

Proof. According to Definition 15, if feature 𝐹
𝑖
is interactive

with feature 𝐹
𝑗
, then NIG

𝛿
(𝐹
𝑖
, 𝐹
𝑗
) ≥ 0. It is known

that NIG
𝛿
(𝐹
𝑖
, 𝐹
𝑗
) ≤ NH

𝛿
(𝐹
𝑖
) + NH

𝛿
(𝐹
𝑗
), and then 0 ≤

NIG
𝛿
(𝐹
𝑖
, 𝐹
𝑗
)/(NH

𝛿
(𝐹
𝑖
) + NH

𝛿
(𝐹
𝑗
)) ≤ 1. Hence, 1 ≤

NIW
𝛿
(𝐹
𝑖
, 𝐹
𝑗
) ≤ 2.

4.2. Proposed Feature Selection Algorithm. Previous feature
selection algorithms seldom consider redundancy and inter-
action at the same time. This results in loss of some valuable
features in the process of feature selection. To solve this
problem, we first compute the neighborhood mutual infor-
mation between a feature and the class and then adjust it
through the manipulation of interaction weight factor which
can reflect the information of whether a feature is redundant
or interactive. The candidate features will be ranked with the
adjusted relevance measure. The corresponding descriptive
pseudocode is shown in Algorithm 1.

Features can be selected by different search strategies. For
the sake of efficiency, we use the sequential forward search
technique in this paper. A predefined threshold 𝐾 is used to
terminate the procedure, and 𝛿 is a neighborhood parameter.
For a dataset 𝐷 with original set F = {𝐹

1
, 𝐹
2
, . . . , 𝐹

𝑛
} and

the class 𝐶, we rank the features in the descending order
according to the adjusted relevance measure and then select
the first 𝐾 features, where𝐾 has been specified in advance.

NIWFS is a feature ranking algorithm. Firstly, we initial-
ize parameters which consist of the selected feature subset
and theweight for each feature and employ the neighborhood
mutual information NMI

𝛿
(𝐹
𝑖
; 𝐶) as a measure of relevance.

Secondly, candidate features will be weighted through the
neighborhood interaction weight factor NIW

𝛿
(𝐹
𝑖
, 𝐹
𝑗
). And

the original relevance NMI
𝛿
(𝐹
𝑖
; 𝐶) will be redressed by

multiplying the weight 𝑤(𝐹
𝑖
). Feature 𝐹

𝑗
with the largest

𝑅
𝛿
(𝐹
𝑖
; 𝐶) will be selected and removed from the feature set F

to subset 𝑆.This process terminates until𝐾 features have been
selected. According toTheorem 18, the weight of a redundant
feature is in the range of [0, 1], and the value of 𝑅

𝛿
(𝐹
𝑖
; 𝐶)

will decrease by multiplying the weight 𝑤(𝐹
𝑖
). According to

Theorem 19, theweight of an interactive feature is in the range
of [1, 2], and the value of𝑅

𝛿
(𝐹
𝑖
; 𝐶)will increase bymultiplying

the weight 𝑤(𝐹
𝑖
). Therefore, the adjusted relevance measure

can reflect the information of whether a feature is redundant
or interactive.

To determine the threshold 𝐾, we may use a specific
classifier to select the subset of features producing the highest
accuracy. Alternatively, wemay terminate the procedure until
|NMI
𝛿
(F ; 𝐶) − NMI

𝛿
(𝑆; 𝐶)| ≤ 𝜀 is satisfied, where 𝜀 is a very

little positive number.
Now we analyze the complexity of the algorithm. Let us

suppose that 𝑛 is the number of candidate features in the given
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Input: Dataset𝐷 with original feature set F = {𝐹
1
, 𝐹
2
, . . . , 𝐹

𝑛
} and the class 𝐶

Number of selected feature 𝐾, neighborhood size 𝛿
Output: Selected feature subset 𝑆
(1) 𝑆 ← ⌀;
(2) 𝑘 ← 0;
(3) Initial the weight 𝑤 (𝐹

𝑖
) to 1 for each feature;

(4) For each 𝐹
𝑖
∈ F do

(5) Calculate NMI
𝛿
(𝐹
𝑖
; 𝐶) using Definition 8;

(6) End
(7) While 𝑘 < 𝐾 do
(8) For each candidate feature 𝐹

𝑖
∈ F do

(9) Calculate the adjusted relevance measure 𝑅
𝛿
(𝐹
𝑖
; 𝐶) = 𝑤 (𝐹

𝑖
) × NMI

𝛿
(𝐹
𝑖
; 𝐶);

(10) End
(11) Select the feature 𝐹

𝑗
with the largest 𝑅

𝛿
(𝐹
𝑖
; 𝐶);

(12) 𝑆 = 𝑆 ∪ {𝐹
𝑗
};

(13) F = F − {𝐹
𝑗
};

(14) For each candidate feature 𝐹
𝑖
∈ F do

(15) Calculate the interaction weight factor NIW
𝛿
(𝐹
𝑖
, 𝐹
𝑗
);

(16) Update 𝑤 (𝐹
𝑖
) = 𝑤 (𝐹

𝑖
) × NIW

𝛿
(𝐹
𝑖
, 𝐹
𝑗
);

(17) End
(18) 𝑘 = 𝑘 + 1;
(19) End

Algorithm 1: NIWFS: neighborhood interaction weight based feature selection algorithm.

dataset𝐷. First of all, we need to calculate the neighborhood
mutual information between 𝑛 features and the class, and
the time complexity is 𝑂(𝑛). We assume that 𝐾 features have
been selected and compute the adjusted relevance measure
between the 𝑛 − 𝐾 remaining features and the class. The
computational complexity is ∑

𝐾

𝑖=1
(𝑛 − 𝑖 + 1). Besides, the

time complexity of calculating updated weight is ∑
𝐾

𝑖=2
(𝑛 −

𝑖 + 1). Therefore, the total complexity of NIWFS is 𝑂(𝑛𝐾),
and it is the same as that of NMI. In the worst case, the total
complexity is 𝑂(𝑛

2) when all features are selected. However,
in most cases, 𝐾 ≪ 𝑛.

5. Experiments

In this section, we empirically evaluate the performance of
our proposed algorithm and present the experimental results
in comparison with the other three different types of feature
subset selection algorithms applied to ten real world datasets,
respectively.

5.1. Experiment Setup. To verify the effectiveness of our
method, ten datasets are downloaded from UCI machine
learning repository [43]. The description of datasets is pre-
sented in Table 2. Among 10 datasets, three are completely
discrete, three are completely continuous, and the other four
are heterogeneous. The sizes of datasets vary from 32 to 8124,
the numbers of candidate features vary from 13 to 279, and
the classes vary from 2 to 19.

All the continuous features are transformed to inter-
val [0, 1] in preprocessing, while the discrete features are
coded with a sequence of integers. The 2-norm is used to
compute distance (Euclidean distance). The neighborhood

parameter 𝛿 is set as 0 for the datasets with categorical
features. According to observations made by Hu et al. [31],
the threshold 𝛿 should take value in [0.1, 0.2] for numerical
features. In the following, we set the neighborhood parameter
to 0.15 as suggested by Hu et al. [35]. As INTERACT cannot
deal with numerical features directly, we employ the MDL
discretization method to transform the numerical features
into discrete one [44]. For datasets with missing values, we
replace all missing values for nominal and numerical features
with the modes and means from the training data [45].

Three representative feature selection algorithms are
selected to be compared with NIWFS. To evaluate the perfor-
mance of NIWFS in terms of handling feature interaction, an
algorithm INTERACT [16], which is specifically proposed to
address the feature interaction, is selected as one benchmark
algorithm. Moreover, we also compare NIWFS with NRS
and NMI which can handle mixed datasets directly. NRS
evaluates the features with a function called dependency,
which is the ratio of consistent samples over the whole
learning samples; NMI employs the neighborhood mutual
information to select relevant features based on the criterion
of maximal dependency.

We use specific classifier to select the top 𝐾 features pro-
ducing the highest accuracy. Two representative classification
algorithms based on different hypotheses are employed to
test the performance of selected features. They are tree-based
C4.5 [46] and instance-based IB1 [47], respectively.Thewhole
classification process is conducted in WEKA release 3.6.9
with default parameter settings.

5.2. Experimental Results and Analysis. The classification
accuracy is obtained by 10-fold cross-validation. The results
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Table 2: Experimental datasets description.

Number Datasets Instances Total features Numerical features Categorical features Classes
1 Arrhythmia 452 279 206 73 13
2 Autos 205 25 15 10 6
3 Credit-g 1000 20 6 14 2
4 Heart-c 303 13 6 7 5
5 Lung-cancer 32 56 0 56 2
6 Movement libras 360 90 90 0 15
7 Mushroom 8124 22 0 22 2
8 Sonar 208 60 60 0 2
9 Soybean 683 35 0 35 19
10 Synthetic control 600 60 60 0 6

Table 3: Number and accuracy (%) of features selected with different algorithms (C4.5).

Number Unselect INTERACT NRS NMI NIWFS
Acc. 𝑛 Acc. 𝑛 Acc. 𝑛 Acc. 𝑛 Acc. 𝑛

1 63.9 279 62.6∗ 22 66.6∗ 28 65.0∗ 15 69.2 19
2 78.0 25 78.5 8 79.0 14 80.5 12 81.0 7
3 70.8 20 74.6∗ 13 74.5∗ 5 72.9∗ 13 75.4 5
4 76.6 13 79.2∗ 10 80.2∗ 4 81.2 5 81.8 3
5 50.0 56 65.6∗ 6 75.0 3 75.0 2 75.0 2
6 69.7 90 64.4∗ 18 67.5 28 65.6∗ 28 67.8 19
7 100.0 22 100 5 100.0 5 100.0 4 100.0 6
8 71.2 60 76.9 12 73.1∗ 18 76.4∗ 20 77.9 16
9 92.4 35 84.3∗ 12 91.1 19 90.6 20 91.5 17
10 91.5 60 79.5∗ 16 91.3 11 92.0 17 92.8 12
Avg. 76.4 66 76.5 12.2 79.8 13.5 79.9 13.6 81.2 10.6
WTL 0/3/7 0/6/4 0/6/4

in Tables 3 and 4 show that the classification accuracies and
the number of the selected features obtained by the original
features (Unselect), INTERACT, NRS, NMI, and NIWFS
with different classifiers. The bold value means that it is the
largest one among these four feature selection algorithms.The
row Avg. shows the average of accuracies and the number
of selected features with different learning algorithms. In
addition, a paired two-tailed 𝑡-test between accuracies of
NIWFS and other selectors has been performed. Moreover,
the number of the datasets which have higher (or equal or
lower) accuracy with respect to NIWFS is represented by the
WTL (win/tie/loss). The symbols “v” and “∗,” respectively,
identify statistically significant (at 0.05 level) wins or losses
over our proposed method.

As we can see in Tables 3 and 4, all of the feature selection
algorithms can remove a large number of candidate features
effectively. Our proposed NIWFS algorithm obtains the
best average accuracies for all the classification algorithms.
For instance, with respect to IB1 learning algorithm, the
average accuracy is 84.7% for NIWFS, while accuracies of
INTERACT, NRS, and NMI are 78.7%, 81.4%, and 81.0%,
respectively. The average classification accuracy reduced by
7.6%, 4.1%, and 4.6%, respectively. By comparing the accura-
cies of the four feature selection algorithms, we can find that
NIWFS exhibits the highest classification accuracy.

The results obtained by NIWFS method are better than
or at least equal to those obtained by the INTERACT, NRS,
and NMI methods according to the view of win/tie/loss. For
example, the numbers of cases for which NIWFS achieves
significantly higher classification accuracy over INTERACT,
NRS, and NMI are seven, seven, and eight out of ten cases in
the IB1 classifier, respectively.

The average numbers of selected features achieved by
NIWFS are 10.6 and 12.6, respectively. Notice that the average
number of selected feature obtained by NIWFS is 10.6 in the
C4.5 classifier which is the least among these methods. In
general, our proposed algorithm achieves better results as
compared with the other three feature selection algorithms.

From the experimental results, we also find that INTER-
ACT has the lowest average classification accuracy among the
four feature selection algorithms.There are twomain reasons
for this. Firstly, INTERACT can only deal with nominal
features. Therefore, some valuable information may be lost
in the process of discretization. Secondly, INTERACT does
not use wrapper.The reason why NIWFS wins over NMI and
NRS is that NIWFS considers not only the relevance between
a single feature and the class, but also the redundancy and
interaction with other features which are expressed by the
interaction weight factor. Therefore, NIWFS performs better
when there is feature interaction in the dataset.
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Table 4: Number and accuracy (%) of features selected with different algorithms (IB1).

Number Unselect INTERACT NRS NMI NIWFS
Acc. 𝑛 Acc. 𝑛 Acc. 𝑛 Acc. 𝑛 Acc. 𝑛

1 53.8 279 55.5∗ 22 65.3 25 61.3∗ 19 66.4 23
2 72.2 25 70.2∗ 8 78.5∗ 8 75.6∗ 15 83.9 11
3 70.5 20 69.5∗ 13 71.7 11 70.3∗ 14 71.9 6
4 75.9 13 76.6∗ 10 77.9∗ 4 78.9 4 80.2 5
5 37.5 56 81.3 6 75.0∗ 4 78.1∗ 6 84.4 9
6 85.8 90 83.9∗ 18 84.7∗ 27 83.6∗ 29 86.7 17
7 100.0 22 100.0 5 100.0 5 100.0 4 100.0 6
8 86.5 60 87.5 12 82.2∗ 20 83.2∗ 17 87.5 17
9 91.7 35 79.2∗ 12 86.7∗ 20 87.1∗ 20 89.6 14
10 96.5 60 83.5∗ 16 91.7∗ 8 91.5∗ 7 96.3 18
Avg. 77.0 66 78.7 12.2 81.4 13.2 81.0 13.5 84.7 12.6
WTL 0/3/7 0/3/7 0/2/8
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Figure 1: Average classification accuracy versus different number of
selected features on arrhythmia dataset.

To further compare the effectiveness of NIWFS with
NMI and NRS which can deal with mixed data directly, we
add features for learning one by one in the order that the
features are selected. In the experiments, three representa-
tive datasets are chosen: arrhythmia, movement libras, and
synthetic control. To reduce the bias of a feature assessment
based on a specific classification, we calculate the average
classification accuracies of classifiers for NIWFS, NMI, and
NRS.The comparison results are shown as in Figures 1, 2, and
3.The number 𝑘 in 𝑥-axis refers to the first 𝑘 features with the
selected order by differentmethods.The𝑦-axis represents the
average classification accuracies of the first 𝑘 features.

The results in Figures 1–3 show that the best average
accuracy of classifier with NIWFS is higher than NMI
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Figure 2: Average classification accuracy versus different number of
selected features on movement libras dataset.

and NRS. On the arrhythmia dataset, the plots of NIWFS
are much higher than NRS and higher than NMI in the
range of 10–30 features. NIWFS achieves 67.15% classification
accuracywith 24 features, which is higher thanNMI by 3.95%
and higher than NRS by 4.68%. With the movement libras
dataset, the plots of NIWFS are higher than NMI and NRS in
the range of 13–30 features. NIWFSproduces its best accuracy
(76.81%with 17 features), which is about 3% higher thanNMI
and about 1% higher than NRS. For the synthetic control
dataset, the plots of NIWFS are much higher than NMI and
NRS in the range of 9–20 features. The highest accuracy
of synthetic control achieved by NIWFS is 94.33% with 16
selected features while the highest accuracy is 91.92% with 7
selected features for NMI and 91.17% for NRS with 8 selected
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Figure 3: Average classification accuracy versus different number of
selected features on synthetic control dataset.

features.This demonstrates that having too few features is not
necessarily a good feature selection result. Some interactive
features may be lost in the process of removing redundancy.
We also find that plots with the first few features are lower
than NMI and NRS in some cases. The main reason is that
NIWFS does not select the first few features having the
maximal relevance with the class due to the weight reducing
by redundancy analysis.

6. Conclusions and Future Work

The main goal of feature selection is to find a feature subset
that is small in size but high in prediction accuracy. Feature
interaction exists inmany applications. It is a challenging task
to find interactive feature. In this paper, we present an inter-
active feature searching algorithm which is based on some
neighborhood information measures. First, the new defini-
tions of redundant and interactive feature have been defined
in the framework of neighborhood rough sets. Then we
propose the neighborhood interaction weight factor which
can reflect the information of whether a feature is redundant
or interactive. Based on the neighborhood interaction weight
factor, we present our feature selection method.This method
is compared with three other feature selection methods in
terms of the number of selected features and accuracies of
two classifiers such as C4.5 and IB1 on ten public real world
datasets. The experimental results show that NIWFS can not
only deal with mixed datasets directly, but also reduce a
large number of features with the best average classification
accuracies.

However, it is time-consuming for our method.Themain
reason is that the computation of the neighborhood mutual
information involves the calculation of distance. For the
future work, we plan to improve the efficiency of NIWFS.
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