-

View metadata, citation and similar papers at core.ac.uk brought to you byﬁ CORE

provided by Open Repository and Bibliography - Luxembourg

1 Maximal bifix decoding

. Valérie Berthé!, Clelia De Felice?, Francesco Dolce?, Julien Leroy?,
Dominique Perrin®, Christophe Reutenauer®, Giuseppina Rindone?

LCNRS, Université Paris 7, 2Universita degli Studi di Salerno,
3Université Paris Est, LIGM, *Université du Luxembourg,
®Université du Québec & Montréal

3 September 21, 2014 22h 39

4 Abstract

5 We consider a class of sets of words which is a natural common gen-
6 eralization of Sturmian sets and of interval exchange sets. This class of
7 sets consists of the uniformly recurrent tree sets, where the tree sets are
8 defined by a condition on the possible extensions of bispecial factors. We
9 prove that this class is closed under maximal bifix decoding. The proof
10 uses the fact that the class is also closed under decoding with respect to
11 return words.
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1 Introduction

This paper studies the properties of a common generalization of Sturmian sets
and regular interval exchange sets. We first give some elements on the back-
ground of these two families of sets.

Sturmian words are infinite words over a binary alphabet that have exactly
n + 1 factors of length n for each n > 0. Their origin can be traced back
to the astronomer J. Bernoulli ITI. Their first in-depth study is by Morse and
Hedlund [24]. Many combinatorial properties were described in the paper by
Coven and Hedlund [11].

We understand here by Sturmian words the generalization to arbitrary al-
phabets, often called strict episturmian words or Arnoux-Rauzy words (see the
survey [20]), of the classical Sturmian words on two letters. A Sturmian sets is
the set of factors of one Sturmian word. For more details, see [19, 23].

Sturmian words are closely related to the free group. This connection is
one of the main points of the series of papers [2, 4, 5] and the present one. A
striking feature of this connection is the fact that our results do not hold only
for two-letter alphabets or for two generators but for any number of letters and
generators.

Interval exchange transformations were introduced by Oseledec [25] following
an earlier idea of Arnold [1]. These transformations form a generalization of
rotations of the circle. The class of regular interval exchange transformations
was introduced by Keane [22] who showed that they are minimal in the sense
of topological dynamics. The set of factors of the natural codings of a regular
interval exchange transformation is called an interval exchange set.

Even though they have the same factor complexity (that is, the same number
of factors of a given length), Sturmian words and codings of interval exchange
transformations have a priori very distinct combinatorial behaviours, whether
for the type of behaviour of their special factors, or for balance properties and
deviations of Birkhoff sums (see [9, 27]).

The class of tree sets, introduced in [4] contains both the Sturmian sets
and the regular interval exchange sets. They are defined by a condition on the
possible extensions of bispecial factors.
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In a paper with part of the present list of authors on bifix codes and Sturmian
words [2] we proved that Sturmian sets satisfy the finite index basis property,
in the sense that, given a set S of words on an alphabet A, a finite bifix code
is S-maximal if and only if it is the basis of a subgroup of finite index of the
free group on A. The main statement of [5] is that uniformly recurrent tree sets
satisfy the finite index basis property. This generalizes the result concerning
Sturmian words of [2] quoted above. As an example of a consequence of this
result, if S is a uniformly recurrent tree set on the alphabet A, then for any

n > 1, the set SN A" is a bggieso Pefmalggusgg)d%roup formed by the words of length

multiple of n (see Theorem b.9).

Our main result here is that the class of niformly recurrent tree sets is

. R . theoremNorma K .

closed under maximal bifix decoding (Theorem |’7.l ). 1This means that if S is a
uniformly recurrent tree set and f a coding morphism for a finite S-maximal
bifix code, then f~1(9) is a uniformly recurrent tree set. The family of regular
interval exchange §ets is closed'under maximal bifix decodingé )gggglL{}]r ggggglcalgy
5.22) but the family of Sturmian sets is not (see Example [7.2 below). Thus,
this result shows that the family of uniformly recurrent tree sets is the natural
closure of the family of Sturmian sets. The proof uses the finite index basis
property of uniformly recu rrent, tree sefs.

The proof of Theorem (l uses the closure of unifornp}/ reciprent tree sets

[PYoposi eturns

ion
under decoding with respect to return words (Theorem b.12). This property,

which is interesting in its own, generalizes the fact that the derived word of a
Sturmian word is Sturmian [21]. . N
i R i |sectionPreliminaries .
The paper is organized as follows. In Section 2, we mtroduce the notation
and recall some basic results - We define the composition of prefix codes.
i sectionIntervalExchange .
In Section B, we infroduce one 1mportant subclass of tree sets, namely in-
terval exchange sets. We recall the definitions concerning minimal and regular
interval exchange transformations. We state the result of Keane gigressi(ngnthat
. . . oremKeane
regular interval exchange transformations are minimal (Theorem E}.ZI ). We prove
in [?] that the class of regular interval exchange sets is closed under maximal
bifix decoding. .
K sectionReturn . .
In Section 14, we define return words, derived words and derived sets and

prove some el m%ntag Eﬁolpelities.
. sectionTreeNorma. .
In Section b, we recall the definition of tree Fets. We. al&o Jiiecall_rthaé a ({etgiular
PTOop onrxchangelreeCondl on

ositi

interval exchange set is a tree set (Proposition b.4). We prove thaf the family of
[prop: eturns

opositio

uniformly recurrent tree sets is closed under derivation (Theorem b.12).” We Tur-
ther prove that all bases of the free group included in a uniformly recurrent tree

set are tame, that is obtained from ‘Bhe al%ghabet by composition of elementary
theoremTame

positive auto orghis s, (Theorem b.1I8].
. sectionSadic ) . . .
In Section L?, we turn to the notion of H-adic representation of sets, intro-

duced in [17], using a terminology initiated by Vershik and coined out by B. Host
(it is usually called S-adic). 'We'deduce fr'om the previous result that uniformly
recurrent tree sets have a primitive H.-adic representation (Theorem %.5} where
H, is the ﬁmt% Set, 9&9&5}%&%% d(3111§3g1116ntary a'utomorphmms of t ghgg%% SEoup.

In Section 7, we state and prove our main result (Theorem [7.T), namely the
closure under maximal bifix decoding of the family of uniformly recurrent tree
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. . C .
Finally, in Section [7.3, we use 'l'l}t%)gggm dépgcs)i Tove o }gesult concerning the

composition of bifix codes (Theorem [7.12) showing that the degrees of the terms
of a composition are multiplicative.

2 Preliminaries

In this section, we recall some notions and definitions concerning words, codes
and automata. For a more detailed presentation, see [2]. We also introduce the
notion of composition of codes.

2.1 Words

Let A be a finite nonempty alphabet. All words considered below, unless stated
explicitly, are supposed to be on the alphabet A. We let A* denote the set of
all finite words over A and AT the set of finite nonempty words over A. The
empty word is denoted by 1 or by € . We let |w| denote the length of a word w.
For a set X of words and a word z, we denote

e X ={yc A |2y X}, Xz '={r€A*|z2zeX}

A word v is a factor of a word z if x = uvw. A set of words is said to be
factorial if it contains the factors of its elements. Let S be a set of words on
the alphabet A. For w € S, we denote

Lw) = {a€A|aweS}
R(w) = {a€A|wacS}
Ew) = {(a,b)e AxA|awbe S}

and further
l(w) = Card(L(w)), r(w) = Card(R(w)), e(w)= Card(E(w)).

These notions depend upon S but it is assumed from the context. A word w
is right-extendable if r(w) > 0, left-extendable if {(w) > 0 and biextendable if
e(w) > 0. A factorial set S is called right-extendable (resp. left-extendable, resp.
biextendable) if every word in S is right-extendable (resp. left-extendable, resp.
biextendable).

A word w is called right-special if r(w) > 2. Tt is called left-special if £(w) >
2. It is called bispecial if it is both right and left-special.

We let Fac(x) denote the set of factors of an infinite word o € AN. The set
Fac(x) is factorial and right-extendable. An infinite word x € A% is recurrent if
for any u € Fac(z) there is a word v such that wvu € Fac(x).

A factorial set of words S # {1} is recurrent if for every u,w € S there is
a word v € S such that uwvw € S. For any recurrent set S there is an infinite
word z such that Fac(z) = S.
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For any infinite word z, the set Fac(z) is recurrent if and only if 2 is recurrent
(see [2]).

Note that any recurrent set not reduced to the empty word is biextendable.

A set of words S is said to be uniformly recurrent if it is right-extendable
and if, for any word u € S, there exists an integer n > 1 such that u is a factor
of every word of S of length n. A uniformly recurrent set is recurrent.

A morphism f from A* to B* is a monoid morphism from A* into B*. If
a € A is such that the word f(a) begins with a and if |f™(a)| tends to infinity
with n, there is a unique infinite word denoted f“(a) which has all words f™(a)
as prefixes. It is called a fized point of the morphism f.

A morphism f: A* — A* is called primitive if there is an integer k such that
for all a,b € A, the letter b appears in f¥(a). If f is a primitive morphism, the
set of factors of any fixed point of f is uniformly recurrent (see [19, Proposition
1.2.3] for example).

An infinite word is episturmian if the set of its factors is closed under reversal
and contains for each n at most one word of length n which is right-special. It is
a strict episturmian word if it has exactly one right-special word of each length
and moreover each right-special factor u is such that r(u) = Card(A).

A Sturmian set is a set of words which is the set of factors of a strict epistur-
mian word. Any Sturmian set is uniformly recurrent (see [2, Proposition 2.3.3]
for example).

Example 2.1 Let A = {a,b}. The Fibonacci word is the fixed point = =
abaababa . .. of the morphism f : A* — A* defined by f(a) = ab and f(b) = a.
It is a Sturmian word (see [23]). The set Fac(z) of factors of z is the Fibonacci
set.

Example 2.2 Let A = {a,b,c}. The Tribonacci word is the fixed point & =
f¥(a) = abacaba--- of the morphism f : A* — A* defined by f(a) = ab,
f(b) = ac, f(c) = a. Tt is a strict episturmian word (see [21]). The set Fac(x)
of factors of x is the Tribonacci set.

2.2 Bifix codes

Recall that a set X C A" of nonempty words over an alphabet A is a code if
the relation

zl...zn:yl...ym

with n,m > 1 and x1,...,Zn,Y1,-.-,Ym € X implies n = m and x; = y; for
i =1,...,n. For the general theory of codes, see [3].

A prefiz code is a set of nonempty words which does not contain any proper
prefix of its elements. A prefix code is a code.

A suffix code is defined symmetrically. A bifix code is a set which is both a
prefix code and a suffix code.

A coding morphism for a code X C A™ is a morphism f : B* — A* which
maps bijectively B onto X.
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Let S be a set of words. A prefix code X C S is S-maximal if it is not
properly contained in any prefix code Y C S!. Equivalently, a prefix code
X C S is S-maximal if any word in S is comparable for the prefix order with
some word of X.

A set of words M is called right unitary if u,uv € M imply v € M. The
submonoid M generated by a prefix code is right unitary. One can show that
conversely, any right unitary submonoid of A* is generated by a prefix code
(see [3]). The symmetric notion of a left unitary set is defined by the condition
v,uv € M implies u € M.

We denote by X* the submonoid generated by X. A set X C S is right
S-complete if every word of S is a prefix of a word in X*. If S is factorial, a
prefix code is S-maximal if and only if it is right S-complete [2, Proposition
3.3.2].

Similarly a bifix code X C S is S-maximal if it is not properly contained in
a bifix code Y € S. For a recurrent set S, a finite bifix code is S-maximal as a
bifix code if and only if it is an S-maximal prefix code [2, Theorem 4.2.2]. For
a uniformly recurrent set S, any finite bifix code X C S is contained in a finite
S-maximal bifix code [2, Theorem 4.4.3].

A parse of a word w € A* with respect to a set X is a triple (v, z,u) such
that w = vru where v has no suffix in X, u has no prefix in X and x € X*. We
denote by dx(w) the number of parses of w.

Let X be a bifix code. The number of parses of a word w is also equal to the
number of suffixes of w which have no prefix in X and the number of prefixes
of w which have no suffix in X [3, Proposition 6.1.6].

By definition, the S-degree of a bifix code X, denoted dx (S), is the maximal
number of parses of all words in .S with respect to X. It can be finite or infinite.

The set of internal factors of a set of words X, denoted I(X) is the set of
words w such that there exist nonempty words u, v with vwv € X.

Let S be a recurrent set and let X be a finite S-maximal bifix code of S-
degree d. A word w € S is such that dx (w) < d if and only if it is an internal
factor of X, that is

I(X)={we S|dx(w) <d} (2.1)

(Theorem 4.2.8 in [2]). Thus any word of X of maximal length has d parses.
This implies that the S-degree d is finite.

Example 2.3 Let S be a recurrent set. For any integer n > 1, the set SN A™
is an S-maximal bifix code of S-degree n.

The kernel of a set of words X is the set of words in X which are internal
factors of words in X. We denote by K (X) the kernel of X. Note that K(X) =
I(X)NX.

For any recurrent set S, a finite S-maximal bifix code is determined by its
S-degree and its kernel (see [2, Theorem 4.3.11]).

INote that in this paper we use C to denote the inclusion allowing equality.



exampleDegreekz* Example 2.4 Let S be a recurrent set containing the alphabet A. The only
26 S-maximal bifix code of S-degree 1 is the alphabet A. This is clear since A is
27 the unique S-maximal bifix code of S-degree 1 with empty kernel.

» 2.3 Group codes

subsectionautomata |

2 Welet A= (Q,i,T) denote a deterministic automaton with @ as set of states,
20 4 € @ as initial state and T C @ as set of terminal states. For p € @ and
a1 w € A* we denote p - w = q if there is a path labeled w from p to the state ¢
2 and p-w = 0 otherwise (for a general introduction to automata theory, see [16]
23 for example).

234 The set recognized by the automaton is the set of words w € A* such that
s 4w € T. A set of words is rational if it is recognized by a finite automaton.
26 Two automata are equivalent if they recognize the same set.

237 All automata considered in this paper are deterministic and we simply call
2 them ‘automata’ to mean ‘deterministic automata’.

239 The automaton A is trim if for any ¢ € @, there is a path from i to ¢ and a
20  path from ¢ to some t € T.

241 An automaton is called simple if it is trim and if it has a unique terminal
22 state which coincides with the initial state.

243 An automaton A = (Q,¢,T) is complete if for any state p € @ and any letter
2 a € A, onehasp-a#0.

245 For a nonempty set L C A*, we denote by A(L) the minimal automaton of
us L. The states of A(L) are the nopempty sets u L ={ve A" |uwv € L} for
27 u € A* (see Section 2.T for the notation u~'L). For u € A* and a € A, one
us  defines (u"!'L)-a = (ua)"'L. The initial state is the set L and the terminal

2o states are the sets u™'L for u € L.
250 Let X C A* be a prefix code. Then there is a simple automaton A = (@, 1,1)
s that recognizes X*. Moreover, the minimal automaton of X* is simple.
figureExampleAutomaton
2 Example 2.5 The automaton A = (Q,1,1) represented in Figure E.T 1s the
minimal automaton of X* with X = {aa, ab, ac, ba, ca}. We have Q = {1, 2,3},

N

b,c a,b,c

Figure 2.1: The minimal automaton of {aa, ab, ac, ba, ca}*. figureExampleAutomaton

253
¢ ¢ =1and T = 1. The initial state is indicated by an incoming arrow and the

»s  terminal one by an outgoing arrow.

256 Let X be a prefix code and let P be the set of proper prefixes of X. The
1 literal automaton of X* is the simple automaton A = (P, 1, 1) with transitions
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defined for p € P and a € A by

pa if pa € P,
p-a=4q1 ifpaelX,

®  otherwise.

One verifies that this automaton recognizes X*.

An automaton A = (Q,1,1) is a group automaton if for any a € A the map
wa(a): p— p-aisa permutation of Q.

The following result is proved in [2, Proposition 6.1.5].

Proposition 2.6 The following conditions are equivalent for a submonoid M
of A*.
(i) M is recognized by a group automaton with d states.
(i) M = ¢~ Y(K), where K is a subgroup of index d of a group G and ¢ is a
surjective morphism from A* onto G.

(ili) M = HN A*, where H is a subgroup of index d of the free group on A.
If one of these conditions holds, the minimal generating set of M is a maximal
bifix code of degree d.

A bifix (?&%% Z. suc(l}r th;ﬂt Z* satisfies one of the equivalent conditions of

L. ositionGroupAutomaton
Proposition 2.6 1s called a group code of degree d.

2.4 Composition of codes

We introduce the notion of composition of codes (see [3] for a more detailed
presentation).

For a set X C A*, we denote by alph(X) the set of letters a € A which
appear in the words of X.

Let Z C A* and Y C B* be two finite codes with B = alph(Y’). Then the
codes Y and Z are composable if there is a bijection from B onto Z. Since Z is
a code, this bijection defines an injective morphism f from B* into A*. If f is
such a morphism, then Y and Z are called composable through f. The set

X=fY)czrcA (2.2)
is obtained by composition of Y and Z (by means of f). We denote it by

X:YOfZ,

or by X =Y o Z when the context permits it. Since f is injective, X and Y
are related by bijection, and in particular Card(X) = Card(Y"). The words in
X are obtained just by replacing, in the words of Y, each letter b by the word
f(b) e Z.

Example 2.7 Let A = {a,b} and B = {u,v,w}. Let f: B* — A* be the mor-
phism defined by f(u) = aa, f(v) = ab and f(w) = ba. Let Y = {u, vu,vv,w}
and Z = {aa,ab,ba}. Then Y,Z are composable through f and Y oy Z =
{aa, abaa, abab, ba}.
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If Y and Z are two composable codes, then X = Y o Z is a code [3, Proposition
2.6.1] and if Y and Z are prefix (suffix) codes, then X is a prefix (suffix) code.
Conversely, if X is a prefix (suffix) code, then Y is a prefix (suffix) code.

We extend the notation alph as follows. For two codes X, Z C A* we denote

alph,(X)={z€ Z|Ju,ve Z", uzve X}.
The following is Proposition 2.6.6 in [3].

Proposition 2.8 Let X,Z C A* be codes. There exists a code Y such that
X =YoZ if and only if X C Z* and alph,(X) = Z.

The following statement generalizes Propositions 2.6.4 and 2.6.12 of [3] for
prefix codes.

Proposition 2.9 Let Y, Z be finite prefix codes composable through f and let
X=Y Of Z.
(i) For any set G such that Y C G and Y is a G-mazimal prefiz code, X is
an f(G)-maximal prefix code.
(ii) For any set S such that X,Z C S, if X is an S-mazimal prefix code, Y is
an f=Y(S)-mazimal prefix code and Z is an S-maximal prefiz code. The
converse is true if S is recurrent.

Proof. (i) Let w € f(G) and set w = f(v) with v € G. Since Y is G-maximal,
there is a word y € Y which is prefix-comparable with v. Then f(y) is prefix-
comparable with w. Thus X is f(G)-maximal.

(ii) Since X is an S-maximal prefix code, any word in S is prefix comparable
with some element of X and thus with some element of Z. Therefore, Z is
S-maximal. Next if u € f~1(S), v = f(u) is in S and is prefix-comparable with
a word x in X. Assume that v = at. Then ¢ is in Z* since v,x € Z*. Set
w= f~Y(t) and y = f~1(x). Since u = yw, u is prefix-comparable with y which
isin Y. The other case is similar.

Conversely, assume that S is recurrent. Let w be a word in S of length
strictly larger than the sum of the maximal length of the words of X and Z.
Since S is recurrent, the set Z is right S-complete, and consequently the word
w is a prefix of a word in Z*. Thus w = up with u € Z* and p a proper prefix
of a word in Z. The hypothesis on w implies that u is longer than any word of
X. Let v = f~Y(u). Since u € S, we have v € f~1(S). It is not possible that
v is a proper prefix of a word of Y since otherwise u would be shorter than a
word of X. Thus v has a prefix in Y. Consequently u, and thus w, has a prefix
in X. Thus X is S-maximal. L]

Note that the converse of (ii) is not true if the hypothesis that S is recurrent is
replaced by factorial. Indeed, for S = {1, a,b,aa,ab,ba}, Z = {a,ba}, f~1(S) =
{1, u,uu,v}, Y = {uu,v}, f(u) =a and f(v) = ba, one has X = {aa, ba} which

is not an S-maximal prefix code.



329

330

331

332

333

sectionIntervalExchange

33

335

336

337

338

339

340

341

342

343

344

345

346

347

348

349

350

351

352

353

354

355

356

357

exampleRotations%

359

360

361

362

363

Note also that when S is recurrent (or even uniformly recurrent), G = f~1(S)
need not be recurrent. Indeed, let S be the set of factors of (ab)*, let B = {u, v}
and let f : B* — A* be defined by f(u) = ab, f(v) = ba. Then G = u* Uv*

which is not recurrent.

3 Interval exchange sets

In this section, we recall the definition and the basic properties of interval ex-
change transformations.

3.1 Interval exchange transformations

Let us recall the definition of an interval exchange transformation (see [10]
or [7]).

A semi-interval is a nonempty subset of the real line of the form [«, 5) =
{z €R|a<z< B} Thus it is a left-closed and right-open interval. For two
semi-intervals A, T"; we denote A < T'if x <y for any z € A and y € T.

Let (A, <) be an ordered set. A partition (I;)qeca of [0,1) in semi-intervals
is ordered if a < b implies I, < Ij.

Let A be a finite set ordered by two total orders <; and <a. Let (I,)qca be
a partition of [0, 1) in semi-intervals ordered for <;. Let A\, be the length of I,.
Let pg = Zbgla My and v, = Zbgw Ap. Set g = Vg —piq. The interval exchange
transformation relative to (I4)qca is the map T : [0,1) — [0,1) defined by

T(z)=z+a, ifzel,.

Observe that the restriction of T to I, is a translation onto J, = T'(I,), that
lg 18 the right boundary of I, and that v, is the right boundary of J,. We
additionally denote by -y, the left boundary of I, and by ¢, the left boundary
of J,. Thus

I, = h/avﬂa)a Jo = [61171/11)-

Since a <o b implies J, <a Jp, the family (J,)q.ca is a partition of [0,1)
ordered for <. In particular, the transformation 7" defines a bijection from
[0,1) onto itself.

An interval exchange transformation relative to (I,)qca is also said to be
on the alphabet A. The values (o )qca are called the translation values of the
transformation 7T'.

Example 3.1 Let R be the interval exchange transformation corresponding to
A={a,b},a <1 b, b<2a,l,=1[0,1—a), I, =[1 —a,1). The transformation
R is the rotation of angle a on the semi-interval [0,1) defined by R(z) = z +
a mod 1.

Since <3 and < are total orders, there exists a unique permutation 7 of A such
that a <y b if and only if w(a) <2 w(b). Conversely, <3 is determined by <;

10



s and 7, and <; is determined by <2 and w. The permutation 7 is said to be
s associated with T'.

366 Let s > 2 be an integer. If we set A = {ay1,az,...,as} with a1 <1 az <1
7 -+ <1 as, the pair (A, 7) formed by the family A = (A;)aca and the permutation
ss 1 determines the map 7. We will also denote T" as T) . The transformation T’
%0 is also said to be an s-interval exchange transformation.

370 It is easy to verify that the family of s-interval exchange transformations is
sn closed by composition and by taking inverses.

. . . X X figure3dinterval
s» Example 3.2 A 3-interval exchange transformation is represented in Figure IB. r
w3 One has A = {a,b,c} with a <1 b <; ¢ and b <3 ¢ <2 a. The associated permu-

tation is the cycle © = (abc). y . y
a C

O @ O O

Vq

Figure 3.1: A 3-interval exchange transformation figure3interval

374

# 3.2 Regular interval exchange transformations

sis  The orbit of a point z € [0,1) is the set {T™(z) | n € Z}. The transformation T’
s is said to be minimal if for any z € [0,1), the orbit of z is dense in [0, 1).

378 Set A = {a1,a9,...,as} with a1 <1 a2 <1 ... <1 as, p;i = ftq; and §; =
59 0q,. The points 0, pq, ..., us—1 form the set of separation points of T', denoted
380 Sep(T).

361 An interval exchange transformation T , is called regular if the orbits of
sz the nonzero separation points p1, ..., us—1 are infinite and disjoint. Note that

33 the orbit of 0 cannot be disjoint of the others since one has T'(p1;) = 0 for some
s ¢ with 1 <7 <s.

385 There are several equivalent terms used instead of regular. A regular interval
16 exchange transformation is also said to satisfy the idoc condition (where idoc
s stands for “infinite disjoint orbit condition”). It is also said to have the Keane
ss  property or to be without connection (see [8]).

. . exampleRotation
0 Example 3.3 The 2-interval exchange transformation R of Example IB. [ which
s is the rotation of angle « is regular if and only if « is irrational.

s The following result is due to Keane [22].

‘ Theorem 3.4 A regular interval exchange transformation is minimal.

303 The converse is not true. Indeed, consider the rotation of angle o with «
s irrational, as a 3-interval exchange transformation with A = (1 — 2, o, @)and

11
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m = (132). The transformation is minimal as any rotation of irrational angle
but it is not regular since pu; = 1 — 2, po = 1 — a and thus pg = T'(p1).

3.3 Natural coding

Let T be an interval exchange transformation relative to (I)qca. For a given
real number z € [0, 1), the natural coding of T relative to z is the infinite word
Yr(z) = apay - - - on the alphabet A defined by

ap=a if T"(z) € I,.

Example 3.5 Let g = (3~ }/3)/2 and let R be the rotation of angle o on [0, 1)
exampleRotatio

as in Example |3. [. The natural coding of R with respect to « is the Fibonacci

word (see [23, Chapter 2] for example).

For a word w = bgby - - - by_1, let I, be the set
Ly=ILyNT Y L,)N---nT~™L, ). (3.1)

Note that each I, is a semi-interval. Indeed, this is true if w is a letter. Next,

assume that I, is a semi-interval. Then for any a € A, T (Iow) = T (1) N1, is a

semi-interval since T'(I,) is a semi-interval by definition of an interval exchange

transformation. Since I, C Iy, T(144) is a translate of I,,,, which is therefore

also a semi-interval. This proves the property by induction on the length.
Then one has for any n > 0

Anlnt1 - Anpm—1 = w <= T"(2) € I, (3.2)

If T is minimal, one has w € Fac(Xr(z)) if and only if I,, # (. Thus the
set Fac(37(z)) does not depend on z (as for Sturmian words, see [23]). Since it
depends only on T', we denote it by Fac(7T'). When T is regular (resp. minimal),
such a set is called a regular interval exchange set (resp. a minimal interval
exchange set).

Let T be an interval exchange transformation. The natural codings Xr(2)
of T with z € [0,1) are infinite words on A. The set A“ of infinite words on
A is a topological space for the topology induced by the metric defined by the
following distance. For x = agai -,y = boby--- € AY with = # y, one sets
d(z,y) = 27@Y) if n(x, y) is the least n such that a,, # b,. Let X be the closure
in the space A% of the set of all ¥ (z) for z € [0,1) and let o be the shift on X.
The pair (X, 0) is a symbolic dynamical system, formed of a topological space
X and a continuous transformation . Such a system is said to be minimal if
the only closed subsets invariant by o are ) or X. It is well-known that (X, o)
is minimal if and only if the set Fac(X) of factors of the z € X is uniformly
recurrent (see for example [23] Theorem 1.5.9). .. ..

We have the commutative diagram of Figure b_E—g_

The map X7 is neither continuous nor surjective. This can be corrected by
embedding the interval [0, 1) into a larger space on which T is a homeomophism

12



[0,1) [0,1)
Xr Xr
x —2—+ X
Figure 3.2: A commutative diagram. commutativeDiagram

a0 (see [22] or [7] page 349). However, if the transformation T is minimal, the
a  symbolic dynamical system (X, o) is minimal (see [7] page 392). Thus, we
s obtain the following statement.

‘propositionRegularUHs* Proposition 3.6 For any minimal interval exchange transformation T, the set
e Fac(T) is uniformly recurrent.

‘exampleDivisiom* Example 3.7 Set a = (3 —V/5)/2 and A = {a,b,c}. Let T be the interval
s exchange transformation on [0,1) which is the rotation of angle 2a mod 1 on

wr the threge intervals I, = [0,1 —2a), I, = [1 — 20,1 — ), Io = [1 —a,1) (see
igure3interval2
Figure E%%i ['he transformation 7T is regular since « is irrational. The words

0 1 -2« l-«a 1
@ o @ > O % O
0 o 200
@ > O % .TO
Figure 3.3: A regular 3-interval exchange transformation. ‘ figure3interval2

438

figureSetF
of length at most 5 of the set S = Fac(T") are represented in Figure l:}.li?rseﬁce

Figure 3.4: The words of length < 5 of the set S.

439 9 . . lexampleFiboNatCoding
s T = R, where R is the transformation of Example 3.5, the natural coding of T’
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relative to « is the infinite word y = v~!(z) where z is the Fibonacci word and
~v is the morphism defined by (a) = aa, v(b) = ab, v(¢) = ba. One has

y = baccbaccbbacbbacbbace - - - (3.3)

Actually, the word y is the fixed-point g*(b) of the morphism g : a — bacch, b —
bacc,c — bach. This follows from the fact that the cube of the Fibonacci
morphism f : a — ab,b — a sends each letter on a word of odd length and
thus preserves the set of words of even length.

4 Return words

In this section, we introduce the notion of return and first return words. We
prove elementary results about return words which extendablely already appear
in [12].

Let S be a set of words. For w € S, let ['g(w) = {z € S| wzx € SNATw} be
the set of right return words to w and let Rg(w) = I's(w) \T's(w)A™ be the set
of first right return words to w. By definition, the set Rg(w) is, for any w € S,
a prefix code. If S is recurrent, it is a w~!S-maximal prefix code.

Similarly, for w € S, we denote I'y(w) = {x € S | zw € SNwAT} the set of
left return words to w and Rg(w) = I'g(w) \ ATTg(w) the set of first left return
words to w. By definition, the set R'(w) is, for any w € S, a suffix code. If S
is recurrent, it is an Sw~!-maximal suffix code. The relation between Rs(w)
and R'g(w) is simply

wRs(w) = R(w)w . (4.1)

Let f : B* — A* is a coding morphism for Rg(w). The morphism f’: B* — A*
defined for b € B by f/'(b)w = wf(b) is a coding morphism for Ry (w) called the

coding morphism associated with f.

Example 4.1 Let S be the uniformly recurrent set of Example B.7. We have

Rs(a) = {cbba,ccba,ccbba},
Rs(b) = {acb,acch,b},
Rs(c) = {bac,bbac,c}.

E
These sets can be read from the word y given in Equation (bgg) A coding
morphism f : B* — A* with B = A for the set Rg(c) is given by f(a) = bac,
f(b) = bbac, f(c) =c.

Note that I's(w) U {1} is right unitary and that
Is(w)U{1} = Rg(w)* Nw™ 8. (4.2)

Indeed, if x € I'g(w) is not in Rg(w), we have x = zu with z € I's(w) and
u nonempty. Since I'g(w) is right unitary, we have u € I's(w), whence the
conclusion by induction on the length of . The converse inclusion is obvious.

14
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Proposition 4.2 A recurrent set S is uniformly recurrent if and only if the set
Rs(w) is finite for all w € S.

Proof. Assume that all sets Rg(w) for w € S are finite. Let n > 1. Let N be
the maximal length of the words in Rg(w) for a word w of length n, then any
word of length N + 2n — 1 contains an occurrence of w. Conversely, for w € .S,
let N be such that w is a factor of any word in S of length N. Then the words
of Rs(w) have length at most |w| + N — 1. "

Let S be a recurrent set and let w € S. Let f be a coding morphism for Rs(w).
The set f~1(w™19), denoted D¢(9), is called the derived set of S with respect
to f. Note that if f’ is the coding morphism for R’ (w) associated with f, then
DA(8) = f (Sw™).

The following result gives an equivalent definition of the derived set.

Proposition 4.3 Let S be a recurrent set. For w € S, let f be a coding mor-
phism for the set Rg(w). Then

Dy(S) = [~ (Ts(w)) U{1}. (4.3)
Proof. Let z € D¢(S). Then f(z) € w™'SNRg(w)* and t s, f(2) € T'g(w)U{1}.
Conversely, if € I's(w), then z € Rg(w)* by Equation ( .%%nl thus z = f(z)
for some z € Df(S). n

Let S be a recurrent set and x be an infinite word such that S = Fac(z).
Let w € S and let f be a coding morphism for the set Rg(w). Since w appears
infinitely often in z, there is a unique factorization = vwz with z € Rg(w)“
and v such that vw has no proper prefix ending with w. The infinite word f~1(z)
is called the derived word of x relative to f. If f is the coding morphism for
Rs(w) associated with f, we have f~!(z) = f/~!(wz) and thus f, f’ define the
same derived word.

The following well-known result (for a proof, see [6] for example), shows in
particular that the derived set of a recurrent set is recurrent.

Proposition 4.4 Let S be a recurrent set and let x be a recurrent infinite word
such that S = Fac(x). Let w € S and let f be a coding morphism for the set
Rs(w). The derived set of S with respect to f is the set of factors of the derived
word of x with respect to f, that is Dy (S) = Fac(Dy(x)).

. exampleDivision
Example 4.5 Let S be the uniformly recurrent set of Example |3. 7. Let f be the

coding morphism for the set Rs(c) given by f(a) = bac, f(b) = bbacy f(c) = c.

Then the derived set of S with respect to f is represented in Figure A.T.
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Figure 4.1: The words of length < 3 of the derived set of S.

= D Uniformly recurrent tree sets

sectionTreeNormal |

s In this section, we recall the notion of tree set introduced in [?]. We recall that
sos  the factor complexity of a tree set on k + 1 letters is p, = kn + 1.

K X InverselmageTree
507 We recall a result concerning the decoding of tree sets (Theorem 5.7). We
s8  also re t%11 ‘% heg é‘gleernr&cliga( padsrs property of uruéormlgé1 yesn r)ren‘g tree sets (The-
500 Orems an at we will use in Section [7. We prove that the famil

opos¥rlonReturns
510 umformly recurrent tree sets is invariant under derivation (Theorem |5 12).

su  further prove that all bases £ écgleemﬁfggegroup included in a uniformly recurrent
s tree set are tame (Theorem% t3)

s3 5.1  Tree sets

s Let S be a fixed factorial set. For a biextendable word w, we consider the
sis undirected graph G(w) on the set of vertices which is the disjoint union of L(w)
sis  and R(w) with edges the pairs (a,b) € E(w). The graph G(w) is called the
siz extension graph of win S.

s Example 5.1 Let S be the Flb%naccrEstegnS;[c‘)g rar)ﬁltensmn graphs of ¢,a,b,ab
respectively are shown in Figure 5.T.

o

Figure 5.1: The extension graphs of ¢, a, b, ab in the Fibonacci set. |FigureExtensionGraph
519
520 Recall that an undirected graph is a tree if it is connected and acyclic.
521 We say that S is a tree set (resp. an acyclic set) if it is biextendable and if
s for every word w € S, the graph G(w) is a tree (resp. is acyclic).
523 It is not difficult to verify the following statement (see [4], Proposition 4.3)

s which shows that the factor complexity of a tree set is linear.
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Proposition 5.2 Let S be a tree set on the alphabet A and let k = Card(A N
S)—1. Then Card(SNA™) =kn+1 for alln >0

The following result is also easy to prove.

Proposition 5.3 A Sturmian set S is a uniformly recurrent tree set.

Proof. We have already seen that a Sturmian set is uniformly recurrent. Let
us show that it is a tree set. Consider w € S. If w is not left-special there is a
unique a € A such that aw € S. Then E(w) C {a} x A and thus G(w) is a tree.
The case where w is not right-special is symmetrical. Finally, assume that w is
bispecial. Let a,b € A be such that aw is right-special and wb is left-special.
Then E(w) = ({a} x A) U (A4 x {b}) and thus G(w) is a tree. "
lpropositionRegularUR
Putting together Propositions B.6 and Proposition 5.8 in [5], we have the similar
statement.

Proposition 5.4 A regular interval exchange set is a uniformly recurrent tree
set.

lpropositionExchangeTreeCondition
Proposition b.4 is actually a particular case of a result of [18] which charac-

terizes the regular interval exchange sets.
We give an example of a uniformly recurrent tree set which is neither a
Sturmian set nor an interval exchange set.

Example 5.5 Let, 5 be the Tribonacci set on the alphabet A = {a,b,c} (see
Example . 2) et X = A2NS. Then X = {aa, ab, ac, ba, ca} is an S-maximal
bifix code of S-degree 2. Let B = {x,y,z,t,u} and let f : B* — A* be the
morphism defined by f(z) = aa, f(y) = ab, f(z) = ac, f(t) = ba, f(u) = ca.
Then f is a coding morphism for X. We will see that th set egNorm a]fl L(S) is
a uniformly recurrent tree set (this follows from Theorem %Tb_em)_lt is not
Sturmian since y and ¢ are two right-special words of length 1. It is not either
an interval exchange set. Indeed, for any right-special word w of G, one has
r(w) = 3. This is not possible in a regular interval exchange set T since, 3p

being injective, the length of the interval .J,, tends to 0 as |w| tends to infinity.

Let S be a set of words. For w € S, and U,V C S, let U(w) ={£ € U | tw €
S} and let V(w) = {r € V | wr € S}. The generalized extension graph of w
relative to U,V is the following undirected graph Gy,y (w). The set of vertices
is made of two disjoint copies of U(w) and V' (w). The edges are the pairs (¢, )
for £ € U(w) and r € V(w) such that fwr € S. The extension graph G(w)
defined previously corresponds to the case where U,V = A.

The following result is proved in [4] (Proposition 4.9).

Proposition 5.6 Let S be a tree set. For any w € S, any finite S-mazximal

suffiz code U C S and any finite S-maximal prefix code V- C S, the generalized
extension graph Guv(w) is a tree.
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Let S be a recurrent set and let f be a coding morphism for a finite S-
maximal bifix code. The set f~1(S) is called a mazimal bifiz decoding of S.
The following result is Theorem 4.13 in [4].

Theorem 5.7 Any mazximal bifiz decoding of a recurrent tree set is a tree set.

We have no example of a bi@ﬁéec(zii'ee%%(oixi‘g%.()f a recurrent tree set which is not
recurrent (in view of Theorem [7.T to be proved hereafter, such a set would be

the decoding of a recurrent tree set which is not uniformly recurrent).

5.2 The finite index basis property

Let S be a recurrent set containing the alphabet A. We say that S has the
finite index basis property if the following holds. A finite bifix code X C S is
an S-maximal bifix code of S-degree d if and only if it is a basis of a subgroup
of index d of the free group on A.

We recall the main result of [5] (Theorem 6.1).

Theorem 5.8 A uniformly recurrent tree set containing the alphabet A has the
finite index basis property.

. |subsectionautomata . .
Recall from Section 2.3 that a group code of degree d is a bifix code X such

that X* = ¢~ !(H) for a surjective morphism ¢ : A* — G from A* onto a finite
group G and a subgroup H of index d of G.

We will use the following result. It is stated for a Sturmian set S in [2]
(Theorem 7.2.5) but the proof only uses the fact that S is uniformly recurrent
and satisfies the finite index basis property. We reproduce the proof for the sake
of clarity.

For a set of words X, we denote by (X) the subgroup of the free group on
A generated by X. The free group on A itself is consistently denoted (A).

Theorem 5.9 Let Z C A" be a group code of degree d. For every uniformly
recurrent tree set S containing the alphabet A, the set X = Z NS is a basis of
a subgroup of index d of (A).

Proof. By Theorem 4.2.11 in [2], the code X is an S-maximal bifix code of
S-degree e < d. Singe S is a ymiformly recurrent, by Theorem 4.4.3 of [2], X is
finite. By Theorem %.8, X 18 a basis of a subgroup of index e. Since (X) C (Z),
the index e of the subgroup (X) is a multiple of the index d of the subgroup
(Z). Since e < d, this implies that e = d. "

As an example of this result, if S is a uniformly recurrent tree set, then
SN A™ is a basis of the subgroup formed by the words of length multiple of n
(where the length is not the length of the reduced word but the sum of values
1 for the letters in A and —1 for the letters in A~1).

We will use the following results from [4]. The first one is Corollary 5.8 in [4].
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Theorem 5.10 Let S be a uniformly recurrent tree set containing the alphabet
A. For any word w € S, the set Rg(w) is a basis of the free group on A.

The next result is Theorem 6.2 in [4]. A submonoid M of A* is saturated in
aset SEMNS=(M)NS.

Theorem 5.11 Let S be an acyclic set. The submonoid generated by any bifix
code X C S is saturated in S.

5.3 Derived sets of tree sets

We will use the following closure property of the family of uniformly recurrent
tree sets. It generalizes the fact that the derived word of a Sturmian word is
Sturmian (see [21]).

Theorem 5.12 Any derived set of a uniformly recurrent tree set is a uniformly
recurrent tree set.

Proof. Let S be a uniformly recurrent tree set containing A let v € S and let
f be a coding morphism for X = Rg(v). By Theorem E.IU, X 1S a basis of the

free group on A. Thus f : B* — A* extends to an isomorphism from (B) onto

A).
< > [propositionRecurrent

Set H = f~'(v~1S). By Proposition &'1.5, the set H is recurrent and H =
- (Cs(w) U1},

Consider z € H and set y = f(x). Let f’ be the coding morphism for
X' =R/ (v) associated with f. For a,b € B, we have

(a,0) € G(z) & (f'(a), f(b)) € Gx x(vy),

where G x/_x (vy) denotes the generalized extension graph of vy relative to X'/, X.
Indeed,

azb € H < f(a)yf(b) € Ts(v) & vf(a)yf(b) € S < f'(a)vyf(b) € S.

The set X’ is an Sv~!-maxi rggs%%ﬁnéfge e and the set X is a v~ 1 S-maximal
prefix code. By Proposition 5.6 the generalized extension graph Gx/ x(vy) is a
tree. Thus the graph G(x) is a tree. This shows that H is a tree set.

Consider now z € H \ 1. Set y = f(z). Let us show that I'y(z) =
Y Ts(vy)) or equivalently f(I'y(x)) = Is(vy). Consider first r € T'y(x).
Set s = f(r). Then zr = ux with u,uz € H. Thus ys = wy with w = f(u).

Since u € H \ {1}, w = f(u) is in I's(v), we have vw € ATv N S. This
implies that vys = vwy € ATvy N S and thus that s € Ts(vy). Conversely,
consider s € I's(vy). Since y = f(z), we have s € T's(v). Set s = f(r). Since
vys € ATvyNS, we have ys € ATyNS. Set ys = wy. Then vwy € A vy implies
vw € ATv and therefore w € T'g(v). Setting w = f(u), we obtain f(xr) = ys =
wy € XtyNTg(v). Thus r € Ty (z). This shows that f(T'g(z)) = s(vy) and
thus that Ry (z) = f~1(Rs(vy)).

Since S is uniformly recurrent, the set Rg(vy) is finite. Since f is an isomor-
phism, Ry (x) is also finite, which shows that H is uniformly recurrent. n
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lexampleTribonacci

Example 5.13 Let S be the Tribonacci set (see Example 2.2). It 1s the set
of factors of the infinite word x = abacaba - -- which is the fixed point of the
morphism f defined by f(a) = ab, f(b) = ac, f(¢) = a. We have Rg(a) =
{a,ba,ca}. Let g be the coding morphism for Rg(a) defined by g(a) = a,
g(b) = ba, g(c) = ca and let ¢’ be the associated coding morphism for R's(a)
We have f = ¢g/m where 7 is the circular permutation m = (abc). Set z = ¢'~*(z)
Since ¢'m(z) = x, we have z = w(z). Thus the derived set of S with respect to

a is the set m(S5).

5.4 Tame bases

An automorphism « of the free group on A is positive if a(a) € AT for every
a € A. We say that a positive automorphism of the free group on A is tame?
if it belongs to the submonoid generated by the permutations of A and the
automorphisms ag p, G, defined for a,b € A with a # b by

ab if c = a, . ba if c = a,
Qg p(c) = { G p(c) = {

. b .
c otherwise c otherwise

Thus g places a b after each a and @, places a b before each a. The above
automorphisms and the permutations of A are called the elementary positive
automorphisms on A. The monoid of positive automorphisms is not finitely
generated as soon as the alphabet has at least three generators (see [26]).

A basis X of the free group is positive if X C AT. A positive basis X of the
free group is tame if there exists a tame automorphism « such that X = a(A4).

Example 5.14 The set X = {ba, cba,cca} is a tame basis of the free group on
{a,b,c}. Indeed,one has the following sequence of elementary automorphisms.

~2

(b, c,a) =% (b, cb, a) BN (b, cb, cca) 22 (ba, cba, cca).

The fact that X is a basis can be check directly by the fact that ¢ = (cba)(ba)~?!,
¢ %(cca) = a and finally (ba)a™! = b.

The following resylf will play a key role in the proof of the main result of this
section (Theorem % 5

Proposition 5.15 A set X C AT is a tame basis of the free group on A if and
only if X = A or there is a tame basis Y of the free group on A and u,v € Y
such that X = (Y \v) Uuv or X = (Y \ u) Uuw.

Proof. Assume first that X is a tame basis of the free group on A. Then
X = «a(A) where « is a tame automorphism of (A). Then a = ayas - - - o, where
the a; are elementary positive automorphisms. We use an induction on n. If
n =0, then X = A. If o, is a permutation of A, then X = ajas---a,—1(A)

2The word tame (as opposed to wild) is used here on analogy with its use in ring theory.
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and the result holds by induction hypothesis. Otherwise, set f = a; -+ an—1
and Y = (A4). By induction hypothesis, Y is tame. If o, = aq.p, set u = 5(a)
and v = B(b) = a(b). Then X = (Y \ u) Uuw and thus the condition is satisfied.
The case were o, = 4, is symmetrical.

Conversely, assume that Y is a tame basis and that w,v € Y are such that
X = (Y \ u) Uuv. Then, there is a tame automorphism S of (A4) such that
Y = B(A). Set a =37 (u) and b= 37 (v). Then X = Ba,(A) and thus X is

a tame basis. -
We note the following corollary.

Corollary 5.16 A tame basis which is a bifiz code is the alphabet.

Proo@ Aisunlle that X is a tame basis which is not the alphabet. By Proposi-
. ropAuxiliar K
tion b. ere i3 a tame basis Y and u,v € Y such that X = (Y \ v) Uuw or

X = (Y \ u) Uuv. In the first case, X is not prefix. In the second one, it is not
suffix. -

The following example is from [26].

Example 5.17 The set X = {ab,ach,acc} is a basis of the free group on
{a,b,c}. Indeed, accb = (acb)(ab)™(ach) € (X) and thus b = (acc) tacch €

(X)), which implies easily ‘T(Izlc%to 4:6.5.4X). The set X is bifix and thus it is not
a tame basis by Corollary b.16.

theoremFIB
The following result is a remarkable consequence of Theorem 5.3.

Theorem 5.18 Any basis of the free group included in a uniformly recurrent
tree set is tame.

Proof. Let S be a uniformly recurrent tree set. Let X C .S be a basis of the free
group on A. Since A is finite, X is finite (and of the same cardinality as A).
We use an inductign on the.sum A(X) of the lengths of the words of X. If X is
bifix, by Theo em %IeSD At Is an S-maximal bifix code of S-degree 1. Thus X = A
(see Example Ei; Next assume for example that X is not prefix. Then there
are nonempty words u,v such that u,uv € X. Let Y = (X \ uv) Uv. Then Y
is a basi's of the free group and )\'(Y) < AMX). By 'in'du tion, hypothesis, V" is
tame. Since X = (Y \ v) Uuw, X is tame by Proposition E 5. "

Example 5.19 The sete X :le{grll), ach, acc} is a basis of the free group which is

not tame (see Example b.17). Accordingly, the Xtension graph G () relative to
the set of factors of X is not a tree (see Figure 555
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Figure 5.2: The graph G(¢)

«» 6 H-adic representations

sectionSadic

703 In this section we study H-adic representations of tree sets. This notion was
¢ introduced in [17], using a terminology initiated by Vershik and coined out by
s B. Host (it is usually called S-adic but we already use here the letter S for
06 sets of words). We first recall a general construction allowing to bu'lglo DI? —aéiigdic UR set

77 representations of any uniformly recurrent Egggggrgiligm set (Proposition 6.1) which

78 is based on return words. Using Theorem 5.8, we show that this construction
700 actu gé,e ]%%Xides ‘H.-representations of uniformly recurrent tree sets (Theo-
70 Tem %.5), where H. is the set of elementary positive automorphisms of the free

m  group on A.

n 6.1 H-adic representations

73 Let H be a set of morphisms and h = (0,)nen be a sequence in HY with
ns op Ay — Ay Welet Sy, denote the set of words (1, .y Fac(oo - - - 0 (45 41))-
ns We call a factorial set S an H-adic set if there exists h € SN such that S = Sh.
76 In this case, the sequence h is called an H-adic representation of S.

77 A sequence of morphisms (0, )nen is said to be everywhere growing if minge a,,
ns  |og---on—1(a)| goes to infinity as n increases. A sequence of morphisms (o, )nen
7o is said to be primitive if for all » > 0 there exists s > r such that all letters of
20 A, occur in all images o, - - 05-1(a), a € As. Obviously any primitive sequence
721 of morphisms is everywhere growing.

722 A uniformly recurrent set S is said to be aperiodic if it contains at least one
73 right-special factor of each length. The next (well-known) proposition provides
24 a general construction to get a primitive S-adic representation of any aperiodic
s  uniformly recurrent set S.

prop: S-adic UR setz* Proposition 6.1 An aperiodic factorial set S C A* is uniformly recurrent if

= and only if it has a primitive H-adic representation for some (possibly infinite)
= set H of morphisms.

ne  Proof. Let H be a set of morphisms and h = (o, : A%, 1 = A%)nen € HY be
70 a primitive sequence of morphisms such that S = (1, .y Fac(oo -+ 0 (45, 1))
= Consider a word u € S and let us prove that u € Fac(v) for all long enough
w2 v € S. The sequence h being everywhere growing, there is an integer r > 0
753 such that mingea, [oo---0or_1(a)| > |ul. As S = (), cyFac(oo---0n(4541)),
74 there is an integer s > r, two letters a,b € A, and a letter ¢ € Ag such that
s u € Fac(og---o,-1(ab)) and ab € Fac(o,---0s-1(c)). The sequence h being
726 primitive, there is an integer ¢ > s such that ¢ occurs in o - - - o¢—1(d) for all d €

22



737

738

739

740

741

742

743

745

746

747

748

749

750

751

752

753

754

755

756

757

758

759

760

761

762

763

764

765

766

767

768

769

770

771

772

773

774

775

776

T

778

779

A;. Thus u is a factor of all words v € S such that [v| > maxgea, |00 - - 0r—1(d)]
and S is uniformly recurrent.

Let us prove the converse. Let (u,)nen € SV be a non-ultimately periodic
sequence such that u,, is suffix of u,,+1. By assumption, S is uniformly recurrent
50 Rg(uny1) is finite for all n. The set S being aperiodic, Rg(un+1) also has
cardinality at least 2 for all n. For all n, let 4, = {0, ..., Card(Rs(un))—1} and
let o, + A% — A* be a coding morphism for Rg(uy). The word u,, being suffix of
Un+1, we have a1 (An+1) C an(Af). Since oy, (A,) = Rs(uy) is a prefix code,
there is a unique morphism o, : 47 | — A} such that a0, = 1. For all n
we get Rs(un) = agooor---0n—1(An) and S = [, oy Fac(aooo -+ 0n (4 11))
Without loss of generality, we can suppose that ug = ¢ and Ay = A. In that
case we get ap = id and the set S thus has an H-adic representation with
H={0,|neN}

Let us show that h = (0,)nen is everywhere growing. If not, there is a
sequence of letters (a, € A, )n>n such that o, (an+1) = a, for all n > N. This
means that the word r = 0¢---0,(a,) € S is a first return word to u,, for all
n > N. The sequence (|uy,|)nen being unbounded, the word r* belongs to S for
all positive integers k, which contradicts the uniform recurrence of S.

Let us show that h is primitive. The set S being uniformly recurrent, for
all n € N there exists N,, such that all words of S N AS™ occur in all words of
SNAZNn. Letr € Nandlet u = 0¢---0,_1(a) for some a € A,.. Let s > r be an
integer such that minye 4, |00 - - - 05—1(b)| > N Thus u occursin og - -~ 0s—1(b)
forall b € As. As 0g-+-0s_1(As) Cog-+-or_1(AF) and as o¢ - 0,_1(4,) =
Rs(uy) is a prefix code, the letter a € A, occurs in ;. - - - 05_1(b) for all b € A,.

|

Remark 6.2 In the continuation of the proof of the above proposition, we could
also consider a sequence (a, € A,)nen of letters such that o, (ant+1) € anAl
(such a sequence exists by application of Ko6nig’s lemma). By doing so, we
would build a uniformly recurrent infinite word w = lim,,—, 400 00+ * 0 (An+1)
with S for set of factors. According to Durand [12], w is substitutive if and
only if there is a sequence of words (u,)nen that makes the sequence (o, )nen
be ultimately periodic.

Remark 6.3 In the proof of the previous proposition, the same construction
works if we define the sequence (u, )nen such that u,, is prefix of u,+1 and if we
consider Rlg(u,) instead of Rg(uy).

Remark 6.4 Still in the continuation of the proof, we can also slightly mod-
ify the construction in such a way that the sequence (o,,)nen is proper, that
is, for all m, there is an integer m > n and two letters a,b € A, such that
On -+ Om—1(Am) C aAX N Arb. According to Durand [13, 14], if H is finite,
then S is linearly recurrent if and only if there is an integer £ > 0 such that
for all n € N, all letters of A,, occur in oy, - - - optx(a) for all @ € A, p41 (this
property is called strong primitiveness) and there are two letters a,b € A,, such
that Op - Un+k(An+k+1) C (IA,TL n A:b
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w 6.2 H-adic representation of tree sets

7w Even for uniformly recurrent sets with linear factor CO][TllpleXitél_z ‘%he st of mor-
. . . L. [Prop: adic set

72 phisms S = {0, | n € N} considered in Proposition 6.1 is usually imfinite as

75 well as the sequence of alphabets (A, )nen is usually unbounded (see [15]). For

784 tFee ﬁ%tosﬁ S , écba% next tsléeéorem significantly improves the only if part of Proposi-

s tion I6.1: For such sefs, the set H can be replaced by the set H. of elementary

76 positive automorphisms. In particular, A, is equal to A for all n.

Theorem 6.5 If S is a uniformly recurrent tree set over an alphabet A, then

s it has a primitive H.-adic representation.

7 Proof. For any non-ultimately periodic sequence (uy, )nen € S™ such that ug = &
70 and uy, 1s su@&g é):f Ugpye éch&sggtuen'ce of morphis'ms (O’n)ne'N built in the proof of
1 Proposition 6.11s a primitive H-adic representation of S with H = {o,, | n € N}.
72 Therefore, all we need to do is to consider such a sequence (uy,)nen such that
w3 o0 1S tame for all n. )
. theoremJulien . .
794 Let u; = a(® be a letter in A. By Theore [5.]” jhe set Rg(u1) is a basis of
‘theoremTame :
75 the free group on A. Therefore, by Theorem ; 8, the morphism o : A} — Aj
i = 1) — 1)

6 is tame (Ag = A). 'Let a'V) € A; be a letter angrgggsy%oHRquggs ). Tlhus
7 u2 € Rg(u1) and uy is a suffix of uz. By Theorem b.12, the derived set S =
78 O ! (S) is a uniformly recurrent tree set on the alphabet A. We thus reiterate the
70 process with aM and we conclude by induction with u,, = gqg-- -an_g(a("’l))
s0 for alln Z 2. |

= 7 Maximal bifix decoding

sectionBifixDecoding theoremNormal
sz In this section, we state and prove the main result of this paper (Theorem |’7.l ).

g3 In the first part, we prove two results concerning morphisms onto a finite group.
s+ In the second one we prove a sequence of lemmas leading to a proof of the main
ss  result.

7.1 Main result

subsectionMainRe suléuT

sor ' The family of uniformly recurrent tree sets contains both the Sturmian sets and

ws the regular interval exchange sets. The second family is closed under maxirg%gmplehibonaccﬂ

s00  bifix decoding (see [5], Corollary 5.22) but the first family is not (see Example[7.2
a0 below). The following result shows that the family of uniformly recurrent tree
s sets is a natural closure of the family of Sturmian sets.

‘ Theorem 7.1 The family of uniformly recurrent tree sets is closed under max-

sz 1mal bifiz decoding.

. X InverseImageTree .
sia Note that, in contrast with Theorem LS.?, assuming the uniform recurrence,
a5 instead of simply the recurrence. implies the same property for the decoding.
816 We illustrate Theorem 7.1 by the following example.
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Example 7.2 Let Gtke as E)iample H.5. The set G is a uniformly recurrent

PYM
tree set by Theorem [7.T.

We prove two preliminary results concerning the restriction to 1}(1)11(1}2{ ly re- a
current tree set of a morphism onto a finite group (Propositions ?.3 ana; ’?7151 ;

Proposition 7.3 Let S be a uniformly recurrent tree set containing the alphabet
A and let ¢ : A* — G be a morphism from A* onto a finite group G. Then
p(S) = G.

Proof. Since the submonoid ¢~1(1) is right and left unitary, there is a bifix code
Z such that Z* = ¢=1(1). Let X = ZNS. By Theorem ms of
a subgroup of index Card(G). Let = be a word of X of maximal length (since
X is a basis, it is finite and has Card(A) elements). Then z is not an internal
factor of X and thus it has Card(G) parses. Let S(z) be the set of suffixes of x
which are prefixes of X. If s,t € S(z), then they are comparable for the suffix
order. Assume for example that s = ut. If ¢(s) = ¢(¢), then v € X* which
implies u = 1 since s is a prefix of X. Thus all elements of S(z) have distinct
images by ¢. Since S(z) has Card(G) elements, this forces ¢(S(z)) = G and
thus ¢(S) = G since S(z) C S. "

We illustrate the proof on the following example.

Example 7.4 Let A = {a,b} and let ¢ be the morphism from A* onto the
symmetric group G on 3 elements defined by ¢(a) = (12) and ¢(b) = (13). Let Z
be the group code such that Z* = ¢~1(1). The group automafon correspon ding
to the regular representation of G is represented in Figure [7.T s 6Ly be the

Fibonacci set. The code X = Z N S is represented in Figure 75 The word

Figure 7.1: The group automaton corresponding to the regular representation
of G.

w = abgha is not an internal factor of X. All its 6 suffixes (indicated in black in
Figure %5} are proper prefixes of X and their images by ¢ are the 6 elements
of the group G.

Proposition 7.5 Let S be a uniformly recurrent tree set containing the alphabet

A and let p : A* — G be a morphism from A* onto a finite group G. For any
w € S, one has p(T's(w) U{1}) =G.

25
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Figure 7.2: The code X =2 NS

s Proof. Let a: B* — A" be a coding morphism for Rg{w). Then 8= poa:

s B* — G is a morphism from B* into G. By Theorem b.10, the set R (w) is a
sss  Dbasis of the free group on A. Thus (a(B)) = (A4). This implies that 8((B)) = G.
s This implies that S(B) generates G. Since G is a finite eroup, B(B*) is a
sso  subgroup of G and thus 3(B*) = G. By Theorem b.12Z, the set H = a*igtg;iltél‘gncmu
g1 is a uniformly recurrent tree set. Thus S(H) = G by Proposition IE.S. This

ez implies that p(Tg(w) U{1}) =G. n

w3 7.2 Proof of the main result

s¢ Let S be a uniformly recurrent tree set containing A and let f : B* ﬁe‘él:en%‘}@

ss  coding morphism for a finite S-maximal bifix code Z. Bg Theo emF%.S, Z 18 a
ropositionHca

s basis of a subgroup of index dg(Z) and, by Theorem b.TT, the submonoid Z* is
ss7  saturated in S.
858 We first prove the following lemma.

‘ Lemma 7.6 Let S be a uniformly recurrent tree set containing A and let f :
o B* — A* be a coding morphism for an S-maximal bifix code Z. The set K =
s fL(S) is recurrent.

s2 Proof. Since S is factorial, the set K is factorial. Let r,s € K. Since S is
3  recurrent, there exists u € S such that f(r)uf(s) € S. Set t = f(r)uf(s). Let
e G be the representation of (A) on the right cosets oﬁ gsz Let ¢ : A* — G be the
oplamma

ss natural morphism from A* onto G. By Proposition 7.5, we have ¢(I's(t)U{1}) =
ss G. Let v € T'g(t) be such that ¢(v) is the inverse of ¢(t). Then ¢(tv) is the
7 identity of G and thus tv € (Z).

868 Since S is a.tree set, it is acyclic and thus Z* is saturated in S by Theo-

ropositionHcaj

w rem b.I1. Thus 27N S = (Z) N S. This implies that tv € Z*. Since tv € A*t,
g0 we have f(r)uf(s)v = f(r)qf(s) and thus uf(s)v = qf(s) for some g € S. Since
en  Z* is right unitary, f(r), f(r)uf(s)v € Z* imply uf(s)v = ¢f(s) € Z*. In turn,
ez since Z* is left unitary, ¢f(s), f(s) € Z* imply ¢ € Z* and thus ¢ € Z* N S.
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es Let w € K be such that f(w) = ¢q. Then rws is in K. This shows that K is
sre  recurrent. m

875 We prove a series of lemmas. In each of them, we consider a uniformly
es  recurrent tree set S containing A and a coding morphism f : B* — A* for
e an S-maximal bifix code Z. We set K = f~1(S). We choose w € K and set
ss v = f(w). Let also Y = Rg(w). Then Y is a w~! K-maximal prefix code. Let
o X = f(Y) %rro%%‘slli¥?%%}}§}:¥r§, = Y of Z. Then, since f(w™ 1K) = v~1S, by
so  Proposition 2.97(i), X is a v~ ~S-maximal prefix code.

881 Finally we set U = Rg(v). Let o : C* — A* be a coding morphism for U.
g2 Since X C I'g(v), we have X C U*. Si ce yll* N X # ) for any u € U, we have
g3  alphy(X) = U. Thus, by Proposition g.& we have X = T o, U where T is the
s« prefix code such that o(T) = X.

Lemma 7.7 We have X*Nov~= 1S =U*NZ*Nv~18S.

s Proof. Indeed, the left handside is clearly included in the right one. Conversely,
s consider z € U* N Z* No~18S. Since x € I]* ﬁRv_lS g_l(x) isin a”t(v71S) =
propositionRecurren

s o (I's(v)) U {1} by Proposition #.3. Thus z € L'g(v) U{1}. Since z € Z*,
s fl(x) € T (w) U{l} C Y*. Therefore z is in f(Y*) = X*. .

[propositionReturns

s We set for simplicity d = dg(Z). Set H = a~!(v~1S). By Proposition b.12, H
s is a uniformly recurrent tree set.

Lemma 7.8 The set T is a finite H-mazimal bifix code and dg (T) = d.

g3 Proof. Since X is a prefix code, T is a prefix code.. SH’ICS X is v~ 1S-maximal,
K . . [propositionMaxPre . K
s T is a~1(v~1S)-maximal by Proposition 2.9 (ii) and thus H-maximal since
ss H = 0471(’0715).
896 Let z,y € C* be such that zy,y € T". Then a(zy),a(y) € X imply a(z) €
7 Z*. Since on the other hand, a(x) € U* Nv~1S, we obtain by Lemma 7.7 that
ss  a(x) € X*. This implies € T* and thus = 1 since T is a prefix code. This
so0  shows that T is a suffix code.
900 To show that dy(T) = d, we consider the morphism ¢ from A* onto the
s group G which is th'e representation 'of (A) on the right cosets of (7). Set
w J = p(Z*). Thus J is a subgroup of index d of G. By Theorem lS.IU, the set
w3 U is a basis of the free group on A. Therefore, since G is a finite group, the
wa restriction of ¢ to U* is surjective. Set ¥ = poa. Then ¢ : C* — G is a
os morphism which is onto since U = «(C) generates the free group on A. Let V
ws be the group code of degree d such that V* = ~1(J). Then T =V N H, as we
ooz will show now.
o0 Indeed, set W = VN H. If t € T, then a(t) € X and thus a(t) € Z*.
oo Therefore ¥(t) € J and t € V*. This shows that T C W*. Conversely, if t € W,
s then ¢(t) € J and thus a(t) £ Z* ., Since on the other hand a(t) € U* NS, we
su obtain a(t) € X* by Lemma [7.7. This implies ¢t € 7% and showy that W c T*
‘theoremGroupCode
012 Thus, since H is a uniformly recurrent tree set, by T@%%gggln E]?, 75 a Dasis
sz of a subgroup of index d. Thus dg(T) = d by Theorem b.8. "
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Lemma 7.9 The setY is finite.

as  Proof. Since T and U are finite, the set X = T o U is finite. Thus Y = f~1(X)
o6 s finite. u

theoremNormal . L

oz Proof of Theorem I7.T. Let 5 be a uniformly recurrent tree set containing A and
ag let f: B* - A* be a coding morphism for a finite S-maximal bifix code Z. Set

_ -1
s K = f7(S). lemmal lemmab
020 By Lemma |’7.6, K is recurrent. By Lemma |’7.9 any set of first return w “rlglseTree
o Y = Ri(w) is finite. Thus K is uniformly recurrent. By Theorem LS.?, Kis a
922 tree set.
03 Thus we conclude that K is a uniformly recurrent tree set. [

024 Note that since K is a ég(r)nggﬂy recurrent tree set, the set Y is not only
os finite as sperted. in. Lemma ;.9 but in fact a basis of the free group on B, by
o Theorem [5 0.

027 We illustrate the proof with the following example.

o  Example 7.10 Let S be the Fibonacci set on A = {a,b} and let Z = SN A% =
oo {aa,ab,ba}. Thus Z is an S-maximal bifix code of S-degree 2. Let B = {¢,d, e}
s and let f: B* — A" be the coding morphism defined by f(c) = aa, f(d) = ab
e and f(e) = ba. Part of the set K = f~1(9) is represented in Figure 7.3 on the
o2 left.

Figure 7.3: The sets K and H.

03 The set Y = Rk (c) and X = f(Y) are
Y = {eddc, eedc, eeddc}, X = {baababaa,babaabaa,babaababaa}.

o On the other hand, the set U = Rg(aa) is U = {baa,babaa}. Let C = {r,s}

o and let o : C* — A" be the coding morphism for U defined by a(r) = bga,
ws  as) = babaa. Part of the set H = a~!((aa)~19) is represented in Figure %li eSS
oz on the right. Then we have T' = {rs, sr, fe}m\ggjich is an H-maximal bifix code

os  of H-degree 2 in agreement with Lemma i’7.8.
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039 The following example shows that the condition that S is a tree set is nec-
940  €ssary.

Example 7.11 Let S be the set of factors of (ab)*. The set S does not satisfy

s> the tree condition since G(¢) is not connected. Let X = {ab,ba}. The set X is
w3 a finite S-maximal bifix code. Let f : {u,v}* — A* be the coding morphism for
we X defined by f(u) = ab, f(v) = ba. Then f~1(S) = u* Uv* is not recurrent.

s 7.3 Composition of bifix codes
sectionComposition

. . theoremNormal . . .
s In this section, we use Theorem [7.T to prove a result showing that in a uniformly
w7 recurrent tree set, the degrees of the terms of a composition of maximal bifix
Lo . eoremCompositionl iX
us codes are multiplicative (Theorem [7.12].

949 The following result is proved in [3] for a more general class of codes (includ-
0 ing all finite codes and not only finite bifix codes), but in the case of S = A*
o1 (Proposition 11.1.2).

theoremCompositionBifiX# Theorem 7.12 Let S be a uniformly recurrent tree set and let X,Z C S be

w3 finite bifix codes such that X decomposes into X =Y oy Z where f is a coding
e morphism for Z. Set G = f=1(S). Then X is an S-mazimal bifiz code if and
s only if Y is a G-mazimal bifiz code and Z is an S-mazimal bifix code. Moreover,

o6 in this case
ix(5) = iz (5) 1)

[propositionMaxPref

o7 Proof. Assume first that X is an S-maximal bifix code. By Proposition 2.9 (i1},
s Y is a G-maximal prefix code and Z is an S-maximal prefix code. This implies
w9 that Y is a G-maximal bifix code and that Z is an S—ﬁla%giler%al bifix code.

. [propositionMaxPr

960 The converse also o];ds b 1Jfligposrmon 2.9.

eqDegreesMu. .
961 To show Formula ([7.T), Tet us first observe that there exist words w € S such
w2 that for any parse (v, z,u) of w with respect to X, the word z is not a factor
w3 of X. Indeed, let n be the maximal length of the words of X. Assume that the
we length of w € S is larger than 3n . Then if (v,z,u) is a parse of w, we have
9 |ul, || <n and thus [z| > n. This impligg that x is pot a factor of X.

% eoremNormal .

966 Next, we observe that by Theorem [7.T, The se is a uniformly recurrent
o7 tree set and thus in particular, it is recurrent.
068 Let w € S be a word with the above property. Let IIx (w) denote the set of
w0 parses of w with respect to X and IIz(w) the set of its parses with respect to Z.
oo We define a map ¢ : IIx(w) — Iz (w) as follows. Let 7 = (v,z,u) € Ix(w).
on  Since Z is a bifix code, there is a unique way to write v = sy and u = zr with
o s€ A*\NA*Z,y,z € Z* andr € A*\ZA*. We set o(7) = (s,yxz,r). The triples
o (y,x,2) are in bijection with the parses of f~!(yxz) with respect to Y. Since

oa  x is not a factor of X by the hypothesis made on e &ngegisﬁlcl?tG is recurrent,
o5 there are dy (G) such triples. This shows Formula ([jl ). "

exampleCodeGiuseppinaw* Example 7.13 Let S be the Fibonacci set. Let B = {u,v,w} and A = {a, b}.
or Let f : B* — A* be the morphism defined by f(u) = a, f(v) = baab and
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o78 = baﬁﬁ Su%teg f~5(9). The words of length at most 3 of G are represented
on F1gure

Figure 7.4: The words of length at most 3 in G.
979

080 The set Z = f(B) is an S-maximal bifix code of S-degree 2 (it is the unique

o1 S-maximal bifix code of S-degree 2 with kernel {a}). Let Y = {uu, uvou, vw, v, wu},

2 which is a G-maximal bifix code of G-degree 2 (it is the unique G-maximal bifix

w3 code of G-degree 2 with kernel {v}).

084 Thqflg&%c)(‘;ecmég Z s the S-maximal bifix code of S-degree 4 shown on
Figure [7.5.

Figure 7.5: An S-maximal bifix code of S-degree 4. figureCodeGiuseppina

985

exampleNotMult eqDegreesMult . .
986 Example |’7.IZ[ shows that Formula (I7: oes not hold if S is not a tree set.

le511
exampleNotMulbsf Example 7.14 Let S = F(ab)* (see Example 711). Let Z = {ab,ba} and let

ws X = {abab,ba}. We have X =Y oy Z for B = {u,v}, f : B* — A* defined by
o f(u) =aband f(v) =ba with Y = {uu,v}. The codes X and Z are F-maximal
oo bifix codes and dp(Z) = 2. We have dx (F) = 3 since abab has three parses.
w1 Thus dr(Z) does not divide dx (F).
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