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REAL-TIME POWER SYSTEM SECURITY ASSESSMENT

ABSTRACT

The increasing complexity of modern power systems has led to a greater
dependence on automatic control at all levels of operation. Large scale
systems of which a power system is a prime example, is an area in which a
wide gap exists between theoretical mathematically based research and
engineering practice. The research programme at Durham is directed towards
bridging this gap by linking some of the available and new theoretical
techniques with the practical requirements of on-line computer control in

power systems.

This thesis is concerned with the assessment of security of power systems in
real-time operation. The main objective of this work was to develop a
package to be incorporated in the University of Durham On line Control of
Electrical Power Systems (OCEPS) suite to cater for network islanding and
analyse the features and the feasibility of a real-time 'security package'

for modern energy control centres.

The real-time power systems simulator developed at Durham was used to test

the algorithms and numerical results obtained are presented.
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LIST OF PRINCIPAL SYMBOLS AND ABBREVIATIONS

approximate Jacobian matrix

Jacobian submatrices of partial derivaties
vector of injected nodal current
active power

reactive power

sbecified power

specified reactive power

vector of node voltages

admittance matrix = G + jB

vector of busbar voltage angles
impedance matrix

connection vector

modified branch impedance

Quadrature tap postion

Active power through the phase shifter
performance index

overload performance index

voltage performance index




2. Subscripts

i, J, Kk nodes

k ei subset of nodes directly connected by branches to node i
t transpose

0 original

m modified

3. Other Symbols

Capital letters indicate a vector, lower case indicates a scalar

quantity.

A delta

n number of faults
Y sum notation

4, Abbreviations

SCADA Supervisory Control and Data Acquisition
FDNR Fast Decoupled Newton Raphson

ACS Automatic Contingency Selection

AUTOUT AUTomatic Contingency Selection OUTput
SECASS SECurity ASSessment

SECOUT SECurity Assessment OUTput

ASA Automatic Security Assessment
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INTRODUCTION

The system operator has a vitally important role in successful bulk power
system operations. He manages both the production and the transmission of
electricity. His objectives include an uninterrupted supply of power,
minimum production cost, maximum savings on'interchange transactions, safety
of field personnel, power delivery without damage to equipment and well

co-ordinated maintenance.

To accomplish these, he must have a thorough knowledge of the
characteristics of the bower system, understand economics, know how to
effectively use computer resources, analyse carefully but act quickly and
decisively, and survive repetitive work. His mistakes can be costly and
very visible while the pounds he saves and the interruptions he avoids go

unnoticed.

Power systems are becoming more tightly integrated, complex and the demand
for electricity is growing and as a result the system operator's life is

becoming more complicated and he is becoming more heavily depended upon.

System operators are not born with the necessary capabilities and until now
there have been no comprehensive college programmes to educate them. Still
much of the burden of training system operators falls on individual control

centres. Excellence in training is essential.



The components of the operator's initial training programme are classroom
education (lectures, reading, video tapes, workbooks, discussion covering
theory, practical application, operating procedures, reliability standards
- etc.), field trips (to hear the operator's problems first hand), on-the-job
training (by working side by side with an experienced system operator),
fami]iérisation and practice using the control computer. The refresher
training and the upgrading of skills includes more classroom education,
meetings with other control centre operators and work projects such as

forecasting load and generation.

The increasing size and complexity of modern power systems has led to a
gradual change in control requirements. The increase in the cost of energy
has enhanced the need to seek economic operations, whilst the system
complexity has taken the control task beyond the direct abilities of the
operators, Simple indications and controls have given way to more
sophisticated means of display and analysis, and automatic operation of
plant and systems is more common place. It follows that it is necessary to
install sophisticated, yet extremely reliable integrated control systems,
with complex real-time function. One benefit of integrated simulation
management and control software is the ability to provide a useful operator
training aid, which includes power system dynamics, telemetering and energy
management facilities. Power system simulators are an important operator
training tool in today's modern control centres. They provide practical

exercise with hypothetical situations such as simulation of emergency




situations, partial blackout and restoration conditions; in understanding
how one's power system qualitatively responds under abnormal frequency
conditions including interactions of system frequency, governors, prime
movers, load shedding, load restoration and tie-line synchronisation. In
addition the development and implementation of an integrated simulation and
control suite is a pre-requisite of any research establishment with interest
in the operational control aspects of generation and transmission systems,

since it enables the consideration of realistic environments.

Energy Management Systems (EMS) are part of the integrated control system
and typically include functions such as Network Analysis (Topology,
state-estimator, bus load forecast), security analysis, load-flows, security
constrained economic despatch, interchange scheduling, system 1oad forecast,
despatcher training simulation, network reduction and automatic generation
control. Some of these functions are required to run in real-time mode and
some in study mode. Although due to the conflicting objectives in operating
the system and the peculiarities of generation, load, transmission and
distribution facilities of different systems, a standard allocation of tasks
and responsibilities to the levels of control is not practical, many EMS

systems have similar structures.

Energy Management Systems provide means for the secure, economic operation
of electrical power networks and recently with the inclusion of expert

system facilities reduces the burden on systems operators.




The final responsibility for the safe, secure and economic operation of the
power system rests with the staff in the system control centre. Their
capability to carry out their control responsibilities relies heavily on the
adequacy of the operation plans and guidance provided to them by planning
staff, In the event, system conditions may differ from those expected
conditions on which the plans were based, and there is a need to review and
revise security plans in the control room environment. This is the function
of the on-line security assessment package, which is one of the functions

carried out in a modern system control centre.

The general objective of security assessment is to ensure that the power
system is operated at the minimum cost necessary to ensure compliance with

security standards.

The progression of time in the real-time environment means that there is
always a danger of events overtaking the control engineer before a decision
has been made. These two factors, require that the on-line security
assessment facility be as automatic as possible in terms of picking up nodal
demand productiong, generator schedules and planned network configuration

and as fast as possible in producing results.

As an aid to the network control engineer it is possible to assess the
effect of any séheduled or unexpected line or generator outages by means of
a fast approximate load-flow method. Unfortunately, even applying the fast

decoupled load flow method with efficient updating of outage solutions using



the modified matrix technique, the solution time required for consideration
of every possible outage may be excessive. It is, therefore, advantageous
to perform a simplified analysis referred to as automatic contingency
solution, which determines the subset of possible contingencies predicted to

be most severe,

The security assessment phase then proceeds to analyse the intact system and

the preselected outage cases one at a time.

Conventional techniques for the assessment of transmission network security
normally assume the preselected contingency list will not split the network
into islands. Should such a situation arise the approach is usually to
restrict analysis to the largest island so created. This approach has
serious disadvantages in power systems which are subjected to frequent major

outages and for which islanding is a common occurrence.

This dissertation represents fast and accurate techniques for the
preselection of contingency lists for transmission line outages. A new
technique for the diakoptic solution of the network flow when subjected to
configuration changes is presented. Based on the theories described,
computer programmes in Fortran language were developed for the real-time
security assessment of electrical power networks and were integrated in the
On Line Control of Electrical Power Systems (OCEPS) suite at the University
of Durham Science Laboratories. A technical paper based on new techniques
developed for the security analysis incorporating network islanding was

published.




Computer assisted control of electrical power transmission and distribution
systems represents a large scale real-time data processing problem and
demands an integrated approach to software design and testing. The
availability of relatively inexpensive computer hardware and the increasing
importance of energy management has led to the wide-spread adoption of
sophisticated control systems. Objectives of these schemes include the
minimisation of production cost, improvement of the security of supply and
the ability to ensure the correct generation of power system plant.
Computer based supervisory control and data acquisition systems have been
widely used in most power utilities for SCADA and energy management (Chapter

1).

Chapter 2 represents a survey of approaches to the estimation of system
security and discusses power system operating states, monitoring and

security enhancement.

The solution to linear networks and the theory of network modifications 1is
described in Chapter 3 and is further expanded to non-linear networks in
Chapter 4, where the application of the recursive branch outages technique

to load flow is investigated.

The automatic contingency selection problem is concerned with developing

computer algorithms for quickly identifying those contingencies which may



cause out-of-limit conditions so as to reduce the number of contingencies
that need to be evaluated when assessing the power system's security in a
real-time environment. Chapter 5 presents an automatic contingency
selection algorithm for the determination of all the contingencies that give
either voltage or line flow problems when the system is subjected to single

line outages.

Power systems are subjected to frequent major outages and network split is a
common occurrence. Should such a situation arise the approach is usually to
restrict analysis to the largest island so created. Theory of network
islanding is described in Chapter 6. The new technique presented is based

on diakoptics and overcomes the above disadvantage.

One of the requirements of today's modern power system control centres is to
determine equivalents for extensive power systems external to an internal
system equipped with a central control computer. These equivalents are
needed for different system studies where the internal system is represented
in detail and the external system is represented by their equivalent, to
simulate the interaction effects of the external system on the internal
system for disturbances originating in the internal system. The addition of
this facility to an EMS package enhances the security assessment function.
A survey of techniques available for network reduction, is presented in

Chapter 6 and a new approach is discussed.




Chapter 7 of this thesis represents the numerical results obtained

throughout this work and reference is made to overall EMS integration.




CHAPTER 1

REAL-TIME CONTROL AND SUPERVISION OF POWER SYSTEMS

1.1 Energy Control Centres

The increasing size and complexity of modern power systems has led to a
gradual change in control requirements. The increase in the cost of energy
has enhanced the need to seek economic operations, whilst the system
complexity has taken the control task beyond the direct abilities of the
operators. Simple indications and controls have given way to more
sophisticated means of display and analysis, and automatic operation of

plant and systems is more commonplace.

Electricity Authorities operate highly complex generation and
distribution networks with an ever-increasing requirement for energy saving
and permanency of supply. It follows that it is necessary to install
sophisticated, yet extremely reliable control systems to achieve these

objectives.

The role of system control under normal operating conditions is to
maintain electricity demand and generation continuously in balance, whilst
staying within defined levels of frequency and voltage, and whilst

maintaining a defined degree of security against unforeseen hazards. Power
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station plant must be controlled to cope with a variety of system
requirements such as efficiency, frequency regulation, part-load operation
and operation with frequent start-ups and shut-down (2 shifting) and at the
same time meet such requirements as frequency control, voltage control, real
power demand, line-flow constraints, security against disturbances and

economic despatch.

To meet these needs, the operator requires a range of computing aids
such as load-flow analysis to identify potential constraints and resolve
them, state-estimation to identify the system configuration, data redundancy
to enable bad data to be eliminated, economic load despatch, contingency

analysis, VAR despatch to avoid the risk of voltage collapse.

Electrical power plants are interconnected and require a control point
from which frequency and generation can be controlled, especially when
control areas are established, and interconnection flows as well as
generation are- to be monitored, in order to control the amount of
interchanged power with other control areas. The information is gathered

via telemetry systems.

For control purposes generation and transmission in England and Wales,
managed by the CEGB, is divided into 7 Grid control areas each with its own
control centre. In addition control is co-ordinated nationally by the
National Control Centre. Each area control centre is responsible for

switching of circuits within the area, and for meeting demand in the area.
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It is also responsible for instructing the switching of circuits between
areas, and for optimising, as far as possible, economic operation between

areas.

The present method of economic operation is one in which National
Control carries out studies 24, 12, 6, 3 and 1 hour ahead to determine which
plant is likely to be in merit and required for loading. This plant is then
scheduled to be synchronised just before it is needed. The schedules for
synchronisation are then issued by Area Control Centres to the power

stations.

The advent of automation, array processors, transputers and, on the
software side, expert systems, have much to offer system control. In recent
years the traditionally manned substation has given way in some locations to
unmanned substations controlled by telecommand from an Area Control Room.
It is likely, as nationally co-ordinated despatch comes in, that the
economic role of Area Control Centres will give way to a switching control
role, in which advanced aids will assist the control engineer in the
management of the system. Training simulators can be one of enhancing

control engineers' ability to deal with emergencies.

The CEGB has approximately 130 power stations with a total generating
capacity in excess of 55 GW. Figure (1.1) illustrates the location of the
major power stations in the CEGB. The control of the power generation

throughout the network is a hierarchical process which commences with a
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prediction of the load demand at a Central Control Centre and ends with
closed loop controllers which regulate the primary energy source supplied to
the generators in response to variations in the desired and actual values of
frequency and output power. The hierarchical levels in the control sequence
include the long term planning of unit commitment, based on the long term
load forecasts, the short term adjustment of the desired levels of
generation (economic despatch) based on the short term load forecasts and
the desired operating frequency and finally the continual adjustment of the

generator regulations by the closed loop controllers.

The CEGB divide the unit commitment and economic despatch problems
amongst a National Control Centre and Area Control Centres. The National
Control Centre is responsible for determining the overall operating levels
throughout the network, while the Area Control Centres are responsible for
implementing the levels. Figure (1.2) illustr;£es the location of the
Control Centres in the CEGB. Figures (1.3), (1.4) and (1.5) illustrate
CEGB's Super Grid and demands.

1.2 Supervisory Control and Data Acquisition (SCADA) and Data Communication

In order to be able to meet the ever-more stringent operating
conditions with the ever-decreasing levels of equipment redundancy, the
operator requires up-to-date and accurate information about the state of the
entire network, The function of supplying the operator with this

information and additional information on the security of system derived by



13

processing the raw measurements can be provided by an on-line digital
computer. Analogue data is scanned periodically in the order of 1 second to
a few seconds. Each scan is triggered by the system control centre at the
prescribed interval by issuing a request to all remote stations to send in

data.

The acquired system information together with state estimation methods
provide indication of alarm or abnormal conditions, even with several remote

terminations out of service,

The major features of a SCADA software can be:
- Alarm/event acquisition and processing

- Telemetering

- Telecontfo]

- Measured acquisition and processing

The use of the special applicatiohr functions such as load shedding and
generator scheduling and control is possible only by virtue of the
establishment of a comprehensive supervisory control and data acquisition
system. The use of microcomputer-based Remote Terminal Units (RTUé),
enables and encourages the acquisition of more alarm information than was
possible with older solid-state and electro-mechanical systems.
Accordingly, careful attention must be paid to the processing and display of
alarms if the operators are to be able readily to identify the information

during major system disturbances. The provision of several different alarm
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categories, each with a dedicated display, and the extensive use of colour
to rank alarms in order of importance, would result in a powerful and
comprehensive alarm processing/display facility for control engineers.
Operators are made aware of network event within 2-3 seconds of its

occurrence.,

For telecontrols, the systém can employ the common
'check-back-before-operate' feature, or on receipt of a command telegram,
the RTU can energise a command relay associated with the circuit breaker to
be operated. In the latter, before completing the command process, the RTU
initiates a current injection test to confirm that only one relay is primed
and on verification, the command process is completed. This interval check
at the RTU coupled with Digital Pulse Duration Modulation (DPDM)

communications provides adequate security.

Data transmission between the control centre and the substations can be
by: Voice Frequency Telegraph (VFT) equipment operating over telephone
cable, Power Line Carrier (PLC) and UHF radio facilities. Main and standby
channels with full duplex point-to-point communication (for example at 200
baud) can be provided for each RTU where practical, standby channels can be
carried on physically separate routes. In the event of a channel failure,
channel monitoring equipment can switch communication to the _alternative

channel.

The communications protocol commonly uses DPDM with information being
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transmitted as a message comprising an address block, an information block
and a data protection block. The use of DPDM and data protection blocks
provides a communications protocol with a very high probability of error
detection. The control centre can be provided with the facility to request

the message to be re-transmitted, following the detection of errors.

The supervisory control function operates only upon specific operator
request and may use the same computer interface, communication channels and
RTUs as does the data acquisition system on a time-shared basis. The
devices being controlled are mostly circuit breakers, motor operated

disconnectors and load tap charging transformers.

1.3 Control Systems

The operational control of electrical power systems can be divided into
two major functions; simulation functions and control function. Further, as
shown in Figures (1.6) and (1.7), each function comprises of a number of
tasks executed in the manner shown in a real-time environment. Throughout
the rest of this chapter reference is made to the Energy Management suite
(OCEPS) developed at the University of Durham under the supervision of
Professor M.J.H. Ster]fng. Figure (1.8) illustrates the execution time for

performing different tasks.
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1.3.1 Simulation Function

If operators are to have confidence in and rely on the data being
presented to them at the control centre, it is necessary to have some means
of verifying the displayed information. Further, to provide reliable and
secure operation of the network it is desirable to have means of checking

operations in simulated form prior to performing network changes.

Computer assisted control of electrical power transmission and
distribution systems represents a large scale real-time data processing
problem and demands an integrated approach to software design and testing.
The availability of relatively inexpensive computer hardware and the
increasing importance of energy management has led to the widespread
adoption of sophisticated control systems.tl]tz] Objectives of these
schemes include the minimisation of production cost, improvement of the
security of supply and the ability to ensure the correct operation of power
system plant. Testing and validation of analysis and control software may
be achieved with the aid of a real-time simulation system.[3] In this way
the performance of energy management software can be evaluated against a
realistic model of the network under a range of operating conditions. A
secondary benefit of integrated simulation, management and control software
is the ability to provide a useful operator training aid, which includes
power system dynamics, telemetering and energy management facilities. The

development of an integrated simulation and control suite has been found to

be essential in order to conduct research into operational control aspects



17

of generation and transmission systems, since it enables the consideration

of realistic environments.

Figure (1.9) shows the major database elements and computational
procedures required for simulation. The simulator applies to a non-linear
algebraic model of the network in conjunction with a set of low order
differential equations representing generator dynamics to produce telemetry
information. In order to obtain stable numerical integration at speeds
which are consistent with real-time operation, it has been found that the
implicit trapezoidal technique combined with sparse Newton-Raphson solution

[4]

is very suitable.

1.3.2 Topology determination and State Estimation

A pre-requisite of any power system security monitoring or control
scheme is a reliable database in which the raw observations have been
systematically processed in order to filter out the effects of uncertainty
by inclusion of information on the network structure and measurement
accuracy. Any form of filtering implies a loss of information and
consequently the complete determination of the system state will require
additional measurements with inherent extra cost. For example, the 2R-1
independent variables consisting of voltage magnitudes EK (K=1,n) and angles
ek(k=2,n) at all buses, are sufficient to determine the static state of an
n-bus power system relative to a reference bus where 01s is assumed to be

zero. However these measurements are not adequate for dynamic operation in



18

the presence of measurements errors and possible failure of a section of the
real-time data collection equipment. Consequentiy, more measurements than
the number of unknown state variables are needed. The way in which this
redundancy is utilised gives rise to various techniques for state estimation
which have application in several areas of power system monitoring and

control.

State estimation techniques may be broadly divided into two categories,

[5]

namely static and dynamic estimation. Static methods mainly have
application in determination of load-flow in a transmission network,
although the system does not remain in a fixed state, the approximation of
steady-state over a short period of time is adequate., This assumption will
be valid if the system is subject to relatively low frequency disturbances.

Measurement redundancy is essential in this type of application.

Dynamic state estimation on the other hand is normally associated with
transient or dyndmic stability problem, where the dynamics of elements of
the system must be considered and is typified by the integrated power plant

problems.

Both static and dynamic estimation only operate successfully provided
limits can be set on the statistical properties of transducer and telemetry
system. Raw data could consequently first be processed to remove gross
errors which would at least delay convergence of the estimator and, at

worst, corrupt valid measurements. This pre-processing on raw data is known
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as bad data suppression or data validation. The complexity of the
algorithms incorporated in data validation software can range from simple
limit checks on incoming analog data through to fully structured bad data

suppression schemes possibly based on linearised system mode]s.ts]

In addition to the standard data validation methods of limit checking,
consistency checking, exponential smoothing, logical filtering, OCEPS suite
includes more sophisticated algorithms based on linear programming which are
able to eliminate the majority of bad data values at the topology
determination stage.[7] This considerably reduces the computational burden
imposed by bad data detection and elimination during the state estimation
process. The data validation program take full advantage of network and
linear programming sparsity to achieve the necessary solution and speed.ce]

If enough well-placed measurements are available in the network, the
state estimator problem is well defined and the network is said to be
observable. A valid observability determination algorithm is therefore an

important component of the estimation subsystem.

1.3.3 Automatic Generation Control (AGC)

The importance of AGC, also known as load frequency control, depends to

a large extent on the size and form of a power system.

In large density interconnected systems such as in the UK, AGC is of
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less importance than in say the USA, where many separate companies jointly
supply power to widely distributed consumers via a network of
interconnections or tie-lines. The system regulation coefficient is often a
guide to the relative importance of AGC with values ranging from in excess
of 2000 MW/HZ for systems similar to that of the UK to 200 MW/Hz more

typical of systems in the USA and Africa.

Manual load-frequency control relies on an operating schedule prepared
perhaps 24 hours in advance, which indicates that the anticipated demand
profile and the corresponding set point changes together with tie-line power
exchanges that should be maintained. The continued alteration of the set
points needed for close frequency and tie-line control is frequently
replaced by alteration of set points at regular intervals according to the
schedule. Further corrective action may be applied if the frequency or
clock error deviates from a certain band. Each alteration of the set points
represents an appreciable step change to the set point which itself
introduces a transient frequency disturbance before the desired result is
achieved. In order to avoid these transients, the set points must be ramped
between their current and desired values over a reasonable time provided
successful manual control of both the frequency and the tie-line power
exchanges therefore necessitates operator vigilance and changes of the

tie-line exchange need special attention.

Computer control schemes have been devised which will automatically

compute and implement set point changes and also facilitate smooth
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transition between tie-line exchange r‘equir‘ements.tg:l The digital
implementation of AGC generally necessitates the sampling of the tie-line
power flows and the system frequency, together with control of the governor
set points at approximately regular 1'n1:er'vals.[10:I Optimal control approach

to AGC does not prove very advantageous in practice.Lll]

1.3.4 Economic Despatch (ED)

The complex optimisation problems associated with the control of a
power system have been the subject of considerable research. The complexity
of the overall control problem, in which the maintenance of supply, quantity
and quality is of more importance than economic factors, has resulted in a
division of +the research into two main areas; network control and

(5]

operational economics. Network control, including transmission
switching, voltage, power factor, frequency and individual plant control,
have necessarily been of prime importance, for without reliability in this
field, the consideration of operational economics is of no value. However,
once reliable system operation has been achieved, large financial benefits

may be accrued from economic allocation of generation.

For a particular load and set of network conditions, an optimal
combination of generators can be determined by consideration of the
difference in operational characteristics of the plant. Load variation
consequently necessitates the calculation of new optimum generation

despatches.
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When an accurate estimate of the load is available the generator
outputs must be allocated so that all operational constraints are satisfied
and the production cost is minimised, The time scale of the optimisation
permits the separate consideration of two problems, plant ordering phase
being typically 4 hours in advance, plant loading or despatch phase normally

attempted as frequently as possible, typically every 5-10 minutes.

The simplest ED algorithm is the merit-ordering method. Only a linear
or piece-wise linear cost function, upper and lower generator active power
limits and the load balance equality can be accommodated. The committed
generators are indexed in order of increasing incremental cost, and are
initialised at their lower output limit. Generators are then considered for
loading to their maximum limit in order of merit until the demand is
satisfied. The advantage of the merit order is its simplicity and that
there is no difficulty in dealing with large scale problems. The
disadvantage is that only simple cost functions may be considered. Other
techniques for ED are based on linear programming, quadratic programming,

recursive quadratic programming and dynamic despatch.[12][51[13][14].

1.3.5 Unit Commitment

Since the load varies continuously with time, the optimum combination
of units may alter during any period. In practice however, one hour is the
smallest time period that need be considered, as the start-up and shut-down

time for many units is of this order. This plant ordering or unit
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commitment phase of operational control thus represents a course running
cost optimisation in which units are brought into and taken out of service
such that the sufficient generation is always available to meet the system
load and to provide spinning reserve. The loss of economy which can result
from an incorrect unit commitment schedule may exceed the savings obtained

by optimum allocation of generation among synchronised units.

It might at first appear that a merit-order approach is sufficient in
which units are brought into service in accordance with their relative cost
efficiency, cheaper units being scheduled before less efficient units.
However, if an inefficient unit is shut-down when it is no longer required,
it will have to be restarted several hours later prior to the next peak
load. The saving gained by shutting down the unit is consequently offset by

the cost of starting up the unit again.
The main factors influencing the plant ordering decision are:
(a) The shape of the hourly integrated consumer demand curve

(b) The relative efficiency of each unit to be shut-down compared with that

of the other synchronised units
(c) The start-up and shut-down costs of each unit.

Unit commitment based on dynamic programming considers standard
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operation constraints for thermal units and will schedule hydro-plant in
order to satisfy water usage and conservation requirements. The resulting
generation schedules ensure that hydro-plant contributes to the economic and

secure operation of the network.Ls]Els]

1.3.6 Load Forecast

The necessity for estimating the power system load expected at some
time in the future is apparent when it is remembered that generating plant
capacity must be available to balance exactly any network load at whatever
time it occurs. In the long term the installation of new plant and network
expansion is dependent upon an estimate of the future peak consumer demand
up to several years ahead. In the short term the variation of the system
load must be known in order that prior warning of output requirements may be
given to power stations, enabling Timitations on boiler fuel feed rates, and
generator rate of change of output constraints, to be observed.
Furthermore, the economic schedule for the start-up and shut-down of plant
is dependent on an estimate of the network load so that the cost of

providing spinning spare capacity for system security can be minimised.

In a power system under automatic computer control it 1is this
short-term projected load that would be used to calculate a generator
despatch for which all operating limits were satisfied and the generator
cost a minimum. Unfortunately, the consumer load is uncontrollable,

although small variations can be effected by frequency control and more
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drastically by load shedding. The variation of the load does however
exhibit certain daily and yearly pattern variations and the analysis of

[17](18]

these forms the basis for several prediction techniques.

The method of load prediction using spectral expansion was first
proposed by Farmer in 1963.[16] It has subsequently been the subject of
several publications in which the application of the method to an automatic
on-line 1load prediction and scheduling technique (implemented on the

South-West region of the CEGB) is discussed in (5).

1.3.7 Emergency Rescheduling

During emergency conditions in which insufficient generation is
available to meet system loads or where one or more unexpected plant outages
have occurred, it is important to be able to rapidly reschedule generation
and allocate the degree of load shedding required. It is vital that this
phase of operation should be executed rapidly, and modern computer control

systems are increasingly being used in this area.

Under emergency conditions the economic operation of the system has a
lower priority than the minimisation of load shedding. However, emergency
rescheduling methods which are now available, generally assign artificial
costs to each load supply point, and therefore allow a priority order of
load shedding and also enable a trade-off between generation rescheduling

and load shedding.tlgj
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The rescheduling problem is mathematically similar to the economic
despatch problem, but the difference in modelling and solution requirements,
indicates that separate software facilities are necessary. The sparse
quadratic programming algorithm by Chan and Yip, and a second method based

on network flow and the 'out of kilter' algorithm are commonly used.[zo]

1.3.8 Load Shedding

Although the emergency rescheduling techniques may give an automatic
indication of the required degree and location of load reduction, many
applications require a more detailed analysis and further operator
interaction before any load shedding takes place. Interactive programs have
been developed which assign priorities and allowable load shedding fractions

(21]

to each consumer demand point. Load may be reduced in a number of
pre-defined stages and operator confirmation is necessary before any load
shedding programs in real-time environment may be initiated either manually
by operator selection or automatically by the detection of serious under

frequency or load/generation imbalance conditions.

1.3.9 Security Assessment

With the present state of the system established through the state
estimation program, it is necessary to investigate whether under present
operating conditions, the system could withstand the outage of any line,

transformer or generator without violation of the loading constraints of the
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remaining elements. This is the task of the contingency evaluation program.
The contingency evaluation program accepts a list of outages from either a
fixed list or from an operator entered list of additional outages.
Contingency evaluation is performed in real-time at fixed intervals or at
operator's request. During the outage simulation, a tabie is compiled of.
all the elements that are overloaded, this information being vital in the
derivation of the security constraints which are used in the power

rescheduling algorithm,

There are currently two basic approaches to the estimation of future
system security and reliability, namely the deterministic approach and the
probabilistic approach. The deterministic technique requires that certain
calculations such as load-flow, unit commitment and stability studies be
made for all conceivable future contingencies. The results of these studies
are then reviewed and a judgement is made of whether or not some corrective
action is required to maintain adequate system security. However, this
technique does not take direct account of the unequal probability of
occurrence of each system contingency, and furthermore that the number of
ways of reaching undesirable'operating states is not constant. Thus,
whereas the deterministic approach clearly indicates those operating
conditions that would result in breach of system security, it does not
supply a consistent criterion for control action, given the results of the
contingency tests. Unfortunately, probabilistic methods are not yet widely
implemented, since the fundamental prerequisite is a detailed knowledge of a

performance of the existing system in terms of failure rates, repair times,
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and event probabilities. The introduction of such techniques would
therefore normally only be feasible after a prolonged data collection and
analysis period and consequently their implementation would not appear

relevant as part of an initial power system control package.

Non-linear load-flow techniques are quite time-consuming and costly,
especially if many cases are to be studied. The d-c load-flow approach is
the fastest technique, but its accuracy is low and does not provide
information regarding reactive flow in the system elements. This technique
has the advantage of simple data, speed of execution and reasonable storage
requirements. It provides the basis for the provision of an outage
contingency list, which would be later accepted by an AC security assessment

L22](23]

program.

The basis of any on-line security assessment scheme is an Ac'power flow
solution. Each cycle of security monitoring and analysis determines the
effects of a selected list of outage contingencies on the steady-state
operation of the system, making use of real-time data. The program
calculates busbar voltages and power flows, using a vector of bus-bar
injections and predicted network configuration, In general, the busbar
injections are calculated from statistical data obtained on-line or state

estimation, loading conditions and interchange schedules.[24JL25][26]

Modern security assessment packages should cope with network islanding

which could be caused as a result of transmission line outages or as a
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L27]

result of real-time topology changes in the power system.

1.4 Discussion

The increasing complexity of modern power systems has led to a greater
dependence of automatic control at all levels of operation. The higher
levels of control have traditionally relied heavily on human judgement
especially in respect of economic factors. However, recent international
research experience has shown that centralised computer control is feasible
for small scale networks but that costs would rise alarmingly for the
implementation of schemes on a national basis. The geographical
distribution of the plant presents enormous data gathering and control
problems which, for large scale systems, preclude any direct approach to

centralised control.

Despite the overall problem complexity many national supply boards are
already installing computer control systems for specific, mostly local,
functions within the network. Generator start-up, shut-down and control was
one of the first areas to be computer controlled, together with boiler and
other plant controls. These schemes are however, usually only within a
single power station and rely on the manual coordination of the stations to
meet national criteria. Their existence does however, facilitate data
reduction and simplified control implementation for the co-ordinating

control level.
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The primary function of an electrical power system is to provide a
secure and reliable source of electricity to the consumer. Electricity
Authorities operate highly complex generation and distribution networks with
an ever-increasing requirement for energy saving and pérmanency of supply.
It follows that it is necessary to install sophisticated, yet extremely

reliable control systems to achieve these objectives.

In order to be able to meet the ever-more stringent operating
conditions with the ever-decreasing levels of equipment redundancy, the
operator requires up-to-date and accurate information about the state of the
entire network. The function of supplying the operator with this
information and additional information on the security of system derived by
processing the raw measurements can be provided by an on-line digital

computer.

Throughout this chapter the main functions of a control system package
where highlighted. OCEPS suite developed at the University of Durham, not
only provides the basis for operator training and future research but is a
unique example of an Energy Management System (EMS) package. The
co-ordination of the functions mentioned in section 1.3 of this thesis is

j1lustrated through Figures (1.10) and (1.13).
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CHAPTER 2

2.1 Introduction

The concept of security can be expressed as the capability to meet
demand in terms of availability of enough production and transmission
resources to match any load rise and credible but unforecasted outages

without exceeding acceptable limits in frequency and voltage drops.[za'I

System security studies start in the long-term planning stage when the
transmission and generation systems are designed taking into account some
contingency situations. However, due to economic considerations, only so
much security can be built into a power system. In the short term
simulations of the future conditions in the network are carried out in order
to assure that the transmission and generation facilities scheduled to be
operative are adequate to meet pre-established security requirements.
However, the planner cannot predict all possible system configurations and
system demands. There is then the necessity of providing additional

security analysis and control in the real-time environment.

The purpose of security assessment is to detect and alert operators to

insecure and abnormal conditions so that corrective strategy may be planned
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and corrective action taken.
This chapter represents a survey of approaches to the estimation of
system security and discusses power system operating states, monitoring and

security enhancement.

2.2 Power System Operating States

The power system is thought of as being run under three sets of

constraints,tzg] which are:

- the load constraints
- the operating constraints

- the security constraints

The load constraints simply recognise the prime task in power system
operation, namely to meet the 1load demand. The operating constraints,
furthermofe, stipulate the objective of using the system components within
permissible Timits and to meet the quality standard of the system.
Overloaded components, bus-voltages outside the tolerances and abnormal
frequency deviations are examples of violations of the operating

constraints.

Some of the security constraints are magnitude, accessibility and

location of operating resources, limits in transmission capacity, etc. The
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system is secure if it fulfils the appropriate security constraints in order

to meet some contingencies. By means of these three sets of constraints

[281[29](30][31]

four classes of operating states can be defined as follows:

(a) the normal state

A1l three sets of constraints satisfied, the objective in this state is
to operate the system so as to remain in this state and to allocate

generation to minimise total production cost within security.

(b) the alert state

Loading and operating constraints satisfied but existing reserve
margins are such that some disturbance would result in a violation of some
security constraints. The operating objective in the alert state is to

return to the normal state as rapidly as possible.

(c) the emergency state

Operating and security constraints not satisfied, load constraints not
necessarily satisfied. The operating objective in this state is to prevent
the spread of the emergency and to restore the system to at least the alert

state,
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(d) the restoration state

Operating constraints satisfied, load and security constraints not
satisfied. This is the state of the system following an emergency where the
emergency has been stabilised but the establishment of the normal state has
not yet been achieved. The operating objective in this state is to restore

all services as rapidly as possible and to return to normal state.

The four operating states and the transition between them are shown in

Figure (2.1).

The transitions are caused by contingencies and control actions.
According to these states, security is defined with respect to a set of

random events called the set-of-next-contingencies.

This is a collection of disturbances that could occur. A system is
said to be secure if it is in the normal state and none of the contingencies

could cause it to enter the emergency state.

As shown in Figure (2.1), the function of the preventive control is to
take action to make the system secure. Some centres have programs that can,
when they are activated by the operator, produce schedules to eliminate

certain limit violations. However, most preventive control is manual.

The function of the emergency control is to take corrective action to
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make the system normal. Aside from load shedding, which is done in
accordance with precalculated schedules and implemented by under-frequency
relays, the operator is usually responsible for all emergency control. The
function of the restorative control is to restore service to the system's

loads. All restorative decisions are made by the operator.

In the power system control centres the main emphasis has been given to

the preventive control.
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Security assessmenthaJng] is the process of checking for violation of
operating limits on the power system, in its present state or in an
anticipated future state, and either in the intact condition or on the

occurrence of a likely contingency.

The purpose of contingency assessment is to detect and alert operators
to insecure and abnormal conditions so that corrective strategy may be
planned and corrective action taken.

There are three basic functions in a secure control system, which are:
(a) security monitoring
(b) security enhancement
(c) security analysis

These are illustrated in Figure (2.2).

2.3.1 Security Monitoring

Security monitoring 1is the on-line identification of the actual
operating state of a system by checking real-time data to determine whether

it is in a normal, alert, emergency or restorative state.
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The first step in security monitoring of power systems is the setting
up of a real-time database. The data acquisition function starts with the
measurement of the physical quantities in a power system such as bus voltage
magnitude, line flows and bus power injections. In addition, data on the
status (open or closed) or circuit breakers, and switches are required. The
measurements data are telemetered from locations to the control centre
computer. b]aring]y bad data such as transient excursions in the measured
values are rejected by filtering the transmitted data through a simple check
of their reasonableness or of the consistency between breaker status and
analogue information, or by some smoothing routine. The real-time
information about the status of circuit breakers and disconnect switches is

systematically processed to determine the network configuration.

Missing and erroneous data occur frequently in the real-time
environment. Faced with errors in the measurements, missing measurements,
and errors in the transmitted data, the available data must be processed to
obtain an estimate of the state variables, the vector of bus voltage
magnitudes and phase angles, of the power system; that is the task of the

state estimate program.

The following function in security monitoring is the on-line check on

the operating limits of the power system based on the calculated values.
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2.3.2 Security Enhancement .

Security enhancement determines whether the system can be made secure.
Basically, it determines what preventive action should be taken to make an

insecure system secure, or less insecure.

Preventive action requires an optimisation routine, or optimum power
flow. Let us assume that a preventive-action solution can be found optimal
or not; since the power system normally is operated at minimum operating
cost. System security will have to be obtained at a price. If the cost of
the preventive action is small, the operator can place the control in
effect. Where the cost is high but the contingent emergency not too severe,

the operator may decide not to take any action to improve system security.

If it is not possible to find a preventive-action solution, a
contingency plan would be developed by assuming that the contingency has
occurred. The objective of this would be to minimise the amount of load to

be curtailed, this strategy can be part of an emergency control function.

The definition and objectives of real-time security assessment when the
power system is operating under emergency or stressful conditions should be
evaluated. Under these conditions, the objectives of operation change from
cost minimisation to control of the system to bulk oscillation and return
the system to the normal operating state and/or initiate other control

actions towards a restorative state to insure against cascading
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interruptions and major blackouts. The computer software used in system
operations should have the flexibility to reflect these different

objectives.

2.3.3 Security Analysis

The reliable and efficient operation of interconnected electric energy
systems is an important objective for the nation and a challenging problem

for power systems planners and analysts.

Security of a power system is considered to be an instantaneous,
time-varying condition that is a function of the system's robustness
relative to imminent disturbances.

[321{33](34]

Security analysis consists of evaluating the system under
various contingencies in order to obtain a measure of system security and
providing inputs to enhancements strategies. So, security of a power system
is defined with respect to a list of possible transmission line outages and
generator outages, called contingencies. As the system conditions change,

the contingencies which cause insecure operation may also change.

A framework was established for deterministic steady-state security
assessment, in which, the robustness of the system is tested, using a power
flow, on a set of selected contingencies. The major components of the

classical security assessment in a modern control centre include: state
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estimation, topology determination, contingency selection and evaluation,
and security control. An in-depth survey of the classical approach was
presented by F.F.Wu and $.N.Talukar,l30] .

The deterministic technique requires that certaiﬁ calculations such as
load-flow unit commitment, and stability studies be made for all conceivable
future contingencies. The results of these studies are then reviewed and a
judgement is made of whether or not some corrective action is required to

maintain adequate system security.

However, this technique does not take direct account of the unequal
probabi]ity of occurrence of each system's contingencies, and furthermore
that the number of ways of reaching undesirable operating states is not
constant. Thus, when as the deterministic approach clearly indicates those
operating conditions that would result in a breach of system security, it
does not supply a consistent criterion for control. Hence, the

probabilistic approach was considered.

The probabilistic approach is not independent of the deterministic
technique but supplies a consistent criterion for control action given the

results of the contingencies tests.

Because of uncertainty inherent in the prediction "imminent
disturbances", a probabilistic framework for security assessment is more

appropriate. Furthermore, most of the major power system break downs are
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caused by problems associated with system dynamic response. Hence, dynamic

models of the system should be represented in the security assessment.

A framework for probabilistic dynamic security assessment has been
presented by F.F.Wu and T.K.Tsai.[35] The deviation of probabilistic
dynamic security assessment is conceptually based on a two-level model of
power systems. The first level of the model describes the evolution of the
system's structural state. The second level of the model describes the
trajectories of system variables associated with component dynamics.[36]

The two levels are coupled.

In the probabilistic dynamic security assessment approach the security
of a system is characterised in terms of the steady-state and dynamic
security regions. The time to insecurity is used as the measure of system
security. A linear vector differential equation can be derived whose
solution gives the probability that the time to insecurity is greater than
t. The coefficient of the differential equations involve: component failure

and repair rates, power generation, load demand and security regions.

Techniques have been developed for obtaining steady-state and dynamic
security regions. In the former case one is interested in situations where
system configurations are changing. The space of injection, however, is
invariant. Hence, the security regions in the space of injection are

char'act'.er'1'sed.l'37'l
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Since the loss of transient stability is a severe breach of security,
in the latter case dynamic security region after a fault is defined in terms
of transient stability region. For transient stability analysis, a power
system is considered as undergoing changes in configurations from pre-fault,
fault-on, to post-fault. If the initial condition for the post-fault system
lies in the region of asymptotic stability of a stable post-fault
equilibrium, the system is transiently stable. The Liapunov method has been

widely used for this analysis.[38][39][40]t41]

The usual philosophy, in existing central security control systems, in
performing security assessment could be characterised as deterministic in
real-time environment. The OCEPS security assessment package is based on

the deterministic approach.

2.4 Real-Time Security Assessment

The first stage in the assessment of security is the development of a
set of events whose occurrence would be considered to be a breach of

security.

In the course of the operation, a power system can be considered to be
in transit between different steady-states with smaller time-steps. By
means of a few sets of constraints these consecutive states may be
classified into a number of operating states, characterising different

operating conditions. The sets of constraints can be:
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(a) the load constraints
(b) the operating constraints

(c) the security constraints

The load constraints simply recognise the prime task in power system
operation, namely to meet the load demand. The operating constraints,
furthermore, stipulate the objective of using the system components within
permissible limits and to meet the quality standard of the system. These

constraints can be:

(a) voltage at any bus outside working tolerances
(b) overload of any transmission line or other equipment

(c) dinsufficient real or reactive generating capacity

The concept of load and operating constraints might further be used to
define the concept of security. Thus, the security of the system equals the
capability of the system to meet contingencies, i.e. unplanned events,
without violating the load and operating constraints in the remaining
system. Such contingencies typically are forced outages or deratings of
production units and transmission components or essential deviations from

the forecasted load.

To analyse the steady-state security problem, very efficient models and
numerical techniques must be applied. For system operations, the Fast

Decoupled Newton-Raphson Toad-flow program can be used as one of several
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programs in an automated despatch centre. The program can incorporate the
outages according to a contingency list, thus indicating to the system
operator the constraint violations that will result from a particular
outage. The types of outage considered include single and multiple
transmission line outages, load generation or station outage, transformer

outages.

The effect of load changes and generation rescheduling can be easily
evaluated,L42][43]L32] but the outage simulation of a line or transformer is

more complex because these contingencies change the system configuration.

The 1loss of a generator or reduction of generator output may
precipitate voltage problems due to an inability to match reactive
generation and load. It is therefore necessary to simulate the effect of
partial or full generator outages on the power system which may be achieved
by means of a load-flow study which has access to the actual state of the

power system.

As the system conditions change, the contingencies which cause insecure
operation may also change. In the real-time environment it is hardly
feasible to perform on-line load-flows for all contingencies to determine
how well the system, in its present state, can withstand these
contingencies; Methods have been developed to rank contingencies according
to the severity of their effects on bus voitages or line flows. On-line

load-flows are then performed for each case starting at the top of the list
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and stopped when the case does not give problem,

Some automatic contingency selection methods have been
proposed.t44](23][45] For each outage considered in turn the results of the
load-flow study are checked against the critical limits and any violations
are brought to the attention of the operator. Such contingency evaluations
are carried out at prespecified intervals and also whenever there is a

change in the system.

Figure (2.3) 1{llustrates the typical components of a security
assessment software package suitable for the real-time monitoring of

electrical power systems.
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CHAPTER 3

THEORY OF NETWORK CHANGES

3.1 Introduction

The basic equations which can lead to the solution of a given network
are derived from first principles using Ohm's law and Kirchloff's laws. The
object of the theory of network changes is to obtain the solution to an
intact network when it is subjected to modifications. The solution to a
linear or non-linear network can be easily obtained from the inverse of the
admittance matrix. When the intact network is subjected to branch outages,
the theory of simultaneous outages can be applied which determine the new
solution from the previous or old solution by modification of the original

impedance matrix.

Diakoptics can be used for this purpose where the new solution can be
obtained from the original solution in an efficient and organised manner.
This chapter represents the theory of network modifications. Initially, the
solution to linear networks is investigated. Application of branch outages

to non-linear networks is investigated in the following chapter.
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The solution to Tinear network equations may involve the inverse of the

bus admittance matrix, Y. There are two methods of approach:
(a) to obtain Z in matrix form
(b) to obtain Z in product form

In the case of the former, the solution is obtained by directly

inverting the bus admittance matrix:

YV, =1, (3.1)
eooov_o=y g (3.2)
0 0 0
or V=11, (3.3)

There are many ways of obtaining Yo'l. One of the simplest and most

effective ways of calculating the inverse of large matrices in connection
with power system analysis is the generalisation of the elimination process.

It is most easily understood by considering two simultaneous equations:

(3.4)

Y11v1 * Y12Y2

Yo1V1 * ¥22Y2 = 1 (3.5)
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Dividing (3.5) by y,, and re-arranging:

Vy = ¥y (iy - ¥pvy) (3.6)
2 " Y22 V2 " Yah1 .
Substituting into the equation (3.4) for Vo gives:

-1 g,
(Y11 =YY Ta¥or) Vi 1Y 22l t T (3.7)

The above equation can be writen in matrix form with Vs and i2

interchanged:
Yir b Yi2d (vl Pal Pl Y |1 Y
: ) ]
Yo1 | Y22 V2 2 Yoor | Y221 |'2 V2
where

1 - "1
Y11 5 Y11 " Y12Y 22921
] = '1
Y12 =1 22

] = '1
Y21 %Y 22921

] - "1
Y22 Y 22
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The process can be repeated to interchange Vi and 11. The order in
which the interchange is carried out is unimportant and can be extended to

any number of variables and leads to the following set of rules[46]:

(@) ¥'4q =Y 44

(b)) ¥'rg = ¥rd ¥'dd P=1.iee00en, r#d
(c) y'rc‘= Ype - y'rd Ydc : 1 é cesanns n: 2 1 é R |
(d) ¥'4c = ¥'dd Y4c 2:; P |
where
Yqd = diagonal element in row and column d
Ype © element in row r and column ¢
y' = new element which replaces its predecessor

The process is repeated for all diagonal elements taken in any order, with

the new elements stored in the position of previous values.

When sparsity techniques are used, significant savings in storage and
computation time can be achieved if a programming scheme is used which
stores and processes only the non-zero elements. The inverse of the

admittance matrix 1is not explicitly available. The best known are
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triangular decomposition and the product form of the inverse. The
bifactorisation method is a very important recent modification of Gauss
elimination. It is particularly suitable for analysing large, sparse
systems that have non-zero diagonal elements which predominate over
off-diagonal elements that are either symmetrical or, if asymmetrical, have
a symmetric sparsity structure. The method combines the triangulation and

the product form to express the inverse of a matrix A as the product of 2n

matrices:
Lm A Rm = U (3.8)
Ln tassee L2 L].AR]. RZ es 000 Rn=U (3.9)
- =1, -1 -1
ARl Rz ses 000 R‘n_Ll L2 DI RO Ln (3-10)
A Rle LU ) RnLn LI ] L2 Ll = U (3.11)
_ -l
R1R2 seveee RnLno-oa.. Lle - A (3.12)
where
R = right-hand factor matrices

L = left-hand factor matrices
U = unit matrix
n = order of matrix

For computing, the following rules can be developed:

k

1) R ix = Lk . (only for symmetrical matrices, k column of Lk is identical

! to the k row of Ry)
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2) LN = v

3) Lk = ak s, . i = (K41)) weeenny N
4) Rkkj = kel kT jo= (k#1), sevenny n
5) akij = ak'lij - ak'lik ak'lkj /ak'lkk i : (K1), eeceees N

(k+1), eceeaes N

Any one column can be obtained from the solution of (3.12) with the
right-hand vector set to zero except for unity in the position corresponding

to the desired column of the inverse matrix.

3.3 Theory of network changes

3.3a Application of diakoptics to the theory of branch outagesL46]

Assuming that V° is known from the solution of the original equations:

Y V. =1 (3.13)

where Y0 represents the original admittance matrix, it is required to
find new value V1 after one branch in the network has been modified. The
modification may be addition of branches, removal of branches, or changes in

the branch admittances. The procedure to remove branches or to change the
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admittance of branches is the same. If a branch is removed which is not
mutually coupled to any other branch, the modified bus impedance matrix can
be obtained by adding, in parallel with the branches, a link whose
admittance is equal to the negative of the admittance of the branch to be
removed. If the admittance of an uncoupled branch is changed, the modified
bus impedance can be obtained by adding a link in parallel with the branch
such that the equivalent admittance of the two branches is the desired
value.t47]

From the solution to the original network, the solution to the modified
network can be obtained by applying diakoptics. Consider the network shown

in Figure (3.1), where only one branch is modified fromy = Yo toy =o.

YoVo = 1o YW =1,

(a) original network (b) modified network



67

i y I
1 \
1 oJ
;v ot T T T TT T l
I o, ! !
1 :
/\1 Yo jJ\
v v v
0, oj 11
k
Y1V1 = Io YOV1 = IO+I1
(¢) simulated modified network (d) simulated modified network

Figure 3.1 Network Changes

For above Y1 =Y

From Figure (3.1c):

il =¥ (Vl. - Vl.) (3.14)
1 J

or in matrix form:

i =y, Ctv (3.15)

1 17171 ‘
where
i J
c,t - [ +1 1)
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(Q) is referred to as the connection matrix and consists of as many elements
as there are nodes. It is established by inspection and has elements +1 (for
sending end i), -1 (for receiving end j) and null everywhere else. Hence,

multiplication by (C) reduces to simple summation only. From Figure (3.1.d):

| (3.15) + (3.16):

- t
From Figure (3.1d):
Y0 vV, = I0 +1 (3.18)
e V= ZOFQ + ZOI1 (3.19)
From Figure (3.1a):
Vo = Zyl, (3.20)

(3.20)» (3.19) and (3.17)» (3.19):



_ t
Vi=Vo-ZpCiy G Yy

Multiplying (3.21) by C,°:

b, At t t
CyVp=Ci Vg =C 2y Gy G Yy
AR AR AETARA

Let £, = (yq)F
1° W

Dividing (3.23) by ¥y

t ty .t
(Fy +C7 25 Cp) yy €47V =Cy7 Vg

Let dy = (f, +C," 25 ¢)
From (3.24): _.
vy &F vy =g gt Y
(3.26) » (3.21):
V= Vg -2y € dy F

1 0
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(3.21)

(3.22)

(3.23)

(3.24)

(3.25)

(3.26)

(3.27)

Hence, if the solution to the original network (i.e. VO) and Z0 are available,
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the new solution can be obtained without forming Zl'

It can be shown (as in 3.3f) that if d1 = 0 a split network results. The

reason is because the new impedance Z1 becomes singular.

3.3b Development of the algorithm for'simultahedus'brahch'OUtagé'[37]

It was shown in section (3.3a) that after removing a branch from a

network, the new solution would be:

= t
V1 = V0 - Zo C1 d1 C1 V0
From Figure (3.1b):
V1 = Z1 Io (3.28)

From (3.27) and (3:28): — - - -
I =7 I -72.C, 2 C,dyClZ I
0 171

10 0 o1l % 1 "o %o

= t
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Hence, the solution procedure for single fault can be summarised as:

i
~N

1) X, =

N
d
o
n
Cann
—h

[y
+
(o]
[ag
><

where:

X1 is the difference of column i and j of Z0

Clt Xl is the difference of element i and j of X1

-Git—vo—is the difference of element i and j of Vg4

The theory of simultaneous branch outages can be generalised to cater for any
number of faults (modifications). For the second outage, Z0 in (3.27) must be
changed to Z1 to incorporate first outage. It is not necessary to evaluate
full Zl; it is sufficient to evaluate Z1 C2 only. From first outage Vl’ X1

and d, are available.

1



Multiply (3.29) by Cy:

(]
!l

_ t
2y C3 =25 Cyp dy G775 €y

or X2 W - Xla

where:
Xp = 1; G
Wo=1,0C,
a =d, C.tw
1 49

V2 can be obtained from V1:

= t

eV =X doCaty.
- QB_VE__"_VI - x_z dz CZ Vl

where:

[=8
]

t -1
(f2 + 02 Z1 C2)

i t -1
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(3.30)

(3.32)

Hence, the solution procedure for double simultaneous outage is:




1) X1 = ZO C1

2) dy = (f; +¢° X))
3) b=d clt A

5) W =1
6) a=d, C.°W
7) Xy =W - Xpa

_ t
8) d2 = (f2 + Cz XZ)

W is the different of column i and j of Z0

73
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C,° X, is the difference of element i and j of X,
02t V1 is the difference of element i and j of V1
Also:

=7, -1.C,d, C,b 2

1 Cp dy G 44 (3.33)

1

For the third fault multiply (3.29) and (3.33) by Cy:

= t
- t
Z2 C3 = Z1 C3 - Z1 02 d2 C2 Z1 C3 (3.35)
From (3.34):
i
W= Wo-Xja - ) B
where:
W' = Z1 C3
W = Z0 C3
X =1



From (3.35):

3 W' - Xza

>
u

where:

><
|

=1, Cy

V3 can be written in terms of V2 (as in (3.27)):

= t
v V2

<
w
)

g = Ly C3d;3 Cy

or:

<l
[l

3=V -Xb

where:

Q.
n

t -1
3 = (f3 + C37 25 C3)

or:

(3.36)
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dg = (F3 + C3° Xg) (3.37)
b =dy C3t V, (3.38)
Hence, additional procedures for the third outage are:
1) W =1Z,C,
2) a =d; cwW
3) W =M -X a
4) 2’ =d, 0 W
5) X =W -X,a'
6) dy = (Fy + Lt X)™h _
7)) b=dyCytV,
8) V3=V, -X3b
Also:
Iy =1, - L, C3 dy ;¥ 2, (3.39)

76
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For the fourth outage multiply (3.29), (3.33), (3.39) by c4; also,
multiplication of (3.33) by C is required. Hence, the additional procedures

can be shown to be:

1) W

Zy Cq

) t
2) a =d G N

3) W =W -Xa

4) a'=4d, Czt W'

5) W' =W' -X,a'

6) a" =dj Ct W

7) X;;=w'-;3:u-__ N — - = —
8) d,=(f,+ c4t x4)‘1

9) b =d, c4t Vg

10) Vg =V3 =X, b
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It can be seen from the above that except for the first outage, the rest
follow a similar pattern. The process is in a recursive manner. The flow

diagram of Figure (3.2) was developed:

i=1,n where n is the number of outages

W= ZO Ci

For i #1

j=1, i-1

a=d;c;"u

W=W- Xj a

Xi = W - - - _
d; = (f, +¢.5x)™

a =d; ¢t v

Vi = V1_1 - Xi a

Figure 3.2 Flow diagram for simultaneous branch modifications
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di and Xi must be stored for next fault, Vi can be overwritten. a, d, f are

single elements, W, ZO’ C, V, X are vectors.

A numerical example is solved in Appendix B to illustrate the application

of the recursive method to linear networks.

3.3c Node addition and remoVa1[46]

The network modification process can be used to modify existing branches

as well as to network extensions, This can be illustrated from the following

example:
I
L
i J i J
T T I
(a) original network (b) Extended network (c) simulated network
Yo Vo = Io Yp ¥y = 1, Yo ¥y = I0 + I1

Figure 3.3 Network Extension
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From Figure (3.3c):

V1 =1 1 +1 I1 (3.40)

From Figure (3.3a):

v, =27, 1, (3.41)

and

.th

therefore from (3.40):

v1 = vq

+27,. 1
1 % 1 1

k

V. =V +1Z7,.1
1, ‘o, 2j "1

-1
V. =V, +y . 1
Lo Tl k3

where I1 is known nodal current at node k.
Node iso*ation is a special case which can be dealt with here. Suppose that
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the 6rigina1 network be represented by Figure (3.3b), for which the network

solution will be YOV0 = 1 If branch y be removed, node k will be

o.
isolated. This can be simulated by injecting a current equal to -Ik to node

j. The new I1 is:

.th

Therefore equation (3.40) can be solved except for Vi

3.3d Asymmetry (46)

It is sometimes necessary to analyse problems which have asymmetrical
coefficient matrix. Such problems arise, for example, when transformers
with quadrature taps are represented. In general, such an asymmetry ocurrs
__in oqu fey g]emgpts but necg§sitafgs thg_;alcqlatipgg and storage of the
full coefficient matrix. If symmetry is to be preserved, the asymmetry can
be transformed as an injected current and the problem solved iteratively. A
better alternative is to be solve the symmetrical problem first and

represent the asymmetry as network modifications. This can be illustrated

by considering the solution of the following asymmetrical problem:



1 +1 -1 V11 1
-1 2 V12 1
-1 3 -1 V13 1

-1 2 V14 1

W
Restoring symmetry:
1| -1 ] -1 v_ll__ _
-1 2 V12
-1 3 -1 V12 =
-1 2 V14

=

82
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or in general form as:

Y0 V1 = Io + 1 (3.42)

The solution of the asymmetrical problem can be now be written as:

Vl = ZO IO - Zo Il (3.43)
10 5 4 2 1 21
5 3 2 1 1 11
= =Z°Io
402 12111l 9]
2 1 1 1 1 5




3.3e Application to non-linear elments (e.g. d.c. links)

10 Therefore:

21

11

-
i
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If the removed element is non-linear, then the current flowing in it

can be defined as:

io=f (y, ¥V, V)
1 1y Ty

Compare with (3.14)

From equation (3.19):

Vl =7 1 +1 I1

(3.20) (3.19) and (3.16) (3.19):

V1 = Vo - Zo Cli

(3.44)

(3.45)
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Multiply (3.45) by c*

t _ ot t

h .th

Writing explicitly the 1t and j° equations:

-l
"
-Z
'
o~~~
N
]
~N

The above equations, in conjunction with equation (3.44) can be solved as a

set of two simultaneous non-linear equations in two variables (V1 s Vl-) and
. [ J _

hence for I from (3.44). Finally solution for V, can be obtained from

(3.46):

(3.46)

3.3f Split Network

As the size of the networks increases, it is possible to tear the
network into subdivisions. The solution to the untorn network can be
obtained from-the solution to the subdivisions. For each subdivision the
theory of network changes can be applied and it can be shown that the

general equation (3.27) withholds.
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When a split network arises as a consequence of a branch outage, each
sub-system formed will, independently of the others, cater for the supply of
its own loads if possible. The split condition can be easily detected from
the caléulation of a scalar factor "d" defined for branch outages, as

follows:

Consider Figure (3.4) which represents two sub-networks connected by the tie
between buses i and j having the admittance equal to )ﬁj' It is interesting

to see what happens when the tie is removed.



'

Figure 3.4 Network Interconnection
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The equivalent circuit for the above figure can be shown to be as in Figure

(3.5)

TLl_ —

1/ZA Yij 1/ZB

L Aaaas 2
Figure 3.5 Equivalent Circuit

where ZA and 1B represent the equivalent impedances of the two sub-networks.

Figure (3.5) is representing the admittance network for which the admittance

matrix is:
1
-Z—A_+y"3 -'yij 0
L. o+ L L
Y = 'yij 13 ZB ZB (3.47)
1 1
0 - 73 Iy
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Hence the impedance matrix would be obtained from the inverse of Y above,

as:
Ly Iy Zp
1= 1, Iy + 1 Zy +1
. y'ij Yij
z Z, +1 I, +1
A A = B =
Yij Yij (3.48)
However, 'd' as in the theory of branch outages is defined as:
- t
1/d = (f + C ZOC)
where:
t -
Applying (3.49) to (3.48) yields:
d= (-1 )+ +2+( 1 )-27,
Jii Yij
.. 1/d = 0 where for the above i =1, j =2, f = -1/y;4
Hence, a split network results when 1/d = 0 (see Appendix 2 for a numerical

example).
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3.3g Node Merge

When a network is subjected to branch modifications, the effect would

be simulated in 'f' where:
- t .
1/d = f + C loC

'f' represents the modified branch impedance as was explained in section

(3.3a)

Under short circuit conditions between 2 buses; one bus would reside on
the top of another, i.e. the effect can be simulated by adding a line

between the shorted buses of impedance f = o.

Hence, when considering short circuits, 'f' in the above equation must
be set to zero. The theory of branch modifications withholds, however,
equal voltages will be obtained for the corresponding shorted nodes (see

Appendix 2 for a numerical example).
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CHAPTER 4

4.1 Introduction

Load-flow calculations are performed in system planning, operational
planning and operation/control. For steady state security assessment of the
existing and future system, a load-flow solution method capable of computing
a large number of single and multiple contingency studies reasonably
accurately is necessary, and particularly in the system operations context,
it must be fast and efficient. This makes the fast decoupled AC load flow

solution ideal for this purpose.

This chapter represents the application of the recursive branch outage

routine to load-flow and investigates its speed and accuracy.

4.2 Summary of fast decoupled load-flowL48]L49]

If an approximate root x" of a simple algebraic non-linear equation is

known, then a better approximation can be obtained from:
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xM = )Pl ey ()
or:

Xr+1 = Xr - AX
where:

A x = f(x")/f (x")

Above is known as Newton-Raphson method and can be extended to a set of

simultaneous non-linear equations, in which case
A X = J'lF(xr)

The square matrix J is the Jacobian matrix of F(x) whose (1‘,k)th element is

defined as afi/axk.

To use the algorithm for load-flow solution it is only necessary to write

the equations defining the load-flow problem as a set F(x) = 0.

The well-known polar power mismatch Newton method is the formal application
of the above algorithm for solving non-linear equations (see equations 4.4,
4.5), and constitutes successive solutions of the sparse real Jacobian

matrix equation:
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For PV and PQ nodes A© =1 N
= J (4.1)
For PQ only N} M

where Aei and Avi are the corrections for angle and voltage magnitude at

node i. The Jacobian matrix of partial derivatives can be divided into four

parts as:
AP H N A0
= (4.2)
M) J L AV

The elements of the Jacobian matrix can be made value symmetrical by

re-defining equation (4.2) as:

AP H N A0
= (4.3)
AQ J L AV/V

where thé elements of this Jacobian matrix can be obtained by

differentiating the mismatch equations given by:
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= sp - i =
P = P, V; kZei (G, cosg, + By sina, )V, 0 (4.4)
a; = Q%P v, (6;, sin®, - B cose, )V, =0 (4.5)

For PV-node only (4.4) is required and for slack node no equations are
required. However, as an inherent characteristic of any practical power
system is the close dependence of active power flows on bus voltage angle
and the reactive power flow on bus voltage magnitude, equation (4.3) can be

approximated as:

P H A0
_ (4.6)
M) L av/v
where:

= = 0.5P 2
Hyp = aaPi/ag; = Q77 + V.= By

_ _ aSP Ly 2
Lij = Vy a8Q3/aVy = Q7" + V™ By

Further approximations in the decoupled Jacobian matrix (4.6) can be made:
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coseik 21

2
Qy¢< By; Vg

from which the elements of the (4.7) reduce to:

i1 =V By Yy ii = Vi By Y
Hik = Vi Bik Yk Lik = Y5 Bie Vi (4.9)
or as.
Py/Vy = Vy Byy dg + LBy Vi 8§
k e
K #
My /Ny =By &g+ 1By &y (4.10)
k ¢
KA

The first equation relates P to ae; therefore any terms which predominantly
affect changes in M) can also be omitted. For example, by setting the

voltages on the right-hand side to unity results in:
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aP/V = B' ae

AQ/V = B" AV (4.11)

The matrix B' and B" is the negative of the imaginary part of the nodal
admittance matrix Y, without the column and row correspondence to the slack
node. Faster convergence can be obtained by neglecting the resistance when

calculating the terms of B', hence:

B'y, = 1K, Bk = X/ Ry + Xy)
Byi = -1 /% B4 = -1 B (4.12)
k # k # ‘

Figure (4.1) illustrates the flow chart for the fast-decoupled

Newton-Raphson.

4.3 Automatic Control and Adjustment“g:l

A general purpose load-flow program should include the effect of
automatic control devices such as on-load transformer taps, phase-shifter,
area interchange, as well as upper and lower limits on reactive power
generation and voltage limits. Conventionally, adjustments are made at each
iterative step by easily programmable logical criteria. The process of

correction can also be made using sensitivity factors which relate the
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change in a controlling variable to the change produced in the controlled

variable,

A transformer with off-nominal tap settihg may be represented by an ideal
transformer in series with the transformer nominal admittance, as shown in

Figure (4.2).

L
It y Iy F
.‘W""
+
v, v, v,

Figure (4.2) Transformer Representation

where:



T=t+ig

therefore:

Vt =T Vi

I_i = - T* Ik

also Tk =

|
<|
-
<]

x.

]
<

substituting for Vi:

Equations (4.18) and (4.19) can be expressed in matrix form as:

T, t2+d)y | - tHQ) Y v,

(4.13)

(4.14)

(4.15)
(4;16)
(4.17)

(4.18)

(4.19)

(4.20)
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Hence, the elements of the nodal admittance matrix can be modified according
to the above. With the complex turns ratio, the Y matrix will no longer be
symmetrical. When the off-nominal taps are in-phase, that is q=0, a simple
equivalent = circuit can be deduced from equation (4.20) and is shown in

Figure (4.3).

Figure (4.3) In-phase off-nominal taps

For phase shifters, the asymmetry 1in Y-matrix can be eliminated by
representing the effect of asymmetry by an equivalent injected current as

follows:
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—
-
—

b

]

=i

«<|
-l

2j q-.Y_ vk

<l
|

TY (4.21)

which can be represented by a symmetrical = network as shown in Figure

(4.4):
lTi +2jqy v, T,
A -ty /r
v, § (TT-Ty B¥F | Y

M F X A A A v i oy 4 arew LK AN A AR S i A dar ar N LK o XX i

Figure (4.4) Phase Shifter representation

The additional injected current can be treated as additional power source:

=t _ ..
Si = -2jqy*V; Vi * (4.22)

The phase shifter can be incorporated in the fast decoupled load-flow method

as follows:
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(a) The calculation of mismatch functions is carried out exactly with
admittances as. shown by equation (4.21) and adding to the specified power
§}Sp correction for the asymmetry of the phase-shifter given by equation
(4.23).

(b) Representing the phase-shifter in the constant matrix B' and B" by:

B'yj = By = -1/X

Blyg = B'ygj = /X
] - n - 2 2

Bii -Bkk—-X/(R +X )= "l/x

B, =B" . = X/(R%+X%) = 1/X (4.23)
ik = B .

4.3.1 On-load transformer tap-changing

An automatic on-load tap-changing transformer usually controls a local
bus voltage. Sometimes discrete adjustment in tap steps is used, but more
usually the continuous approach is preferred. A conventional adjustment
feedback error for a continuous in-phase off-nominal tapping ti P.U.

controlling the voltage of bus k to VkSp P.U. is:

new = =
" =t 0l ya (v 1LY 5P (4.24)
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for the tap in quadrature, if present:

qinew = in]d iB (P1kr - piksp) (4.25)
where:
t = in-phase tap position

q; = quadrature tap position
Pik = active power through the phase-shifter
a = 1 for fast decoupled Newton-Raphson load-flow

0.2 for Gauss-sidal load-flow

For the PV-node i it is usual to calculate Qir to maintain V at ViSp up to
Qi limit, before adjusting the transformer in-phase tap position if both

controls are available.

4.4 Transmission-line Outages

From (4.11) angles and voltages can be obtained for each iteration:

a0 = B'"L apyV (4.26)
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N = B"'l M/V : (4.27)

Line outages can be simulated by the adaption of the inverse-matrix
modification technique (as in Chapter 3) to B' and B" as follows. In the
most general case, the outage of a line can be reflected in B' by modifying

two elements in row k and two in j. The new outage matrix is then:

1 _ n! t
B new - B' +b C°C (4.28)
where:
b = line series admittance

o
n

column vector which is null except for Ck =1 and Cj = -1,

Depending on the types of the connected buses, only one row k or j might be
present in B' (or B"), in which case either Ck or Cj above is zero, as

appropriate. It can be shown that:

o=l _ na-l t qi-l
B new - B -XdC"B (4.29)

where:

d = (f+cty-l



and:

=g

><
[

The new angles can be found from:

v =1
AOpew = B new PN

Hence, from (4.29) and (4.30), the new angles are found as:

t
= - R!
Aenew =80 -B'"CdC” Ao

compare with (3.27)

Similarly,

AV = AV - B Cd'Ctav
where:

d' = (f +ctxl

X' =8¢

(4.30)

(4.31)

(4.32)

(4.33)
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£ =t
Also:

= Ve 2 2
b= 1/%jps bY = Xy /Ry ™ + Xy %)
Mismatch equations also need modifications before the tolerance is checked,

Depending on the type of buses involved, the following rules must be obeyed:

(a) If the outage occurs between a slack and a PV bus or between two PV

buses, B" requires no modifications (see equation 4.1).

(b) The connect{on vector C has elements +1, -1 and null everywhere else.
When modifying the angles if the outage include slack bus, zero is placed in
the corresponding element of the connection matrix. The same happens when
modifying the voltages if the outage occurs between a PV and a PV or slack

bus.

4.5 Application of the recursive method to load-flow

As illustrated above, the angles and voltages need to be modified after
each iteration and the modifications required, reflect the mismatch
equations and B' and B". Equations (4.32) and (4.33) are just as (3.27);

therefore after each iteration, the old angles and voltages can be modified



106

by applying the recursive routine. The flow diagram of Figure (4.5)
illustrates how this is done. When the convergence is achieved the active

and reactive powers at each bus are obtained from:

-y 2 .
Pi =V Gii + Vi fei (Gik cos® + By s1neik) Vi (4.34)
k #
Q = -V.2B,, +V. © (G, sin®,, - B;, cos6, ) V (4.35)
i i ii LI ik ik ik ik’ "k *
k #

See Appendix 2 for a numerical example.
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AUTOMATIC CONTINGENCY SELECTION (ACS)

5.1 Introduction

Modern energy control centres utilised in electric utility control and
monitor schemes are required to provide real-time security assessments. If
the potential outage of a line or a generator would result in the overload
of another line, then the system is said to be vulnerable, a condition which
should be quickly detected for possible corrective rescheduling actions in

operation, or for system redesign in planning.

The Automatic Contingency Selection (ACS) problem is concerned with
developing computer algorithms for quickly identifying those contingencies
which may cause out-of-limit conditions so as to reduce the number of
contingencies that need to be evaluated when assessing the power system's

security in a real-time environment.

This chapter presents an ACS algorithm for the determination of all the
contingencies that give either voltage or line flow problems when the system

is subjected to single line outages. The ACS captures all the contingencies



110

that give out-of-limit conditions and ranks the lines according to the
severity that they might cause if the network is subjected to their outage.

Initially, a survey of some ACS approaches is presented.

5.2 ACS Techniques

An accepted procedure for on-line steady-state security assessment in
present Energy Control Centres is by the evaluation of a large number of
contingency cases. However, the computational burden that this procedure
places in even the most advancgd of present day computer installations has
prompted the need for studying procedures for the automatic selection of
meaningful contingency cases. The objective is the reduction of the
possible cases for consideration and at the same time the determination of a

ranking or ordering of these cases according to severity, for further study.

Traditional contingency analysis uses a simple logical rule to classify
contingency case results. This logical rule asks if any system components
will experience an out-of-limit condition from a particular contingency. If
the answer to this question is yes, the case is alarmed, or otherwise noted,
for the user; if the answer is no, the case is ignored. The drawback to
this technique is the time which must be consumed in calculating the system

conditions for each case before a limit check can be made.

To overcome this, contingency selection techniques were developed which

attempt to rank the cases by severity so that detailed system conditions
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need only be calculated for those cases at the top of the ranking.

The development of a contingency selection technique has two aspects.
First, one must develop a straightforward way to compare and rank the
severity of one contingency versus another. Past research has concentrated
on the use of a Performance Index (PI) which, when calculated for each
contingency case, indicates its relative severity. The second aspect in the
development of a contingency ranking algorithm is the creation of an
algorithm to efficiently calculate the value of the PI for each contingency
case. It is desirable to combine these two stages. However, such attempts
in the past have resulted in misranking. For ACS, a system performance
index is defined. The sensitivity of performance index is used to rank the
contingencies according to the severity of their effects on the system
performance. This ranked contingency list is used to reduce the number of

contingencies which require full contingency analysis solution.

One measure of quality of a performance index is its capture ratio,
which is the ratio of the number of truly severe contingency cases to the
total number of cases in the top portion of the ranked case list. Other

measures can also be used to show the quality of a particular PI.

As to computation, a good contingency selection is not simply a
repeated calculation for each contingency case. Instead, if one took as a
maximum the time required for execution of a full AC load-flow for each

contingency case, then a good contingency selection algorithm ought to be
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able to rank all cases in one to five percent of this maximum time.

[50-51] are based on line overload

Most of the existing ACS procedures
limit violations where PI is expressed as a function of normalised line
flows and the use of DC load-flow (P-¢) equations. The voltage limit
violations are included by calculating the voltage changes from the
linearised load-flow (Q-V) equations.tsz] A1l these methods are useful for
analysing single branch outages only. In particular, two approaches based
on[53] and[51] are useful for on-line security analysis. These methods are
based on DC load-flow analysis and derive a closed form solution for the

sensitivity of performance index for an outage of a line. The two

algorithms are different in the way they calculate the sensitivity of PI.

Identification of the contingencies that warrant further study by means
of full AC-load-flow solution, may be achieved by predicting the values of
PI for each line outage and subsequently ranking the contingencies from the
most important to the least important (largest and smallest value of PI),
The predicted value of PI can be computed either from a Taylor series
expansion of the PI as a function of the susceptance of the outaged line, or
[54]

using the DC-load-flow approach as reported in. The above approaches

are summarised in LSIJ.
Ejebe and Wallenberg defined two PIs for voltage analysis. One of the

performance indices was defined as a non-linear function of bus voltage

deviations. The second index was a modification of the first index to
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include the effect of generator MVAr limit violations. They described a
procedure for ranking contingencies by computing the sensitivities of
performance indices with respect to outages. A gradient technique was used
to predict the change in the performance index by using Tellegen's theorem
to calculate the terms of the gradient. The imperfections showed up as
misrankings of some contingency cases. That is, some contingency cases
which should have ranked higher in priority were low on the list and

£55]

conversely, others which should have ranked low were too high.

Medicherla and Rastogi developed a contingency solution technique which
uses the 1load curtailment required to raise bus voltages to the
pre-contingency level as an indication of the severity of a contingency.iss]
The load curtailment approach can provide a measure of the effect of a
contingency level. In this approach the PI for a given contingency is
defined as an aggregate sum of load required to be curtailed at the buses to
raise bus voltages to the pre-contingency level. The performance indices
for all contingencies are computed, and then the contingencies are ranked in
order of the decreasing values of PIs. Whereas the performance index

defined is of very high quality the calculation of this performance index is

computationally not attractive.

One common approach used to obtain the contingency list in today's EMS
packages is by considering the base-case solution for a power system
network. By considering the violations occurred following the base-case,

lines and units will be ranked and subsequently full solutions can be
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obtained for further investigation. Whether one obtains the list by
considering full AC power-flow or by performing the first iterations of a DC
load-flow, neither of these approaches identifies all those contingencies

which may cause out-of-limit conditions.

Working 1in dependent variablie spaces, Wasley and DaneshdoostESGJ
presented a reliable technique for identifying and ranking line outages
which result in the violation of various limits related to power system
security. Security limits defined in terms of real-power line flows,
generator réactive powers and demand bus voltage magnitudes were considered
in normalised sub-spaces and critical contingencies identified by a
filtering algorithm using the infinite norm as a performance 1index.
Critical contingencies were then ranked using PIs which were defined in
accordance with the sub-space of interest. In the case of real-power line
flows, ranking is based on a measure related to distance from the centre of
the corresponding security region, whereas in the case of generator reactive
powers and demand bus voltage magnitudes, ranking is based on measures
related to distances from the boundaries of the corresponding regions. The
above approach is not suitable for real-time purposes due to the execution
time required to obtain the ranking.

In [50,53] it was mentioned that the performance index in most cases
provides a good measure for determining the severity of transmission line
contingencies. However, in some instances, particularly when a single line

becomes overloaded and at the same time the loading of other lines
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decreases, the value of the PI decreases and the overload may not be
recognised. This pheonomenon has been termed "masking" by the authors of

L50’53]. Irisarri and Sasson(54) developed an efficient method

references
for automatic contingency selection. Their method 1is based on the
prediction of the value of a system wide performance index for each
transmission line outages and the subsequent ranking of the severity of the
outages according to the predicted values of the PI. Although their method

L50,44] it overcomes

is based on the work previously reported in references,
the limitations encountered with those approaches. This was achieved
through the efficient implementation of the DC-load-flow based selection
method proposed in.[54] To efficiently compute the value of the PI after a
line outage, it was shown that only one forward-backward substituting is
required per execution of the ranking algorithm, and the storage of two

vectors. These lines in the network, need only be updated whenever there is

topology changes in the network configuration.

The above approach provides a reliable method for ACS. In[51], the

authors provide means for avoiding the PI masking effect.

Four algorithms most suitable for real-time purposes were -tested and
compared with the ranking produced by a full AC solution for each
contingency, in reference [51]. These were: one full iteration of the fast
decoupled 1load-flow, first-half iteration of DC load-flow, line outage
distribution factors based on DC load-flow, sensitivity analysis. It was

concluded that from a performance viewpoint the line outage distribution
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factors base on DC load-flow is superior. In reference [57], the authors
proposed a new alogrithm for secondary outages. The authors investigated
the feasibility of including the secondary outages of generation/load
outages and simultaneous outages of two lines in the overall ACS analysis.
This approach is not efficienf for real-time Automatic Security Agsessment
of power systems due to the required execution time, however, as will be
presented in later chapters, inclusion of secondary outages could be
analysed by providing facilities for the operator to interrupt the Automatic
Security Assessment (ASA) and requesting what is termed as mixed outage
selection. Subsequent to this study ASA would resume its normal task. None
of the existing algorithms investigates the contingency selection for a
radial network or even when the outage of a single line could result in a
split network, most algorithms automatically assign a high value of PI for
the particular lines, which in fact is not true and further the AC load-flow
which follows the ACS ignores the 1lines causing split. Hence no
steady-state solution could be obtained, except by performing separate
solutions for each sub-network which is not at present an efficient

approach.

The ACS algorithm implemented in the OCEPS package incorporates network
islanding and is based on the sensitivity of the performance index as
in L50]. It is most suitable for real-time security assessment. The

algorithm is explained in the next section.



5.3 Line Overload Performance Index
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line flow in line '&'

maximum capacity of line 'g'

a weighting factor for line '2'
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The method described here is based on linearised load-flow (d.c.
load-flow), which is then known to be numerically stable and efficient.

Here the line overload performance index is defined first.

TR IS s m s m e e, e m
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L = total number of lines

Alternatively, the performance index can be expressed in terms of 61’ the

phase angle across line '&'.

L 2 L 2 L
Z(e) = sz Py = e [Py oy = %, |%
1 | 7 o L, / I | Y
-1 Py ¥l ) w1 Ke
w1/ ol
2
“ O
= (8 8 ... q) "2,
2
2K, 62
" ]
2
= Q}-”e 9 TTT T e e (502)
where:
bz = susceptance of line g
_ m
kz = Pl/b
o, = phase‘difference between its sending bus and receiving bus

phase angles.
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thus:

P = b o (5.3)

5.3.1 Analysis of a Single Branch Outage

For a change in the susceptance of branch k (i.e: Abk), the change in X

(i.e. the inverse of system susceptance matrix B) is as follows:
s-x_ = (E"' Abk mk ka)'l "_X_ = (BHEW)-I _-'x_ (5.4)
where:

m is a Nx1 incidence vector for line k, having 1 and -1 at the two
elements corresponding to the sending bus and receiving bus of line 'k', and

zeros for other elements in the vector. Note that x = s,

By the matrix inversion lammaLsa]

6x = “k ak akT (5.5)

where



n -Ab
k. 2%,
1+ Abk Xk (scalar)
Xk = ng ay (scalar)
ok = l_mk (Nx1 vector)

The corresponding change in ez is:-

e T e T
so, =M~ soy =m  (sx Py) (5.6)

where:

soy = (sx BN) is the change in nodal phase angle.

EN is the nodal power injection.

Substituting equation (5.5) into equation (5.6)

. | T
Gg—mg Nk %k %k Py

T o) (xm)!

g (E‘_

" Py

n @ a) (@' o)

= nk sz QK (5.7)
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where:
eN = 5-EN: - d.c. load-flow equation relating bus power injunction
and bus phase angle.
Y ='ka &y is the phase difference across line 'K'.
Y

5.3.2 Change of performance index qgk(e) due to change of 60, and b, -

Qutage of branch 'k'

From equation (5.2)

L —;'new o new 2
new _ L )
i (o) = i=1 Wy
2 LP_,L'“ (5.8)

where:
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new _
bz = bz when £+
bk + Abk when 2=k
and
new _
92. = 92 + 662
Once 2" (@) is found oZk(e) = 2" (¢g) - ZO]d (@) can be calculated
L 2 L
with 2°19 () = I w, [, e, =) W, e % (5.9
k
2°2
substituting bznew and eznew into equation (5.8)
L
new - 2 2 newy 2
z (e) = ):_ W, bz(ez + aez) * W (2bk b, + aby ) (»:-)k )
=1 /2 2
m m,2
i 24 ] ) 2
= W 0 + ] 2 o, go, + W 80 +R
=1} 2" =1} IR T R ) .
2k 2k 2k
L L 2
z (e) + z_ w} 2ry O Xgp e£+%’=1 wz/ nki 9 Xy *R
- 2 2 oK 2
Zkz ZKz .
2 (g) + 2 Y |)'_ W m a)l o, +
LI s ko *
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L.
2 .2 v
CATL W, @ )T e )R
2
_ ,old L T T T
yA (e)+2nkekz wz (m X m) (m' @)
2=1 / g "
2% 2
1}
+292'i ' T T
koL My % M M % tR
2%
L
_ old T T
z (9)+2“k°k§=1 wz/ m, X (mzmz)eN
2% ,2 |
3
. 292§ y T T
koL Ty % M Mg ) g *+R
2 2
2
- 291 (o) 4 2 T 5y T
% & M %___1 L Me My Oy
) 2 2
1}
+n2(-)2 Tl}: W T
k % % L ¥ Mg Mg % *R
=1 /2
2,2
_ ,0ld
=7 (_e)+2nk Gk kax(m1 m, ...mL) rwl/
: 2
Zkl
W
O
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2 2 T = O BT
2
2,

.

Wy F"‘z

/2
%, ,
. . q(+R

O - T

WL/ M

2
20
(5.10)
.. I"®¥ () = 701d (e)=2rkekkaXAweATeN
2 2 T T
+n?ofal AU A g +R
- 29 (o) + 2n 6, m " X W o +n? % q W g +R
- 191 (e) = 2n 6 g *+ 07 67t +R (5.11)
where
. T _
P, = W oN N x 1 vector

_ T
tkk = o W o Scalar

W=AW. AW



W, ]
I 2
2k1
W
2
W= /
2] 2
2k2
v
! 2
B 2kL |
W, (2b, &b + Abkz) ((-:»k"e"‘)2
R = —_—
m,2
2 P
Now:
new _ -
O =g t 0§ = § *n K, §
&
and:

P = b, & o (0) = 2" (o) - 2°'¢ (o)

thus:
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(5.12)

(5.13)

(5.14)
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A Peor  tenk P W P by ab
57, 6) . LI nk APk aby

where line 'k' is out, g bk = -bk

2,2 2 2
by Prog  teeni Pl M

+ - — —_— —

2 m
bk 2 P K bk (5.16)

§Z, 6) .

Equation (5.16) expresses the change of performance index (1ine overload
index) in terms of the parameters tkk’“ K Pkm, W, and bk of the outage line

lk'.

Among these parameters, tkk and , K needs preliminary evaiuation before
o Z, ¢ )k can be calculated. Parameters tkk and Ny (two vectors of length L)
are stored and recalculated only when the base topology changes. Since
topology changes are infrequent, this storage scheme saves the calculation of
tkk andn K each time ACS is required, hence speeding up the response of the

program. ' .

5.4 Sequence of Computation

The computation steps of the program employing ACS are described as

follows:



1. Calculation

x=8"
Py = Phg - Py
% = X By

_ T
W=AW,A
Py=W §

N = APy

2. For line k =1 to L, calculate the following

mk = -bk scalar
g = Xm N X I vector
m, = (00..1..0.. -1.0) NXI vector

+ 4

position position
IS IR

127
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ka = ka o scalar
tek = ukT Wo scalar
(stored up as LXI vector for
all)
-Abk scalar
n = (stored up as LXI vector for
T+8b, X\ all)

3. Evaluate 6Z, (o) using equation (5.16) for all k.
4, Ranking szk in descending order according to its value, for all k.
5. OQutput ranking resuits. Since GZk is an overload index, the first

ranked contingency corresponds to the most severe line outage 'k'.

5.5 Voltage Violation Performance Index

The voltage violation performance index is defined as follows:

2
N Wy |ve - VP
.
g=1 2 sz (5.17)
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Where:
W, = a weighting factor for bus '%'.
v, = voltage magniture of bus 'g'.
V£§P = specified vo]tége magnitude of bus '&'.
sz = maximum allowable deviation of voltage magnitude from the

specified value for bus '%'.
It is clear that the voltage violation performance increases value as
more buses have voltage magnitude deviations which exceed the maximum

allowable variation.

5.5.1 Change of ZV(GZV) due to changes in voltages &,

If a single branch outage contingency takes place, all the bus voltages

of the system would be changed (6V2). The corresponding change in Zv can be

derived as follows:

Let

vlnew =V + & (5.18)

old _ ; 2 L L
=17 AV'Z' : (5.19)



and
NB w y new _ SP.2
=) %
V =1 '2" v,

Substituting equation (5.18) into equation (5.20)

NB W, + 8, -y SP2

new L
z, =]
v %=1 ’Z‘ [ av, ]

NB W, v, - VP 2w, 280, (V, -v 5P) ng

2 2 + ).
— ')
=1 2 [ sz =172 AVL"

NB W
Zo]d+ -

v

2
- 2
=1 ZAVZ

_ o new old SP T
6, =2, " - = (2(V,-Vv.°0) + &) B Wy

SP,
26Vz (vl - VZ ) +

+l
NB W,
=1 2 AVy
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(5.20)

(V)



131

vV _ SP T
82" = (2(!& - !4 ) + sz) (wb) (sz) (5.21)
where
T -
!4 = (V1 V2 cee VNB)
SP\T _ SP  SP SP
(-V_z ) - (Vl V2 ) VNB )
(v T = (&, av &)
—2 1 72 °°* NB
2
2AV1

= bus weighting matrix

By inspection of equation (5.21) it is clear that:
GZV = &L, (GVL)

Thus GZV is a function of the unknown vector sz' This vector le

represents changes in the bus voltage magnitudes as a result of a single line

outage contingency. It remains to derive avz in terms of a line outage.
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5.6 Analysis of a single branch outage

5.6.1 Effect of a single branch outage on system susceptance

Let B define the system susceptance matrix, and denote the outage line as
line 'k' having series susceptance bk and shunt susceptance (charging

capactive susceptance) Spe

The outage of line 'k' would incur the following changes in B.

t

Enew =-B—+-Mk @ﬂk (5.22)
where
gk=001..ouooot
0 0‘70..0 0-1 00 NB x 2 matrix (5.23)
.

sending receiving

bus location bus location
. - by =Sk /2 by
b bk -bk-Sk/2 2 x 2 matrix (5.24)
Let



then

lPew - (EPew)-l

By the matrix inversion lTamma (5.18)

lpew - _:1 + Eflﬂk*kﬂktﬁfl
= X+ X MM
X+ XMAM2
= X+ t
X+ BB
where:
B = XM NB x 2 matrix
kk = -(0 + §§_5kk)'1 b 2 x 2 matrix
I =2 x 2 unit matrix 1 0
0 1
=t 2 x 2 matri
Xk = ﬂk By X 2 matrix

with 8x defined as:

6x = B A B "
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(5.25)

(5.26)

(5.27)

(5.28)

(5.29)
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5.6.2 Calculation of 6V£

The calculation of §!£ is based on the decoupled reactive power equation

| (5.19)

Q, = 8" &, (5.30)
Expressing q!& more explicitly
Q!z = _(Bnew)-l QQZ
- _ﬁpew M,
= - X+ 8 M,
= - X8, - &8, (5.31)

where QQ* is the mismatch calculation excluding the effect of outage line

Ikl.

AQz = +t (G,, since 05 - B,. cos ©,.) V (5.32)

— A J ) EA RN
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where sz +J B,. is the (&, j)th element of the system bus admittance

£
matrix.

At first sight, it might seem this is an iterative algorithim, with
calculations iterating between equations (5.32), (5.31) and (5.18), in that
order until A = 0. However, the exact solution for &, is not required, but
rather the correct ranking of GZV = GZV (6!1). It has been found that the
rankings of &Zv using QLL calculated at full convergence and the rankings of
GNV using sz calculated by a single iteration, are practically identical.

Hence, for the present application, equations (5.32) and (5.31) need only be

calculated once.

5.6.3 Calculation of voltage phase angle

In the calculation of §!£, the reactive power mismatch is computed

@,
from equation (5.32). It is obvious that this involves the calculations of 0,

and 65 in order to evaluate e&j =9, - eﬁ' The phase angle across the line

connecting £ and j.
Now defining

© = el + 662 (5.33)



| where:

C] is the base case value known prior to the commencement of the
| present algorithm

9 ;§ tqiichange in bus '#' voltage angle due to the outage of
ine .

Referring to the d.c. load-flow equation (5.17)

= SP
o =XR,
" thus
= SP
69, = M P, (5.34)

This gives the changes in o, due to changes in X as a result of outage

line 'k' where & is defined as equation (5.29).

5.7 Seguence of Cdmgutation

The sequence of calculation can be outlined by the following steps.

1. Calculate susceptance B and its inverse X.

2. For every line k = 1 to L, calculate the following:
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b

, -b, -S
& k “k/2 k
001...000 ©
M =
—* 000). . .-1000 NBx2
+ ¢

location of IS. location of IR.

sending bus of receiving bus

line 'k'. line 'k'.
By = M 2x2
x, = M 2x2
Xk L
Noo= - (m+ex )Tt e 2x2

Store Ak for all k as an L x 4 matrix.

3. For each outage line k = 1 to L calculate the following:

(a) Update o

2
= SP_ t SP
60, = &X P = BB By
new N
o, 92 502

(b) Calculate sin eij and cos eij for all lines =1 to L

. s new _ _ new
sin o;; = sin (o; 0 )

cos eij = cos (O;NeW _ anew)



(c) Calculate AQL mismatch

For all buses
(d) Calculate q!l

&V, = X A

2 % X Agz

(e) Calculate 6ka

NB

A (G,

. sin O, .
. i
i J !

J

&2, = (200, - V) + )T () (er,)

-B

iJ
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cos eij) Vj

Rank Gka for all outage line 'k' in descending order of its

magnitude.

Output ranking results. Since azvk is a voltage violation index,

the first ranked contingency corresponds to the most severe line

outage 'k'.
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CHAPTER 6

6.1 Introduction

Conventional techniques for the assessment of transmission network
security normally assume that the network to be studied will only be subject
to a relatively small number of contingencies simultaneously and furthermore
that those contingencies will not split the network into islands. Should
such a situation arise the approach is usually to restrict analysis to the
largest island so created. This approach has serious disadvantages in power
systems which are subjected to frequent major outages and for which

islanding is a common occurrence.

In 1interconnected systems, the results obtained from contingency
analysis studies depend strongly on the representation of the neighbouring
but unobservable networks. As a possible solution to this fact, at the
control centre the observed system, consisting of the internal system,
tie-lines and boundary nodes, is represented in its complete form while the

unobservable external system is modelled by network equivalents.
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This chapter represents a unique approach for the diakoptic solution of

the network flow when subjected to configuration changes.

Based on Gauss - elimination, a new method for obtaining network

equivalents is presented.

6.2 Split Network

Security assessment analysis has evolved from load-flow techniques and
provides a measure of system performance following the occurrence of any of
the pre-specified set of contingencies. The selection process is normally
implemented by an automatic contingency selection algorithm (ACS) commonly
based on DC load-flow. The ACS ranks the outages in order of decreasing
severity and those above a certain threshold, which will not split the

network into islands, are passed for a detailed network flow analysis.

As the size of the network increases it is possible tb tear the network
into subdivisions. The solution to the untorn network can be obtained from
the solution to the subdivisions. For each subdivision the theory of
network changes can be applied and it can be shown that the general equation

(3.27) withholds.

When a split network arises as a consequence of a branch outage, each
subsystem formed will independently of the others cater for the supply of

its own loads if possible. The split condition can be easily detected from
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the application of diakoptics to network solution.

The conventional method for simulation of branch outages which cause a
split network is based on the introduction of a new reference busbar (slack)
and redistribition of active power among the specified generators in each
subsystem formed and finally refactorisation of B' and B" matrices taking

into account the existence of a second reference and branch outages.

Section 6.3 of the present chapter describes a new algorithm for the
diakoptic solution of the network flow when a split network occurs as a
result of a branch outage. The new technique avoids the need to re-order
and re-factorise the above matrices. It has been tested using a range of
networks and compared with an alternative approach in which the network
islands are formulated and solved as separate load-flow problems. From the
numerical results obtained it was concluded that the new technique has
advantages for application in real-time security assessment.

6.3 Theory of network islanding‘27)

When a split network arises as a consequence of a branch outage,
conventionally a new reference busbar is chosen in the island which is not
connected to the original system. This busbar can be introduced as an input
by the operator or automatically chosen as the busbar which had the biggest
active generation prior to the outage. It must be among the generators

specified for redistribution of active power. The drawback of such
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approaches is the need to introduce the existence of the second reference
and the outaged branch in (B') and (B"). In the proposed approach the new
reference is chosen automatically, but its existence is not reflected in

(B') and (B"), hence the new technique avoids the need to refactorise.

The application of diakoptics to linear and non-linear networks is

summarised:
Assuming that Vo is known from the solution of the original linear equation:
Y V =1 (6.1)

Where Y0 represents the original admittance matrix. The new value Vnew

after one branch has been completed can be obtained from:

) t
Voow = Vo XCOV, (6.2)

where ¢t = row vector which is null except for
C, =+l and Cj = -1

X = ZOC is the difference of columns i and j of Zo
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z = vyl

0 o stored in factored form

o
-
1]

is the difference of elements i and j of Vo

(1/b + Ctx)'1 a scalar factor

[«
B

o
i

line or nominal transformer series admittance.
The above approach is fast, accurate and avoids refactorising Yo‘

Load-flow is well known as a non-linear problem. The fast decoupled
Newton-Raphson (FDNR) load-flow has proved fast, sufficiently accurate and
reliable. It is already well documented in chapter 4 and therefore no

detailed description will be presented.

The basic model is described by:

n

La6] (8'1°L [aP/V] (6.3)

[av] [8"5™1 [aQ/v] (6.4)
The numerical technique based on diakoptics developed for line outages
can be applied to FDNR after each iteration process in order to obtain new

angles and voltages:
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step 1:  [ag)] = [B'1™" [4P/V]

Step 2: X' = [B']'IC

Step 3:  1/d. = 1/, + CX’

Step 4:. Lagye,d = [agyl - d' x' CtAeo (6.5)
where: b' = 1/X;,

For voltages, similar steps to those above can be implemented and the

new voltages are:

(av, 1 = [av ] - d* x* ME AV, | (6.6)
where:

x* = [B"]7%

¢ = (17, v et

b* = X /Ry + xE)
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6.3.2 Pre-processing for system separation

Consider Figure (3.4) which represents two islands interconnected by
the tie-line between buses i and j. The Thevenin equivalent circuit for the
above is shown in Figure (3.5). In Figure (3.5), ZA, and Zp are the

equivalent impedances of the two jslands. The impedance matrix for this

circuit is given by:

- _
A Zp Zy (6.7)
71 ¥ig
z
A Z +% Zg + 1
ij ‘yij

If now the tie-line between buses i and j is to be removed, from equation

(6.2) we have:
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Step 1: X = ZOC
0
= | -1y,
-1/y5;
Step 2: ;1; = (1/b + CtX)

therefore: 1/d =0

Hence a split network results when 1/d = 0. Without further calculation by
inspection of 'X' obtained from step 1, the buses in each island are

identified:
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i 0 Island 1 (with the original slack)
x o0 d Myyg
Island 2

‘ When diakoptics is applied to FDNR, following the steps above 1/c becomes very
small but not identically zero, and further, vector 'X' would not hold
absolute zeroes. A sensitivity factor should therefore be specified which is

a function of the computer on which the study is implemented.

6.3.3 Islanding

By removing the branch between buses i and j in Figure (3.4), the
original network divides into two islands. The original admittance matrices

are the following form:

Yo L,
1 ]
A |= B |: Zlo Zzo
B N
e
‘ " " 0 (4]
} ll
.
IS 1 -
i ..-_,_'?4_ _____ :}‘f"
1 X
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Submatrix [201] is the impedance matrix of the connected part and [204]
should be modified to obtain the impedance of the second island. In this
work, Y° is assumed symmetrical and since the row elements in submatrix {B]

have equal co-factors, the row elements in [Zoz] are equal.

If 11, 12 sees im represent the injections at the buses of the intact

network, the original solution is given by:

VO 0 0
or Vo1 =2y Sy vz itz gt e zyg i,z Bd odzg, 1,

i+ .42

Ty 1y om 'm

v = Z54 11 + 259 12 + Zy3 14 + .+ 22j 1j
Vv = Zy; 11 + Zi9 12 + z;3 14 + .t zij 1j- Zi 1k+ ..+zim i

Where column j, k, n, m are referred to as the buses in the second island.

When the tie-line is removed, the solution to the connected part can be

obtained from:

vnewl = Vol - Z]j ij - Z-lk ik seess = Z' m‘-vm
Vnewz = voz - sz 1j - ZZk 1k essess - 22m1m
Voew, = Vo, " Zij V5 " Zik Tkttt T Zim'm
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A column in [Zoz] can be chosen, corresponding to the new reference

busbar and hence equation (6.8) can be represented at:

Vnewl = V01 -2, (1j + 1k + im)
Vnew = Vo - z2r (1j + ik + im)
2 % ‘
Vnew. - Vo. = Zip (1j Pt 1'm)

1 1

In matrix form the above can be repesented as:

- - t t

Lvnew] = [Vol -G [Zo] C” I (6.9)
[Vnew] gives the solution to the connected part.
where:

v, = (2,1 (1,]

o, l
L
' =1 1 1 1
Clt is zero every but 'l' for the new reference busbar. Hence, Cltlo is

a column vector corresponding to the new reference busbar.



150

02t is zero for island 1 and 'l' for island 2. It is set when
calculating [x] as in the previous section. Ctzlo is a scalar factor. If in
the subsystem without the original reference bus, there is no provision for
the introduction_of a new slack bus, then the reference is taken as the busbar

of the new subsystem connnected to the outaged branch.

The advantage of applying equation (6.9) to obtain the new solution for

the connected network is that it avoids refactorising.

To obtain the solution to the subsystem without the original reference in
parallel with the solution of the connected part, the following equation can

be applied.

L t t m.,.t
[vnew 1= EVO] - ¢ [Z,1 ¢, I,+C 20 Cyr I (6.10)
where:
m _
7" =f (Z3, Zl’ Zz)
Ly = Uyp,

= t ' ;
22 = f (Vrlrl/cz Io) Yro is the shunt admittance connected to the
original reference bus.

0
3 =Lrgry

N
n
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o refers to the original reference bus and r; refers to the new reference

bus.

The new technique has been applied to many linear and non-linear networks
and shown to be efficient, accurate and reliable, and most suitable for the
real-time security assessment of electrical power networks. It avoids the
need to refactorise [B'] and [B"] and furthermore, modifications to angles are
only required after each iteration since PV buses are not represented in [B"].
If automatic tap changers are included in the system, the tap positions on the
island with no reference should be set to the initial tap positions, before

any modifications are performed.

6.4 Equivalencing

One of the requirements of today's modern power system control centres is
to determine equivalents for extensive power systems external to an internal
system equipped with a central control computer. These equivalents are needed
for different system studies where the internal system is represented in
detail, and the external system is represented by their equivalent, to
simulate the interaction effects of the external system on the internal system

for disturbances originating in the internal system.

The continuing increase in the size and complexity of electric power
systems has demanded that a larger number of cases, involving far bigger

networks, be analysed in regard to the ability of the system to provide
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reliable, secure and economical service. In most cases the system of concern
(internal) is a part of a larger interconnection of power pool. It is rather
impractical to analyse the entire system in applications involving local

control of an area. To overcome this difficulty two approaches have evolved.

1. To break the power system into a reasonable number of subsystems that can
be handled separately while the interaction between the subsystems is

accounted for. (/3)(74)(75)

2. To isolate the area of concern from the rest of the system and construct
an equivalent that provides a faithful means for representing the
interconnected network beyond the boundaries of the area of concern,
rather than providing a way to obtain the overall solution of the entire

system.(76)(77)

It is thus desirable, through equivalencing, to develop a representation
of the system outside the area of study (extended system) of as low an order
as possible while maintaining the essential impact upon the area under study
(internal system). It is also required in cases of operational or real-time
mode, that these equivalents be identified without knowledge of configuration

and state of the external site.

The construction of the equivalents would have to depend mostly on a good
model of the internal system and data telemetered from locations within and at

the boundaries of the internal system. Furthermore, it is important that the
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| equivalents be constructed in a minimal amount of time so that they can

provide for on-line study modes.

| Extended simulations of large power systems with long transmission lines
are needed. If such simulations are to be carried out without consuming
unreasonable computer resources then better solution algorithms must be
available, highly restrictive assumptions must be made regarding system models

and/or the effective size of the system must somehow be reduced for solution.

The general approach is to reduce the passive portion of the network.
Such a reduction must provide for an accurate representation of real power
transfer, and at the same time conserve'the reactive response of the internal
network. Basically, the interconnected power system is divided into internal
and external systems, and the boundary buses are defined as shown in Figure

(6.1).

INTERNAL ! ! EXTERNAL

SYSTEM | - SYSTEM

Boundary

Buses

Figure (6.1) Separation between local and external systems
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The choice of the boundary buses is such that any large disturbances to
be investigated in the internal system would have small effects on the

external system.

A good equivalent of the external system was suggested by Ward (78) basad
on a generalised Norton equivalent theory where the current sources are viewed
as constant active and reactive power sources. A similar equivalent can be
derived using Thevenin's equivalent theory leading to constant power and
reactive power sources behind the equivalent internal impedances at each

boundary bus. Either of these equivalents is a static equivalent made of:

l. Equivalent internal source admittances (or impedancés) at each boundary
bus. For a Norton equivalent these admittances are grounded; while for a
Thevenin's equivalent source, creating a fictitious internal equivalent

bus.

2. Equivalent transfer admittances (or impedances) between the boundary
buses.

3. Equivalent power sources - their sum equals the exchange power scheduled

to flow between the internal and external systems,

Ward reduction is based on Gaussian elimination and has been incorporated

in most off-line and on-line equivalencing approaches, such as extended Ward
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and simplified extended Ward.

The Ward method suffers from poor accuracy when performing security
analysis mainly due to problems in the designation of the boundary bus types.
Unless a bus actually has a unit, it is not correct to designate it as a PV or
PQ bus. What is lacking is a satisfactory way of representing the external
system's reactive power response to changes in the study system. References
(79-82) list the commonly recognised difficulties of the Ward approach

experienced mostly in off-line implementation.

Figure (6.2) illustrates the study system with Ward equivalent.

fon . o - - — v — e ——

INTERNAL

SYSTEM -

Boundary buses

Figure (6.2) Ward Equivalent
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In Figure (6.2), the equivalent injection for each boundary bus is given

by:

v
[1°]
Q
L]

0 0 0 . 0
Vi" Igei Vi (Gjy Cos ey, + By Sino )

L
-t
[1°}
Kel
]

0 (v} . 0 0
Vi Ikei Vi (8jg Sin ey~ + By Cos og ) (6.12)

In practical applications, there are various versions and interpretations
of the Ward method. In some cases, boundary buses are designed as their

original types (83) (76),
(84)

s in others they are considered to be all PV types or

» Whereas in others, more complicated heuristic boundary
(85)

are PQ types

techniques are used

In the extended Ward equivalent each boundary bus is designated as PV or
PQ as it actually is. A new fictitious PV bus, with Pm=0 and Vm = Vi° is
attached to each PQ boundary bus i, via a fictitious branch of admittance
[Yi]’ as in Figure (6.3). The new fictitious buses contribute no active power
to the system and no reactive power in the base case. However, whenever the
study system conditions change, these buses respond with the supply or
absorption of reactive power. These can be eliminated altogether if desired

by placing an additional injection (83):

. _ 2
AP + jae = (Ei Em* -V ). Yi* (6.13)

at each relevant boundary bus.
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If Yi is susceptive equation (6.13) simplifies to:

(V. - v.0).v.

i i j (6.14)

M =V,

1

eq P -1
Pi + uQi

O
n"
o

-
-
3
-l
=3
n
-
-

ﬁ- 4
INTERNAL t//
SYSTEM ::]

Boundary Fictitious
Buses Buses

Figure (6.3) Extended Ward Equivalent

If in the extended Ward equivalent method the resistances in the external
system be ignored, this gives view to simplified extended Ward equivalent.
Though, this method does not provide sufficient accuracy, it guarantees good
X/R ratio.in the equivalent network; and the process can be performed more

economically on a real, rather than, complex matrix.
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The reduction technique can be directly applied to fast decoupled
load-flow which is used extensively in system security assessment. Basically,
the reduction process can be applied to [B'] and [B"] matrices to obtain B'eq
and B"eq and the equivalent injections at boundary buses are computed from
(6.11) and (6.12) using the admittances jB'ikeq and jB"ikeq respectively for

(83), Then in decoupled load flow solutions, [8'®d]

the equivalent branches
and B"®9] becomes incorporated into the internal system [B'] and [B"]
matrices. The equivalent branches susceptances contained in [B'®9] and [B"®9]
are used in computing [AP/V] and [AQ/V]. The decoupled equivalent retains the
advantages of the simplified extended Ward equivalent, however, it requires

the storage of two separate susceptive equivalent networks.

From the survey done based on all the above techniques, it was concluded

(83) " The simplied

that the extended Ward version is the most accurate
extended Ward method is the next most accurate. This and the decoupled
versions sacrifice a little accuracy for certain computational advantages.

The non-decoupled versions can be used with any load-flow algorithm,

The method presented in section 6.5, uses Gauss elimination to perform
reduction of the passive external network and is an extension to the extended

Ward. It provides accurate and reliable results.
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6.5 External network equivalencing

As mentioned in the previous section, the extended Ward method of
reduction provides the most accurate and reliable results. In this method,
following a reduction on the passive external network, equivalent branches
will be introduced which connect the boundary buses. In addition, fictitious
buses and fictitious admittances connecting the fictitious buses to the

boundary buses will be introduced as shown in Figure (6.3).

The fictitious buses can be removed if equivalent injections calculated
and added to that at the boundary buses. It was decided to use the Gauss
elimination as the basis for the reduction process (see 3.2). In the new
approach however, the reduction is not solely performed on the external
passive network. Basically, from the solution to the original network
(external + internal), the injections (Generation-load) at each bus which is
to be reduced will be replaced by its equivalent admittance, except for the
boundary buses. Hence, the external network will be transformed into a
passive network. At this stage following the rules of Gauss elimination (see
3.2), the equivalent admittances will be obtained. However, the shunt
admittances calculated in the reduction process, which are connected to the
boundary buses will contribute to the system losses when performing load-flow
on the reduced network. Hence, once the equivalent shunt admittances are
obtained, these will be replaced by fixed injections, which in terms are added
to the original injections at the boundary buses. Figure (6.4) illustrates

the steps taken for obtaining solutions to a reduced network.
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The advantage of this approach is that all the non-linear loads in the
external network can be well represented in the reduction process. To obtain
accurate reactive responses, bus matching is performed at the slack bus i.e.
keep the active and reactive generation at slack bus constant. This approach
was tested on a number of networks and provided accurate results as in
extended Ward technique. It is more suitable for power flow analysis, since
the contribution of shunt admittances at the fictitious buses are eliminated

and in addition the non-linear loads can be more accurately modelled.

Following the reduction process, in order to obtain a better convergence,

a test could be added to remove the branches with bad X/R ratios.
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INPUT DATA
FOR INTERNAL
EXTERNAL

|

SOLE BASE
CASE P.F.

i

INPUT REDUCTION
DATA

|

REPLACE INJECTIONS IN THE
EXTERNAL NETWORK BY
EQUIVALENT ADMITTANCE

|

PERFORM GAUSS ELIMINATION

|

REPLACE EQUIVALENT SHUNTS
AT BOUNDARY BUSES WITH
FIXED INJECTIONS

[

PERFORM LOAD-FLOW ON THE
REDUCED NETWORK

FIGURE (6.4) FLOW CHART FOR SOLUTION TO REDUCED NETWORK
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CHAPTER 7

RESULTS

7.1 Introduction to Real-time EMS Integration

The extensive growth of interconnected power systems together with the
operational complexities and the requirement for improved system management,
has led to a greater dependence on automatic control at all levels of

operation and the need for control systems with complex real-time functions.

Typically an integrated control system consists of two basic
components; Supervisory Control and Data Acquisition (SCADA) function and
power system applications function. These functions impose distinctly
different processing requirements on the computers in which they
operate.[70]

The power system application's function requires mostly a high speed
heavy numerical calculation environment which is best handled by a powerful
floating point processor and large arrays of contiguous, random access
memory. This requirement is generated by such functions as production

planning and power network security analysis. The recent inclusion of
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operator training simulators imposes an even heavier calculation load on the

processors.

Two conceptually different hardware configurations have been developed
to handle the processing requirement of an 'EMS; Centralised Systems and

[31]

Distributed Processing Systems.

Centralised systems consist of a main computer or computers which
handle all of the EMS functions. Generally, all of the processors in a
Centralised System have to handle both SCADA heavy interrupt load and power
systems numerical calculations. Distributed processing systems contain
multiple processing levels where each level is assigned to a specific
machine or set of machines which are optimised for the individual
requirements, that 1is, SCADA heavy interrupt 1loads and power system

numerical calculations can be split into different types of machine.

Throughout the evaluation of SCADA systems, attempts have been made to
use distributed processing architectures. These experiments have not been
totally successful due to the lack of appropriate technology. But, in
recent years, the trend toward broad and diversified processing requirements
of utilities has created an even stronger need for the development of
effective distributed architecture. As electrical networks grow and become
more complex, operators need more sophisticated tools to control them. The

technology to distribute the EMS functions is now available.L72]
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Due to the nature of power systems, the information management system
is usually hierarchical with data passing from the substations and
generating stations through area control centres up to the top of the
hierarchy, where global functions such as generation control and network
analysis are performed. The downward flow of traffic from system control
centres to substations and generating stations is much less in volume than
the upward flow and contains the operator commands and system co-ordinating
and optimisation controls. The power system application functions normally
divide into two areas of real-time and study. The real-time set run

automatically on a cyclic basis or on a power system event,

EMS has three major sources of data; telemetered data, network
parameters and generation parameters. Conventionally the databases in the
system are built using the facilities of a Database Manager and database
compiler, which are specific to individual application area.[70] The
defined databases each form a logical independent description, from which
any application may draw the required data. For example the network
database describes the power network and supports all the network
applications such as power flow, and state estimator, the generation
database describes the generation characteristics and data and supports the
generation applications such as AGC, SCADA database for analog and status

obtained from RTUs. The correspondence between the different databases is

also built in an off-line mode but updated in real-time if necessary.

During the integrated operation of the system many aspects of the
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operation of the system and performance of the individual algorithms are
dynamically tested using the simulation facilities. The job of managing and
integrating an EMS system is large and complex and requires good software
support tools. Once the integration phase is accomplished the performance

of the system as a whole (SCADA and EMS) is tested.[72]

7.2 OCEPS EMS Software Integration

Large scale systems of which a power system is a prime example, is an
area in which a wide gap exists between theoretical mathematically based
research and engineering practice. The research programme at Durham is
directed towards bridging this gap by linking some of the available and new
theoretical techniques with the practical requirements of on-line computer

control in power systems.

Testing and validation of analysis and control software is achieved
with the aid of a real-time simulation system developed at Durham
University. In this way the performance of Energy Management software can
be evaluated against a realistic model of the network under a range of
operating conditions. A secondary benefit of the integrated simulation,
measurement and control software is the ability to provide a useful operator
training aid, which includes power system dynamics, telemetering and energy

(3]

management facilities.

The energy management suite OCEPs developed at Durham divides the
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operational control of electrical power systems into two major functions;
simulation function and control function. Fdrther, as shown in Figure
(1.10) each function comprises of a number of tasks executed in the manner
shown. The simulation and control algorithms can either be executed on a
single Perkin-Elmer 3230 computer main frame using multi-tasking operation
system or the simulation function can be executed on a dedicated
Perkin-Elmer 3230 with simulated telemetry and control information
transmitted serially to a separate control computer. In general the
simulation imposes the major computational load on the system, special
multi-microprocessor hardware is being developed to allow real-time response

with large systems.

OCEPS security analysis subsystem 1is divided into the following
modules: AUTomatic OUTage selection (AUTOUT), SECurity ASSessment program
(SECASS), manual OUTAGE selection (OUTAGE), and SECurity assessment OUTput
program (SECOUT). In the remaining sections of this chapter numerical
results obtained during the course of this research together with the full

integration of the security subsystem to the QCEPS suite are presented.

A technical paper was published based on the network islanding

[271]

technique developed during the course of research at Durham.
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7.3 Numerical Results

7.3.1 Test Network

The test network is illustrated in Figure (7.1) and the associated
network data is given in Appendix 3: The University of Durham OCEPS
project thirty substation test systems, as the name suggests, includes 30
substations. This network is bus and node orientated. Each bus in a
substation is connected via links to other buses in the same substation. By
switching operations the number of electrical nodes in a substation can
vary. The above network is composed of 72 buses, 41 branches of which 7 are
transfomers (which include fixed tap, automatic tap changer and phase

shifter transformers), 23 loads, 6 generators and 2 shunts.

Outage'of transmission lines 16, 13 or 34 will split the above network
and hence the contingency selection algorithm gives them the lowest rank

(i.e. most harmful)..

Network topology changes can be achieved by opening or closing
appropriate breakers in the system. The above process (scenario) can also
be achieved via.a prespecified program. Hence lines, units, loads,
transformers, shunts, nodes and buses may be removed or added to the
network. The above operation is executed by the system manager via an

interactive program.
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Protection is an inherent part of the simulator and as a result of an
overload, the simulator will trip the appropriate breaker and hence a line

or equipment may be taken out of service automatically.

The ACS problem is concerned with developing computer algorithms for
quickly identifying those contingencies which may cause out-of-limit
conditions so as to reduce the number of contingencies that need to be
evaluated when assessing the power system's security in a Real-time

environment.

Most of the existing ACS procedures are based on line over load limit
violations, where the Performance Index (PI) is expressed as a function of
normalised line flows and the use of DC load flow equations.[5°’51] The
voltage limit violations are included by calculating the voltage changes
from the linearised load flow equations.tsz] A1l these methods are useful

for analysing single branch outage only.

In Chapter 5, the techniques commonly used for forecasting the PI and
the development of ACS algorithms were compared. Four algorithms most
suitable for Real-time purposes were tested and compared with the ranking
produced by a full A.C. solution for each contingency.[57] These were: one
full iteration of the fast decoupled load flow, first half iteration of DC

load flow, line outage distribution factors based on DC load flow and
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finally an algorithm based on sensitivity analysis. In the above reference,
it was concluded that from a performance view point the line outage

distribution factors based on DC load flow is superior.

Two algorithms have been implemented in OCEPS for ranking 1ine outages
in terms of their impact on the real power flows throughout the network, and
according to their impact on the bus voltages. The essential components
needed in developing each algorithm (as described in Chapter 5) are: a
scalar performance 1index (PI) for ranking the contingencies and a
computationally efficient method for evaluating the PI for each

contingency.L87’88]

The ACS algorithm developed in Chapter 5 has been applied to IEEE 30
bus test network. The results of ACS. were compared with the full A.C. load

flow rankings obtained by considering each outage case in turn.

Figure (7.2) illustrates the ACS for line over load contingencies. It
can be seen that the ACS ranking is very similar to the full A.C. load flow
ranking. A1l the top 10 contingencies, have been identified correctly by
the ACS. Considering the top 20 contingencies, 18 of the A.C. rankings are
included, however, line 30 and 37 outages are not included. Instead less
severe lines 12 and 35 outages are included. The ACS is nevertheless shown

to be entirely satisfactory for most operational purposes.

The voltage violation ACS algorithm discussed in Chapter 5 was then
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applied to the test network. The results are compared with the full A.C.
load flow rankiﬁgs obtained from a complete load flow for each line outage
with performance index PI evaluated using bus voltage magnitudes (see Figure
7.3). It can be seen that the detailed A.C. load flow ranking profile is
very similar to the voltage violation ACS ranking. In the top 10
contingencies only line 41 is missed by ACS. For the top 20 contingency
cases, 16 A.C. rankings are included, buf lines 4, 7, 28 and 33 are missed

out where as the less severe lines 8, 10, 12 and 19 are included.

Detailed studies of voltage magnitudes showed that only line 36 outage
involved voltage violation. This line has already been ranked by the
voltage violation ACS. Voltage violation ACS consequently proved to be

efficient and satisfactory for operational purposes.
The above results confirm the findings in references 50, 53 and 57.

Table (7.1) presents the over load and voltage contingency lists

obtained when the above techniques were applied to the 30 bus test network.

In table (7.1), the first column 'RANK' gives the contingency priority.
Those with the lower rank have the highest priority for full A.C. solution.
The few at the top of the lists (blinking on the terminal screen) are the
most critical contingencies and are those which could split the network
(lines 13, 15 and 34 as in Figure (7.1)). Further, information about the

islands, bus and substation -names are provided.
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The results obtained from full A.C. power flow solutions (for
individual line outages) are shown in tables (7.2 to 7.5). The full A.C.
solutions confirmed that the only contingency which could cause voltage and

power violations was line 36, which was already in the ACS lists.

The ACS algorithm was enhanced to provide the contingency lists for
multiple islands. If due to topological changes, the system is split into
multiple islands, the ACS will provide the contingency lists for the
multiple islands in parallel. Before building the system admittance matrix,
the program auotmatically assigns references in the islands without the
original system reference. The advantage of this approach is that there is
no need for re-order and re-factorisation of matrices and hence less
computations. Table (7.6) provides the ACS results when the original

network was split into two islands.

To simulate the above case, lines 33, 10, 41 in Figure (7.1) were

removed out of service prior to the ACS solution.

The column 'ISLAND' in Table (7.6) gives the island number for each
branch. From the results shown in this table, it can be seen that if line
37, rank 8 in island 2 is to be completed, it could be more harmful than
line 5 rank 9 in island 1, as far as abnormal voltage contingency list is
concerned. These informations are vital to the secure operation of the

power system.
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The information provided by the ACS is also very valuable for the
system operators and engineers who monitor the system and evaluate its
security continually. The system engineers are normally involved in
performing a large number of power flows in order to obtain the answers to a
huge number of 'wh;t if' situations. The ACS by far reduces the
computational efforts because it highlights the most critical contingencies

and ranks them accordingly.

ACS is now an important tool in the contingency analysis subsystem of

today's modern Energy Management Systems (EMS).
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. Automatic Contingency Selection of Line Overload

Note: Outage of
Line 13,16 and 34
split the system.
They are excluded
from the analysis.

10 15

FIGURE (7,2)
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OCEPS OUTAGE INPROGRESS R3.0.0

THE MOST RECENT LISTS

OVERLOAD CONTINGENCY
ISLAND BUS

RANK LINE
1 13
2 16
3 34
4 36
5 19
6 20
7 29
8 33
9 32
10 12
11 22
12 11
13 30
14 17
15 23
16 2
17 28
18 6
19 15
" 20 7

Pt et et e ek b ek et e o ped e ped e ed b b e e b

25-36
38-39
55-56
63-61
37-45
40-42
50-51
53-55
52-54
10-34
43-47
11-25
41-52
37-40
47-48
1-4
30-51
2-12
5-38
6-14

Sus

9-11
12-13
25-26
28-217
12-16
14-15
21-22
24-25
23-24

6-10
15-18

6-9
16-23
12-14
18-19

1-3
10-22

2-6

4-12

4-6

TABLE (7.1) CONTINGENCY LISTS

RANK

O O ~N O O & W N =

N = i e et e b b e e
O W 0 ~N O O Wy~ O

08/02/1985 01:27:17

VOLTAGE CONTINGENCY
ISLAND BUS

LINE

13
16
34
36
14
15

5
25
26
31
24

4
37

9
35
38
18
27
41

2

Pt et et d b ped i b P et e bt fed et e e pd e ped e

25-36
38-39
55-56
63-61
25-35
5-38
3-9
33-49
26-46
51-54
48-49
4-5

59-66

12-16
55-62
60-71
37-44
29-50
15-63
1-4

176

SUB

9-11
12-13
25-26
28-27

9-10

4-12

2-5
10-20
10-17
22-24
19-20

3-4
27-29

6-7"
25-27
27-30
12-15
10-21

6-28

1-3
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OCEPS AUTOMATIC SECURITY ASSESSMENT RESULTS 08/02/1985 00:26:11

SUMMARY OF SECURITY ASSESSMENT RESULTS

VOLTAGE VIOLATION REPORT

LINE OUT  FROM BUS-SUB TO BUS-SUB AT BUS-SUB VOLTAGE(PU) LIMIT (PU)
36 63- 28 61 - 27 56- 26 0.89362 0.90000
36 63- 28 61 - 27 60- 27 0.88910 0.90000
36 63- 28 61 - 27 65- 29 0.87148 0.90000
36 63- 28 61 - 27 73- 30 0.86162 0.90000

POWER VIOLATIONS REPORT

LINE OUT  FOR LINE FROM BUS-SUB TO BUS-SUB POWER (MW) LIMIT (MW)
36 31 51 - 22 54- 24 16.17978 16.00000

TABLE (7.2) SECURITY ASSESSMENT VOLTAGE AND
POWER VIOLATION REPORTS
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OCEPS AUTOMATIC SECURITY ASSESSMENT RESULTS 08/02/1985 00:26:34
SECURITY ASSESSMENT SUMMARY THIS IS THE MOST RECENT LIST
**TASK USESE COMBINED OVERLOAD AND VOLTAGE LIST**

RANK  LINE  BUS SuB OVERLOAD UNDERVOLTAGE  OVERVOLTAGE
1 36 63-61 28-27 Y Y N
2 7 6-14 4- 6 N N N
3 14 25-35 9-10 N N N
4 12 10-34 6-10 N N N
5 37 59-66 27-29 N N N
6 33 53-55 24-25 N N N
7 38 60-71 27-30 N N N
8 20 40-42 14-15 N N N
9 30 41-52 15-23 N N N

N N N

10 32 52-54 23-24

TABLE (7.3) SECURITY ASSESSMENT SUMMARY



OCEPS AUTOMATIC SECURITY ASSESSMENT RESULTS

LINE FLOW REPORT FOR THE OUTAGE OF LINE 36

LINE

O ~N O W =

11
13
15
17
19
21
23
25
27

29
31
33
35
37
39
41

BUS

1-3
2- 6
3-9
6-14
12-16
11-25
25-36
5-38
37-40
37-45
45-46
47-48
33-49
29-50

50-51
51-54
63-55
55-62
59-66
65-73
15-63

TABLE (7.4)

~N
]
O ~N Oy O &N

9-11

4-12
12-14
12-16
16-17
18-19
10-20
10-21

21-22
22-24
24-25
25-27
27-29
29-30

6-28

LIMIT

130.00
65.00
130.00
90.00
130.00
65.00
65.00
65.00
32.00
32.00
16.00
16.00
32.00
32.00

32.00
16.00
16.00

" 16.00

16.00
16.00
- 32.00

FLOW LINE
32.69 2
13.82 4
34.58 6
0.07 8
32.16 10
-2.70 12
-47.78 14
24.61 16
6.64 18
2.06 20
-0.91 22
~0.41 24
9.72 26
19.46 28
5.64 30
16.18 32
13.31 34
10.19 36
4.67 38
2.74 40
=3.17

08/02/1985 00:26:34

** RANK 1 CONTINGENCY**

BUS

1- 4
4- 5
2-12

7-16
13-18
10-34
25-35
38-39
37-44
40-42
43-47
48-49
26-46
30-51

41-52
52-54
55-56
63-61
60-71
24-63

SuB LIMIT
1- 3 130.00
3- 4 130.00
2- 6 100.00
5- 7 70.00
6- 8 32.00
6-10 32.00
9-10 65.00
12-13  65.00
12-15 32.00
14-15 16.00
15-18 16.00
19-20 32.00
10-17  32.00
10-22  32.00
15-23 16.00
23-24 16.00
25-26 16.00
28-27 65.00
27-30 16.00
8-23 32.00

SECURITY ASSESSMENT LINE FLOW REPORT FOR

OUTAGE OF BRANCH 36

FLOW

19.30
17.18
13.71
-13.68
-20.25
7.92
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45.09

-7.59
14.35
1.57
2.23
-7.86
8.07
10.63

6.87
4.21
2.70
0.00
5.31
3.12



OCEPS AUTOMATIC SECURITY ASSESSMENTS RESULTS

VOLTAGE REPORT FOR THE OUTAGE OF LINE 36

BUS SUB
1 1
4 3

5
16 7
25 9
36 11
39 13
41 15
46 17
48 19
50 21
52 23
55 25
57 27
64 29

HIGH LOW

1.100 0,900
1.100 0.900
1.100 0.900
1.100 0.900
1.100 0.900
1.100 0,900
1.100 0.900
1.100 0.900
1.100 0.900
1,100 0,900
1.100 0.900
1.100 0.900
1.100 0.900
1.100 0.900
1.100 0.900

TABLE (7.5)

VOLTAGE

1.061
1.934
1.012
1.011
1.023
1.080
1.070
1.002
0.997
0.987
0.984
0.979
0.909
0.88Y
0.871

SECURITY ASSESSMENT VOLTAGE REPORT FOR THE
OUTAGE OF BRANCH 36

BUS

2

5
10
17
26
37
40
45
47
49
51
53
56
63
69

08/02/1985 00:26:34

** RANK 1 CONTINGENCY**

SuB

10
12
41
16
18
20
22
24
26
28
30

HIGH

1.100
1.100
1.100
1.100
1.100
1.100
1.100
1.100
1.100
1.100
1.100
1.100
1.100
1.100
1.100

LOW

0.900
0.900
0.900
0.900
0.900
0.900
0.900
0.900
0.900
0.900
0.900
0.900
0.900
0.900
0.900

VOLTAGE

1.047
1.028
1.021
1.011
0.998
1.027
1.010
1.009
0.991
0.989
0.983
0.955
0.894
1.020
0.862
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OCEPS OUTAGE IN PROGRESS R3.0.0

THE MOST RECENT LISTS

OVERLOAD CONTINGENCY
ISLAND BUS

RANK LINE
1 33
2 40
3 35
4 34
5 16
6 13
7 32
8 30
9 18

10 20

11 19

12 23

13 24

14 22

15 11

16 31

17 29

18 15

19 27

20 39

N = e e e e e e e e e e e e e = NN NN

63-61
24-63
55-62
55-56
38-39
25-36
52-54
41-52
37-44
40-42
37-45
47-48
48-49
43-47
11-25
51-54
50-51

5-38
59-66
65-73

SuB

28-27
8-28
25-27
25-26
12-13
9-11
23-24
15-23
12-15
14-15
12-16
18-19
19-20
15-18
6-9
22-24
21-22
4-12
27-29
29-30

RANK LINE
1 36
2 40
3 35
4 34
5 16
6 13
7 26
8 37
9 5

10 15

11 14

12 18

13 31

14 4

15 24

16

17

18

19 38

20 27
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10/04/1985 01:27:17

VOLTAGE CONTINGENCY
ISLAND BUS

= N 1 b e b b e e e s = RN = = NN NN

TABLE (7.6) CONTINGENCY LISTS
(NETWORK SPLIT INTO 2 ISLANDS)

63-61
24-63
55-62
55-62
38-39
25-36
26-46
59-66
3-9
5-38
25-35
37-44
51-54
4-5
48-49
2-12
12-16
1-4
60-71
29-50

SuB

28-27
8-28
25-27
25-26
12-13
9-11
10-17
25-29
2-5
4-12
9-10
12-15
22-24
3-4
19-20
2-6
6-7
1-3
27-30
10-21
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The formulation of a mathematical model of a transmission network is a
pre-requisite for power systems analysis and control by digital computer.
If the interconnections of the n buses of the system, the appropriate model
of lines and transformers, and nodal injection data are known, a load flow
solution gives all the unknown voltages, power injections and line flows.
Mathematically the problem is one of solving a set of simultaneous

[22]L32]

non-linear algebraic equations.

The analysis of security assessment has evolved from load flow
techniques and is best thought of as a measure of satisfactory performance
of the system following the occurrence of any one of a pre-specified set of

contingencies.

Three numerical methods have commonly been applied to the solution of
the load flow problem: the Gauss-Seidal method, the Newton-Raphson method

and the Fast Decoupled Newton method.

Gauss-Seidal algorithm is inefficient for large networks. The Fast
Decoupled load flow method shares many of the properties of the sparse
Newton-Raphson approach and has the further advantage of a reduction in
computer time and memory loading., This is achieved by neglecting the
(weak) coupling effects between phase angles and reactive power and between

(28]

voltage magnitudes and active power,
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The Fast Decoupled method is recommended for application to the

majority of power system networks.L32]

However in cases with very high
resistance to reactance ratio lines (R/X), as in low voltage distribution

networks, it is beneficial to resort to the Newton-Raphson method.

Given a list of hypothetical plant outages assembled either manually
or automatically (by the ACS algorithm), it is necessary to execute a
series of AC load flow studies to determine whether any limit violations
would result from the occurrence of an outage. In order to achieve more
rapid solutions where a list of similar networks must be analysed, the Fast
Decoupled algorithm has been revised to include the method of modified
matrices (Diakoptics). This techinque allows solutions for single or
multiple branch outages to be obtained without the need for matrix

refactorisation when sparsity techniques are applied (see Figure 7.5).
For contingency studies, two methods of approach were considered:

(i) Repeat load flow solution

(ii) App]fcation of fhe recursive Diakoptics method as explained in

Chapter 4.

Figures (7.4) and (7.5) represent the above solution methods based on

Fast Decoupled Newton-Raphson load flow technique.
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INPUT DATA

I

order

factorise

> ITER = ITER +1
Find F (X;")
Find F (X,")

x1r+1 - B'-l F (Xlr)

X"t =8 E (")

N
y <::k47 Check convergence 4;:>

Y

v
QUTPUT RESULTS

FIGURE (7.4) LOAD FLOW SOLUTION
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INPUT original network data

r r
also set X1 , X2

l

> order
factorise
———> ITER = ITER +1
Find F (xlr)

Find F (X,")
+ '-
X" = 8 "L F (x)")
X" =B T E (0N
—+————Check convergence

|

OUTPUT RESULTS

) 4,//' CONTINGENCY
,* A \\\ METHOD?

load flow Diakoptics

Input data for modified

network r r OUTAGES INPUT
Also set Xl R X2
> ITER = ITER +1
L — A

Find F (xlﬁ)
Find F (X3")

apply Diakoptics method to

modi fy xlr+1

r+l _ "-1 r
apply Diakoptics method to

modi fy X2r+1

"4£1-Check convergence
OUTPUT RESULTS

FIGURE (7.5) FLOW DIAGRAM FOR CONTINGENCY STUDIES
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As can be seen from the flow diagram of Figure (7.5), when applying
the Diakoptics technique there 1is no need for re-ordering and
re-factorising B' and B". The total execution times required for the two
methods of approach are compared in table (7.7) based on the 30 bus test
network and multiple branch outages.

From the results presented it can be seen that the Diakoptics approach
provides the same degree of accuracy as the conventional Fast Decoupled
Newton-Raphson method. However, when the number of simultaneous branch
outages exceeds three, the Fast Decoupled Newton-Raphson method is faster.

The above results confirmed the findings of Stott and AlsacL32:I and
provided the basis for further development of the Diakoptics technique in
order to obtain network solutions when network splits occur as a result of

L27]

a branch outage.



Base solution

Base solution +
single outage

Base solution +
double outage

Base solution +
triple outage

Base solution +
5th outage

TABLE (7.7)

Time (sec)

1.101

2.061

2.092

2.090

2.135

30 BUS TEST NETWORK

LOAD FLOW

12

1.101

1.903

2.073

2.124

2.805

187

DIAKOPTIC

No. of iterations Time (sec) No. of iterations

12

COMPARISON OF RESULTS BASED ON PERKIN-ELMER 3230
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7.3.4 Islanding

In Figure (7.6) if the line shown with an asterisk (*) is to be
completed, then the network splits into two islands. The conventional
approach to obtain the solution to this network is to restrict the solution
to the largest island created. This approach has serious disadvantages in
power systems which are subjected to frequent major outages and for which

islanding is a common occurrence.

The common method to solve the above problem is by solving two separate
power flows, one for each island created. The disadvantage of this approach
is that it requires the formation of B' and B" matrices for each island in
tufn and then to execute two solutions. In addition, as a first step to
identify which buses, branches, loads etc. belong to which island, the input

data stage requires a considerable amount of data processing.

The theory of network changes (Diakoptics) as commonly applied to the
load flow could not be used directly to obtain the solution to the
individual islands. The reason is because during the Diakoptics solution a
scalar becomes zero when network split takes place and hence numerically the

inverse of this scalar is not obtainable (please refer to Chapter 5).

The new technique developed during the course of research at Durham,

overcomes the above problem.



189

As mentioned earlier the new technique is based on the application of
Diakoptics to Fast Decoupled Newton-Raphson, and hence it inherits all the

associated advantages.

During the development of this new method, it was realised that as a
result of one simple mathematical operation, buses, branches etc. in each

island will be easily identified (please refer to chapter 5).

Tables (7.8) and (7.9) provide the comparison of results obtained using
the new approach based on Diakoptics, and separate power flow solutions,
when the network in Figure (7.6) was split due to completion of the branch

shown with an asterisk.

The results confirmed that the solution accuracy was similar to Fast
Decoupled method, however, the speed of execution was improved by more than
50%. As the size of networks grow, the advantages of utilising the proposed

technique became more obvious.

In real-time, topology processing is usually included in the state
estimation package in order to construct network connectivity based on the
telemetry. Identification of the elements in each island (if islanding
occurs) requires a large number of data processing actions. The new method
presented in Chapter 5 reduces the required execution time by a large amount

and in addition has the advantage of being simple to implement.
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NO. OF COMPACTING SOLUTION TOTAL
ITERATIONS ORDERING TIME TIME
FACTORISING Tl (sec) T2 (sec)

ISLAND 1
with. original 4 0.513 0.189 0.702
slack

ISLAND 2 6 0.698 0.425 1.123
DIAKOPTIC 6 - 0.712 0.712
TECHNIQUE

TABLE (7.8) RESULTS BASED ON PERKIN-ELMER 3230
GENERATION
MW MVAR
BUS NUMBER FDNR DIAKOPTIC FDNR DIAKOPTIC
TECHNIQUE  TECHNIQUE TECHNIQUE  TECHNIQUE

1 Slack 40.91 40.90 28.86 28.85

2 40.00 40.00 -13.08 -13.17

5 00.00 00.00 79.13 79.12

13 00.00 00.00 27.03 26.96

8 New Slack 218.90 218.89 5.47 5.44

11 00.00 00.00 26.62 26.62

TABLE (7.9) COMPARISON OF RESULTS
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The OUTAGE program allows the operator to edit the contingency list
provided in advance by the ACS algorithm (AUTOUT program). In addition
OUTAGE program provides facilities for requesting simultaneous outages of

branches, shunts, loads and generators output.

The operator can request mixed outages of the above components. As an
example, he can request the following scenario: simultaneous outage of lines
A and B, addition of lines C and D (if they are already out of service),
reduction of loads E and F (in per-unit or percent), and similarly for a few

generator outputs.

With respect to units, the operator's request should be within the
capability limits of individual unit's output, otherwise appropriate alarm
messages will be issued. Loss of unit's outputs will be redistributed
amongst the other units only if the "unexpected" option is used. If the
reduction in unit outputs are "expected" (according to a defined schedule),

then the redistribution will not take place.

Loads and units are ranked with respect to their MW/MVAR levels. Table
(7.10) illustrates the results for the case when the output of unit 2 was
unexpectedly increased by 0.1 per unit. As can be seen, the output of other
units decreased. The redistribution is done by applying the participation

factors for the units calculated by the economic despatch program. Table
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(7.11) provides the MW, MVAR ranks for loads in the system. Following a
load reduction (in per unit or percentage), the loss is redistributed

amongst the units.

The outage program is in effect the interface between the operator and
the security package. Once the operator selects an outage scenario, via the
facilities provided by the OUTAGE program, he can send a message to the
SECASS program and request a full AC analysis. During this transition
AUTOUT will be paused temporarily, SECASS stops its current execution and
performs the study for the operator. At the completion of the analysis a
message will be sent directly from SECASS to OUTAGE to inform the user that
the study is finished.

Once the results are available, the operator can investigate them by
inspecting various displays which will be made available to him by the
OUTAGE program. The OUTAGE program is highly interactive and requires no

special operator training.

The important function provided by the OUTAGE is simultaneous and mixed

outages selection of system components.



OCEPS OUTAGE INPROGRESS R3.0.0

2 3
1 1
4 22
5 36 11

0.674
0.638
0.381
0.378

PLEASE ENTER : GEN.NO., CODE, CHANGE

-- CHANGE : IN % OR PU
-- CODE = 1 EXPECTED
= 2 UNEXPECTED

PRESS RETURN

TO STOP

2,2,.1PU

OCEPS OUTAGE INPROGRESS R3.0.0

GENERATOR MAX. GEN MIN. GEN ORIGINAL -P
1 2.00000 0.50000 0.638
2 1.50000 0.50000 0.674
4 0.50000 0.10000 0.381
5 0.50000 0.10000 0.378

TABLE (7.10)
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08/02/1985.01:27:17

08/02/1985.01:27:38

MODIFIED-P

0.618
0.774
0.341
0.338

GENERATOR OUTAGES



OCEPS OUTAGE IN PROGRESS R3.0.0

08/02/1985.02:10:43

LOAD-NO.  BUS----SUB ACTIVE-LOAD LOAD-NO. BUS----SUB REACTIVE-LOAD
4 9 5 0.272 8 20 8 0.227
5 7 5 0.236 1 2 2 0.112
8 20 8 0.222 7 16 7 0.091
1 2 0.167 18 50 21 0.079
6 5 0.166 4 9 5 0.061
7 16 7 0.164 10 38 12 0.056
18 50 21 0.123 5 7 5 0.053
10 38 12 0.080 20 83 24 0.045
23 72 30 0.072 14 46 17 0.042
16 48 19 0.065 6 7 5 0.040
14 46 17 0.064 2 3 0.026
20 53 24 0.059 4 0.026
3 5 4 0.056 16 48 19 0.024
12 44 15 0.055 12 44 15 0.018
9 32 10 0.043 9 32 10 0.017
11 40 14 0.043 21 56 26 0.016
13 45 16 0.024 13 45 16 0.014
21 - 56 26 0.023 23 72 30 0.014
15 47 18 0.023 11 40 14 0.012
19 52 23 0.022 19 52 23 0.011
2 4 3 0.018 22 67 29 0.007
22 67 29 0.016 15 47 18 0.006
17 49 20 0.016 17 49 20 0.006
PLEASE ENTER THE LOAD CHANGES IN % OR PU
PRESS RETURN TO STOP
ENTER LOAD-NO., ACT-LOAD, REAC-LOAD
TABLE (7.11) LOAD LIST
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7.3.6 Security Assessement OQutput (SECOUT)

The security assessment ouptut program (SECOUT) provides AC solution
results as obtained from the security assessment program (SECASS). It has
a summary list which provides a quick reference to highlight those
contingencies which caused voltage or overload violations. Consequently,
the operator can select the appropriate contingency and study in detail the

results of security assessment.

If the contingency result list is outdated, the program automatically
sends an alarm to inform the operator. The operator can then request the
most up to date list. Tables (7.12) to (7.14) illustrate typical SECOUT

program contingency output results.



OCEPS AUTOMATIC SECURITY ASSESSMENT RESULTS
SECURITY ASESSMENT SUMMARY

THIS IS THE MOST RECENT LIST

**TASK USESE COMBINED OVERLOAD AND VOLTAGE LIST**

RANK LINE

W 0 ~N O O & W N

—
(@)

36

7
14
12
37
33
38
20
30
32

BUS

63-61

6-14
25-35
10-34
59-66
63-55
60-71
40-42
41-52
52-54

SUB  OVERLOAD UNDERVOLTAGE

28-37
4-6
9-10
6-10

27-29

24-25

27-30

14-15"

15-23

23-24

-

Z 2222z =
z 2 222 22 =2 o= =<

TABLE (7.12) SECURITY ASSESSMENT SUMMARY
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08/02/1985.00:26:34

OVERVOLTAGE

=

=z 2 2 2 Z2 2 Z2 Z2 2



OCEPS AUTOMATIC SECURITY ASSESSMENT RESULTS

LINE FLOW REPORT FOR THE OUTAGE OF LINE 36

LINE
1
3
5
7
9

11
13
15
17
19
21
23
25
27

29
31
33
35
37
39
41

BUS
1- 3

2- 6
3- 9
6-14

12-16

11-25

25-36
5-38

37-40

37-45

45-46

47-48

33-49

29-50

50-51
51-54
53-55
55-62
59-66
65-73
15-63

TABLE (7.13)

' suB

1-

2
4
2-5
6
7
9

9-11

4-12
12-14
12-16
16-17
18-19
10-20
10-21

21-22
22-24
24-25
25-27
27-29
29-30

6-28

LIMIT
130.00

65.00
130.00
90.00
130.00
65.00
65.00
65.00
32.00
32.00
16.00
16.00
32.00
32.00

32.00
16.00
16.00
16.00
16.00
16.00
32.00

H0W
32.69

13.82
34.58
0.07
32.16
-2.70
47.78
74.61
6.64
2.06
-0.91
-0.41
9.72
£9.46

5.64
16.18
13.31
10.19

4.67

2.74
-3.17

LINE
2

4
6
8

10

12

14

16

18

20

22

24

26

28

30
32
34
36
38
40

08/02/1985 00:26:34

** RANK 1 CONTINGENCY**

BUS
1- 4

4- 5
2-12
7-16

13-18

10-34

25-35

38-39

37-44

40-42

43-47

48-49

26-46

30-51

41-52
52-54
55-56
63-61
60-71
24-63

suB LIMIT
1- 3 130.00
3- 4 130.00
2- 6 100.00
5- 7 70.00
6- 8 32.00
6-10 32.00
9-10 65.00
12-13  65.00
12-15  32.00
14-15 16.00
15-18 16.00
19-20 32.00
10-17  32.00
10-22  32.00
15-23 16.00
23-24 16.00
25-26 16.00
28-27 65.00
27-30 16.00
8-23 32.00

SECURTEY ASSESSMENT LINE FLOW REPORT FOR
OURGE OF BRANCH 36

FLOW
19.30

17.18
13.71
-13.68
-20.25
7.92
45.09
-7.59
14.35
1.57
2.23
-7.86
8.07
10.63

6.87
4.21
2.70
0.00
5.31
3.12
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OCEPS AUTOMATIC SECURITY ASSESSMENTS RESULTS

VOLTAGE REPORT FOR THE QUTAGE OF LINE 36

BUS SUB  HIGH LOW VOLTAGE BUS
1 1 1.100 0.900 1.061 2
4 3 1.100 0.900 1.934 5
7 5 1.100 0.900 1.012 10

16 7 1.100 0.900 1.011 17
25 9 1.100 0.900 1.023 26
36 11 1.100 0.900 1.080 37
39 13 1.100 0.900 1.070 40
41 15 1.100 0.900 1.002 45
46 17 1.100 0.900 0.997 47
48 19 1.100 0.900 0.987 49
50 21 1.100 0.900 0.984 _ 51
52 23 1.100 0.900 0.979 53
55 25 1.100 0.900 0.909 56
57 27 1.100 0.900 0.889 63
64 29 1,100 0.900 0.871 69

08/02/1985 0
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0:26:34

** RANK 1 CONTINGENCY**

Sus
2

10
12
41
16
18
20
22
24
26
28
30

HIGH LOW

1.100 0.900
1.100 0.900
1.100 0.900
1.100 0.900
1.100 0.900
1.100 0.900
1.100 0.900
1.100 0.900
1.100 0.900
1.100 0.900
1.100 0.900
1.100 0.900
1.100 0.900
1.100 0.900
1.100 0.900

VOLTAGE

1.047
1.028
1.021
1.011
0.998
1.027
1.010
1.009
0.991
0.989
0.983
0.955
0.894
1.020
0.862

TABLE (7.14) SECURITY ASSESSMENT VOLTAGE REPORT FOR THE

OUTAGE OF BRANCH 36
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7.3.7 Integration of Security Assessment Package to OCEPS

OCEPS' contingency analysis solution approach is divided into two
major processes. Contingency screening (AUTOUT program), and full AC

contingency processing (SECASS program).

As an aid to the network control engineer, it is possible to assess
the effect of any scheduled or unexpected branch outages by means of a fast
approximate load flow method. Contingency screening is the first stage of
the analysis. This module predfcts the number and severity of any
overloads or abnormal voltages which may result from the switching
operation or breaker status change under consideration. It ranks the
harmful contingencies by assigning priority orders. Those with the lower
rank order are more likely to cause violations than those with higher rank

order.

Screening is a quick way to determine which contingencies are
definitely harmless. At present, the list of first ten contingencies will

be processed by full AC solution.

The second stage, security assessment, examines those contingencies
transferred for full AC solution. The security assessment phase, hence,
proceeds to analyse the intact system and the preselected outage cases.
The security assessment program is based on fast decoupled Newton-Raphson

and for outages simulation it applies Diakoptics as discussed in previous
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chapters. This program runs automatically based on a pre-specified

execution cycle.

If the network topology changes, the security assessment program will
be paused until the new contingency list is evaluated by the screening

program,

If the network configuration changes and the intact networt split into
two, the program assigns automatically a reference bus in subnetwork
without the original reference bus. The screening process is also capable

of selecting contingency lists under such circumstances.

The new technique developed by the author for network islanding is
incorporated in the OCEPS security analysis package. If as a result of a
branch outage the network splits into two, then by the application of the
new technique the security assessment provides full AC solution for both

subnetworks in parallel.

Figures (7.7) through (7.9) 1illustrate OCEPS coordination of

subsystems and the integration of the security assessment package.
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CHAPTER 8

CONCLUSTIONS AND SUGGESTIONS FOR FURTHER RESEACH
8.1 Conclusions

In this work consideration has been given to the Real-Time Electrical
Power Network Security Assessment which is a prerequisite of any on-line
control and monitoring scheme and which iﬁ itself gives a significant saving
of operational cost by providing an indication of system security and
information about the power system response Efter equipment outages have

been introduced.

Digital computers are used widely in modern power systems in order to
carry out Supervisory Control and Data Acquisition (SCADA) and Automatic
Generation Control (AGC). The SCADA function provides a basis for the
monitoring and control. Montioring of limit values, trends and simple means
for post-disturbance analysis such as sequence of event recording/replay
action and post mortem review are a few examples of the SCADA function.

Beyond the SCADA category, a lot of functions deal with system security.

The security of a power system is generally judged in terms of the
system's ability to withstand the impact of sudden changes due to the loss

of transmission lines, transformers, generators, loads and compensators.
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Historically, the load flow is used as a simulation tool when analysing
system security. For steady state security assessment of the existing and
future system, a general purpose load flow solution method based on the Fast
Decoupled Newton Raphson was presented in Chapter 4. The program
development takes full advantage of sparsity techniques and simulates

automatic tap changers and phase shifters.

The conventional method for simulation of branch outages is based on
load flow techniques and requires the refactorisation of system admittance
matrices for individual branch outage cases. This method is inefficient for

operational purposes in Real-Time environment.

The solution to a linear or non-linear network can be obtained from the
inverse of the system admittance matrix. Theory of network changes has been
studied in Chapters 3 and 4. As demonstrated in these chapters, the new
solution to a network subjected to topological changes, can be obtained from
the original solution in an efficient and organised manner via the
application of Diakoptic techniques. This theory was further developed to
simulate simultaneous branch outages. The technique proved to be efficient
(up to 3 simultaneous outages) and most suiﬁable for the Real-Time
applications and was successfully applied to the OCEPS security assessment

package.

The conventional techniques for assessment of transmission networks

security normally assume that the network to be studied will only be
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subjected to a relatively small number of contingencies simultaneously and
furthermore that those contingencies will not split the network into
islands. Should such a situation arise, the approach is usually to restrict

analysis to the largest island so created.

The above approach has serious disadvantages in power systems for which
islanding is common occurrence. In Chapter 6 a unique approach for the
Diakoptic solution of the network flow when subjected to configuration
changes was presented. The algorithm proved to be accurate and efficient

and most suitable for the online security assessment of power systems.

The above technique was successfully implemented in the OCEPS security
assessment subsystem and based on the results obtained, a technical paper
was published in the IEE second international conference on power system

monitoring and control at Durham 1985.

The common procedure for the security check is to evaluate meaningful
contingency cases. If the potential outage results in limit violations,
then the system is said to be vulnerable. This system state should be

reliably detected for possible corrective rescheduling actions.

In an on-line environment, the computational burden that the above
task imposes, does not allow the simulation of all conceivable
contingencies. Therefore, security analysis must be restricted to

presumable critical cases dafined in a contingency list.
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In order to reduce the number of contingencies that need to be
evaluated when assessing the power system's security in a Real-time
environment, an Automatic Contigency Selection (ACS) algorithm based on the

fast DC power flow was presented in Chpater 5.

The ACS as implemented in the OCEPS suite, provides the voltage and
overload contingency lists when network is subjected to configuration
changes (multi-islands). In OCEPS implementation, the ACS 1is executed
automatically according to a pre-selected time step. This package is also
event driven and as a result of a configuration change it is automatically

triggered to execute.

As discussed in Chapter 7, once the ACS results are available, those
above a certain threshold are passed for a detailed network flow analysis
which is also executed automatically. The contingency list provided by the
ACS can be edited via an interactive program developed and integrated into

OCEPS.

The program allows selection of mixed equipment outages and via system
messages to the security assessment package, provides AC solutions for

further investigation.

The general concept of the organisation and the integration of the

network security assessment software package to the OCEPS suite has been
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described in Chapter 7. A useful degree of flexibility has been achieved by
adopting a modular structure of the package in which the programs

communicate with others via task common blocks.

With the development of electrical power 1industry and the
interconnection of isolated power systems, very large power systems are
formed. The expansion of the system brings not only the great economical
and technical rationality into the system, but also the complexity into the
analysis and the computational simulations of the system. The complexity is
a great challenge to the static and dynamical analysis and computationally
impossible in terms of Real-Time monitoring and control of large scale power

systems.

One way to solve the above problem is by using network equivalent
techniques. Conventional techniques developed to perform electrical network
reduction have been studied in Chapter 5. A new approach for obtaining
" network equivalents in an off-1ine environment has been presented in Chapter

6.
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8.2 Suggestions for further research work

The following topics related to the Real-Time security analysis

discussed in this thesis require further investigation:

1 - The theory of network islanding could be further developed to
cater for cases when simultaneous outages of branches cause a

split or multiple islands.

2 - The ACS algorithm could be further developed to include

appropriate ranking of loads and generators in the system.

3 - Inclusion of bus and station outages in the security package.
4 - Simulation of circuit break outages.
5 - Detection and provision of appropriate alarms if bus split occurs

as a result of switching.

6 - Development of one line diagrams (graphics) in order to select
contingencies via the one 1line diagram and also graphical

representation of the security assessment results.
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Development of security assessment algorithms to include the
dynamic/algebraic equations of system components in order to
provide dynamic response of the system when subjected to
equipment outages. With the advance in computer technology such

algorithms could soon be implemented in Real-time environments.

Such approaches will be most valuable in systems where islanding

is common place.
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TRANSMISSION NETWORK SECURITY ANALYSIS INCORPORATING NETWORK ISLANDING

A R Shafie-Pour, M J H Sterling and M R Irving

University of Durham, UK

ABSTRACT

Conventional techniques for assessment of transmission
network security normally assume that the nstwork to be
studied will only be subject to a relatively small
number of contingencies and furthermore that those
contingencies will not split the network into Islands.
Should such a situation arise the approach Is usually to
resirict anslysis to the largest Island created. This
spproach has serlous disadvantages In power systems
which are subjected 1o frequent major outages and for
which Islanding is a common occurrence. )

This paper presents a new technique for the diakoptic
- solution of the network flow when. subjected 10
configuration changes. The technique Is shown to be
"applicable 1o - the. - automatic selection of system
contingencles and - the .subséqusent a.c. securlty

- assessment for these contingencies. In the dlakoptical -

method the solution for the Indlvidual islands Is found
using the sparse lactors of the Intact network matrices
by means of additional forward and backward sub-
stitutions and since It avoids the need to reformulate
snd tactorise the network matrices It Is most suitable
for reai-time security assessment. .

INTRODUCTION

Security assessment analysis has evoived from load-flow
techniques and provides a measure .of system performance
following the occurrence of any of a pre-specified set
of contingencles. The selection process is normally
Implemented by an automatic contingency selection

aigorithm (ACS) commonly based on d.c. loadflow (1.2).

The ACS ranks the outages In order of decreasing
severily and those above a certaln threshold. which will
not split the network Into Isiands, are passed for a
dewslled network flow analysis. The conventional method
for simulation of branch outages which cause a split
network Is based on the Introduction of a new slack
busbar and redistribution of active power among the
specified generators In each subsystem formed and
finslly refactorisation of [B) and [B°) matrices taking
into account the existence of a second referencs and the
branch outaged.

The present paper describes a8 new algorithm for the
diakoptic solution of the network flow when a split
network occurs as a result of a branch outage. The new
fechnique avoids the need to reorder snd retactorise
IB°}] and [B") mavices. )t has Dbeen tested using a
range of networks and compared with an alternative
approach In which the network islands are formulated and
solved as separate load flow problems. From the
numerical results obtalned It can be seen that the new
technique has advantages for application In real time
security assessment

SUMMARY OF BASIC ALGORITHM FOR OUTAGE STUDIES

The application of diakaoptics 10 flinear and non-linear
networks Is summarised.

Assuming that vo Is known from the solution of the

original linear equation

Yoo " o - m

where Yo ‘represents the original admittance matrix. The

new value V"o after one branch has been completed can

w
be obtained from

Voow ™ Vo - cxu"vo @

where

lMl‘ u row vector which Is null except for M|- +1 and
M u -]

l .

X = Z°M is the difference of columns | and |
of 2 o

z, » v;‘ stored In factored form

M'vo = Is the difference of elemenis | and | of
vo

c = /b + M%) a scalar factor

b = line or nominal transformer series

admittance.

The above approach |Is fast. accurate and avoids
refactorising Yo.

Load flow is well known as a non-linear prodlem. The
fast decoupled Newton-Raphson (FONR) loadliow has proved
fast, sufficiently accurate and reliadle (3l R ois
already well dacumented and therefore no detalied
description will be presented. The basic model |is
described by:

(a6} = (817 1aPV1 (%))
av) = (8" 1a0v) @
The numerical technique based on diakaptics deveioped
for line outages can be applied to FONR atier each

heration process ‘in order 1o oODtain new angles and
voltages: .

Siepl:  1ag =181 (aPV
Slep 22 X' =187 '™
Sep 3 /C = 10" + M
. et
Stop 4: (Asnew' = (Aaol c'X Maao 5
where b’ = vx"‘

For voitages, similar steps to those asbove can Dde
Implemented and the new voitages sre:

lAVn“') - Avt‘) - C'X'M' Av° ({ )]

where

X« (87 M



G s (e o Mxa”)
. 2 2
b° = xikl(n I« + X "‘)

PRE-PROCESSING FOR SYSTEM SEPARATION

Consider Fig (1a) which represents itwo Islands Inter
connected by the tie-line beiween buses | and |. The
Thevenin equivalent circult for the above Is° shown in
_Fig (1b).

In Fig (D). Z. and Zb are the oqulvaleni Impedances of the two

The Impedance matrix for this circult Is given
by: . .

zl zl ' z.

o a Zloz” zlozIi (4]

*;
Y4 Z. z" zb"li
It now the ue-tine between buses |
removed. from equation (2) we have:

and | is to De

Step 1: X=2Z M

0

= -1/y"
-"yll
1€ =0/b + M%)

Step 2:
= (- lly'l . Ilyll)
Therelore
7 C= 0
Hence a split neiwork results when 1/C = 0. Without
further calculation and Dy inspection of °'X' obtained
from steép 1. the buses in each isiand are dotocloo:‘

¢ island 1-(with the original slack
-1 ”il

when guskoptics is applied to FONR, following the sieps
above 1/C. becomes very small but no! identically zero
ang further. vector ‘X' would not hold absolute zeros.
-A sensitivity faclor should therefore be specified which
is a function of the computer on which the study is
implemented.

Lol )

ISLANDING

By removing the branch beiween .buses | and | In Fig (1),

the original network divides
original aomittance and
foliowing form

The
the

iInto wo islands.
impedance matrices are in

Y Z
° ; i °
T~ —r
th] s i
SR 0 o
[ ek i ZI 22
Ci:| D i
; L GH o[, 0
] .---:i'-.-.-..' - 2%z,
' Ve

42

sub-matrix (z1°1 is the Impedance matrix o©of tne

connected part and lz‘°) should be moditied (0 obtain

the impedance of the second island. In this work, Yo is

assumed symmetrical and since the row elements in sub-

matrix {B} have equal co-factors. the row elements n
: [22°1 are equal.

It I‘. '2' - 'm represent the Injections at the buses
of the intact network, the original .solution is gQiven
by:

vo - zo'o

or:

¥ 2524392402 g - BT

1,¢2, 1,42

O i
Yo "Iy ly*250lptinglg*

....012’ 'Ozzkluo "2 mm

)
Y = *2altglyt

where column ), k ..
the second island.

A2 TS
2t < Eimim

m are referred to as the. buses in

When the  tie-line Is removed. the solution 110 the
connected part can be obtained from:
new__ o
v.' ‘ 1" z‘lk'k ..... 'lm‘m
new_
e/ 2 2k Zamim
nov °
v = z'l‘l zkl ...... zl m'm (8)

A column in tzz°1 can be chosen, corresponding 10 the

new referance busbar and hence equation (8) can be
presenied as:

new o_

) =, 72y, (I’OI.-#.... +Im)
new 0

v2 -vz (I'ﬂk# Olm)_
new__o

v, -vl z" (I‘OI.‘O.... 0Im)

In matrix form the above can be represented as:

t ]
l'(V) C‘ (Zol Cz l° 9

w") glves the salution to the connected part.

where: lvol s (lol(lol
"Lll‘i!llllﬂ
'LLl BITEAN




B,‘ is zero evarywhers but °1° for the new reference

busbar. MHence c,'zo Is a column vecior corresponding 1o
the new reference busbar. c; Is zero for isiand 1 and

‘Y’ for sianc 2. It is set when calculating (X] as In

the previous section. C,‘,‘ l° is a scalar factor. [}

n e subsystem without the original reference bus.
there is no provision for the introduction of a new
slack bus. then the reterence Is taken as the busbar of

the new subsysiem connected 10 the outaged branch.

The aovaniage of applying equation (9) to obtain the new
solution for the connecied network is that it avoids
retactorising v . -

To' obtain the solution 10 the subsystem without the
original reference in paralisl with the solution of the
connected part. the fallowing equation can be applied:

new. _at t m. 1
v )= (Vol C‘ (Zol c,‘, I° . c‘z c2 'o (41}
where

Metayz, 2,

3= llym ,ro Is 1he shunt admittance

connected to the

original
reference bus

. . !
Z3 = “Vnn"‘z Io)

Q
‘a - zvlrl

'0 refers 10 the originatl reterence bus and 1‘ refers to

the new retaerence bus. The lﬁovo can be applied
directly to automatic contingency selection aigorithms
which are based on dc loadflow.

APPLICATION TO AC LOAD FLOW

When a split network arises as a consequence of a branch
- outage. conventionally a new reference busbar Is chosen
in the island’ which is not connected to the original
system. This busbar can be introduced as an input by
the operator or automatically chosen. as the busbar which
had the Dbiggest active generation prior 10 the outage.
M must be among the Qenerators specified for
redistribution of active’ power. The draw back of such
spproaches is the need to introduce the existence 0f the
second reference and the outaged bdranch In (Bl and
B It is consequently proposed that the new
reference is chosen automatically, but as explained In
the previous section. Iits existence is not reflected In -
B’} and [B). Hence. there Is no need to refactorise.

The new technique was applied to FONR according 10 the
flow diagram shown in Fig (2). Since PV buses ars not
included in [B"). no moolfication s required 10 be
periormed after voltages are abialnad In each lteration.

The new technique has been applied 10 many linear and
non-linear neiworks and shown 10 be accurate and
reliable. In Flg (3 ) the te-line between bus 2 and
bus 6 Is removed. the Intact network divides Into two
Islands. The new technique has been applied 10 oblain
the network solutions for both lIslands In parailel and
compared with those obiained using 1wo separate
loaotiows. The results are given in Table (). It
should be noted that the times shown for the
sonventionai approach exclude the required timg for dats
input. The loadiiow results are compared in Table (2).

Table(3)and table(4) il1lustrate the test data network.

‘3 B. Scon. 0. Alsac.

NO. OF T GOMPACTING, SOLUTION . TOTAL '
ITERATIONS; ORDERING ; TIME nme
FACTORISING  T) nec) | T2 weo
Yime oo |
- - 4 .
ISLAND 1 . .
with original . 0.518 0.309 v 0.702 :
slace
ISLAND 2 . 0.9 0428 1129 )
DIAKOPTIC [] - o.r12 [X1Y} '
TECHNIQUE :
TABLE 1V = Resunis based on PEANIN-ELMER 3230
TV and T2 arw 8% ahown in Pig.B)
QGENERATION
: uw : MYAR l
BUS NUMBER [FDNA DIAROPTIC | FONR i 5
TECHNIQUE TECHNIQUE | TECHNOIUE TECHNIQUE |
1 Bleck | 40 40.90 ;e 2088 ]
2 40.00 40.00 ~-13.00 STXY
0 00.00 00.00 .13 7902
» 00.00 00.00 27.08 496 -
®  Now Black|{218.00 2e.ee s.4r e .
n 00.00 00.00 2042 20.02

TABLE {9 - Comparison of resulty

CONCLUSION

When a split network arises as & consequence of a single
branch outage. the above technique based on the

-diakoptical solution of network flows has been shown 10

be efliclent. accurate. fast and mosat suitable for the

-real . 1imé security assessment of electrical power

networks. it avolds the need to refactorise (B°') and
[B°) and furthermore. modifications to angles are only
required after each Iteration. if automatic tap changers
are Included In the system. the tap positions on the
Island with no reference should be set to the Iniual
ap positions, before any modifications are performed.
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. i . . E’Ul DATA ]
) . o . -mmus::vi Ve }
_ r . ’Z o PT, [ucronst e. 8 1

INPUT DATA FOR OUTAGES
COMPUTE CORRECTIONS FOR

(a) -~ Network Interconnection R [wismarcn AT
. —
. |"ND a Pr l
FOR PV AN
i i
- T SOLVE MODIFY I
18°) » (B')NlaPM1 USING EQUATION 1101
1z, Yij g FOR v AND Po Buses | | o
9=0+a0
: . . SOLVE
: . |v = 181a0m
. FOR PQ BUSES
(b) - Equivatent Circuit : - . v eveav ]
T
CHECK FOR CONVERGEN
[convenazp ]
A,
[outrut RESWLTS ]
ire (1) - Network Interconnection Figure () - Flow diagram for the Implementation of
Islanding In FONR.
LINE OESIGNATION R py SUSC pe |
1 2 () 0 0000
1 3 0.0482 00204
2 . 00570 00184
3 . 0.0132 00042
2 s 0.0581 00187
N ? 00480 00102
s ’ 0.0287 © 0000
s ] 0.0120 0 0000
' s 2.0000 0 0000
s 10 0.0000 0 0000
» n 0.0000 0 0000
. 0 0.0000 0 0000
. 2 0.0000 00000
12 ”» 0.0000 0 0000
2 1 0.1231 0 0000
2 10 0.0682 0 0000
2 ”*» 0.0943 0 0000
" 15 0.2210 0 0000
A1) . 8.1070 0 0000
b1 ” 0.0839 0 0000
1" 0 0.0340 0 0000
10 7" 0.032¢ 0 0000
0 n 0.0348 0 0000
0 2 o.0127 0 0000
” 22 0.0118 0000
18 2 9 1000 0 o000
22 24 0.1150 90000
24 23 0.1008 0 0000
2 2 0.2944 6 0000
2 2 01083 9 0000
28 2 0 0000 0 0000
2 2 0.2198 0 0000
2 30 0.3202 0 0000
» 30 0.2398 2 0000
] 20 0.0830 002%¢
[} 0 00180 [ X [1]
10 0 0.0000 0 0000
24 2¢ 0.0000 0 0000

re (3) - Test Network TABLE (3 - Impedance and line charging data.



LS
BuUS NUMBER | VOLIAGE (pu

GENERATION LOAD
MW MVAR MW MVAR
1 10000 00 00 00 00 0000 | OOOC
H 10450 40 00 00 00 20 | wre
3 0 0000 00 00 00 00 2'e0 120
L] 0 000¢ 0000 ° 0000 160 160
] 100 00 00 00.00 .94.20 | 1900
s 0 0000 00 00 00 00 00.00 | 0000
7 0.0000 00.00 ©0.00 22.860 | 10.50
L] 1.0100 00.00 00.00 30.00 | 30.00
[ ] 0 0000 ©00.00 00 00 0000 | 00.00
10 ¢ 0000 00.00 00 00 $.00 200
n 1.0020 00.00 00.00 00.00 | 00.00
12 @ 0000 80.00 00 00 M"n.20 1.50
)1} 1070 00 00 00 00 00.00 | 0000
L1 0 0000 00.00 00.00 420 160
A1 0 0000 00.00 00.00 0.20 2%
"% 0.0000 00.00 00 00 3.50 .80
17 9 0000 00.00 00.00 9.00 5.80
1 0.0000 00.00 00.00 3.20 0.90
" 00000 00.00 00 00 9.50 340
20 0000 00 00 00 00 2.20 .70
20 00000 00.00 00.00 17.%0 | n.2e
2 0 0000 00.00 00 00 00.00 | o000
2 0.0000 00.00 00.00 3.20 1.60
2 9 0000 00.00 00 00 [ (] [ XL
25 0.0000 00.00 00 00 00.00 | 00.00
2 0 0000 00.00 00.00 2.50 2.30
27 0 0000 00.00 00.00 0000 | 0000
»n 0 0000 00.00 00.00 00.00 | 0000
» 0.0000 00.00 00.00 240 0.90
0 0.0000 00.00 00.00 10.60 1.90

TABLE (4): Operating condltions.
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APPENDIX 2
NUMERICAL EXAMPLES

The Appendix is devoted to a few numerical examples and deals with:

A2.1 application of the recursive method to linear networks
A2.2 split network
A2.3 node merge

A2.4 application of the direct method to linear networks.

A2.1 Application of the recursive method to linear network

Consider the network shown below, where the injected real currents are

shown at each node and the real part of the admittance is also given:

TP o007 7 e7 2077070 70 %5 077 P79 ved Pre ?r7 0

Figure (a) - Simple real linear network

For the above network the original impedance matrix Zo can be shown as:



Z, =g |2 | 4 | 2 (1)

and the original voltages as v_..

0
5 2 1 1 3/2
- =1 -
Vo=Z 1 =g (2 | 4 2 2| = 4/2 (2)
1 2 5 3 5/2

Now suppose that network of Figure (a) is subjected to three simultaneous
branch outages as follows:

1) remove the branch between node 1 and the reference (node zero)

2) then add a branch between node 1 and node 3

3) then remove the branch between node 3 and the reference (node zero)
Hence the connection matrix and the modified branch impedance for each of

the above faults would be:

(i) for the first fault ¢y 1

(ii) for the second fault ¢, 1




(iii) for the third fault Cy =

see Figure (b).
We want to find the new voltages after each fault.
1., Fault number 1 - the procedure is as follows:
a) Find ZO < i.e. different of column 1 and zero of Zo -
To simulate column zero of Zo we add a row and a column to

Z0 with all elements set to zero, i.e.

column 1 column zero
T
5/8 |2/8 |1/81 0 |
dome o !
2/8 |[4/8 |2/8' 0 |
Z = ';'"-"'
O |1/8 |2/8 | 5/8 1 0 :
o to jo Yo i
AU P N S
X, =7.¢, =1 |s] |o 5
1 o'l 8
2 ) 0 1 2
1] o] 8 1
] ] (. E—-n
'ol 10} t0 4

|
|
l'

b) Find C," X}, i.e. different of elements 1 and zero of X, -

5/8




element zero O
¢t x, =5/8-0-=5/8
.. 1 1

c) Findd, = (f; + clt xl)'1
(-1 + 5/8)'1 = -8/3

d
d) Find clt Vo’ i.e. difference of element 1 and zero of Vo -

To simulate element zero of Vo add a row to Vo set to zero:

3/2
4/2
V =
° |s/2
element zero! 0 |
t = =
() Cl V0-3/2"0 3/2

. t
e) Find by =d; ¢ Vo

b, = (-8/3)(3/2) = -4
f) Hence
V=V - %1 by
3/2] |5/8 4
4721 |2/8 3
= - (-4) =
5/21 ,1/8
} '
— g e -
0:!0i |0}
s ——— | Ny

2. Fault number 2

a) W= Zo C2 = difference of column 1 and 3 of Z°



b)

c)

d)

e)

. _ t
Find a = dl C1 W
where Clt W
ty o
L] Cl w"4/8
(-8/3)(4/8) =

Find W =W - X1 a

a

. ) t oy -1

5/8 1/8 4/8

2/8 2/8 0

1/8 5/8 -4/8
N T
i 0! 0 0
— ’ ]

is the difference of elements 1 and zero of W

-4/3
5/8 4/3
2/8 1/3

(-4/3) =
1/8 -1/3
e oo = e
| o | 0,

02t X2 = difference of element 1 and 3 of X2

t
L Cz XZ
d

2
; - t
Find b = d2 Cz V1

4/3 + 1/3 = 5/3
(1+5/3)°1 = 3/8

Czr V1 = difference of element 1 and 3 of V1

4-3=1

t
C2 V1

(3/8)(1) = 3/8




f)

b)

d)

Find V2 = V1 - X2 b

4 4/3
3 1/3
L] V2 = - (3/8)
3 -1/3
|......| frmacess ¢
' { 1 []
10 19
Fault number 3
1/8
2/8
W= ZoC3 =
5/8
) 0 §
Find a = d, C,% W
1”1
c,“ W =1/8

oo a = (-8/3)(1/8) = -1/3

Find W = W - Xla

. ) t
Find a = d2 C2 W
cztw =1/3 - 2/3 = -1/3

a = (3/8)(-1/3) = -1/8

28/8

23/8

25/8




e) Find X3 =W - X,a

1/3 4/3 1/2
1/3 1/3 3/8
Wy = - (-1/8) =
2/3 -1/3 | ' 5/8 |
|-“-! '--...-..I '- T |
) 0 ] ! 0 ! ] 0 !
2 —
) ~ £, -1
t _
C3" X3 = 5/8
o dg = (-1+5/8) = -8/3
g) Find b = d; c3t A
t _
C3° V, = 25/8
.. b= (-8/3(25/8) = -25/3
Find V3 = Vy - X3 b
28/8 1/2 23/3
23/8 3/8 18/3
vy = - (-25/3) = |——
25/8 5/8 25/3
""" i T jrome
1 0! t 0 ! L0
1 2 3
kg
4 [, 3T 3
3 A 3 L

T VT TNV T IT o 785 73T P ¥ -IaT

Figure (bl) After first fault



8/8 3/8 24/8

16/8
\ /
28/8 ———(23/8 —125/8

5/8 2/8

>

Y 25/8
23/8

TP TN T T T T s T s FF T T IY Y ——

Figure (b2) After second fault

2/3

3/3 9/3

23/3 >—118/3]—¢
5/7 7/3

18/3

L g

Figure (553"Afer the 3rd fault

Figure (b) Network Changes



A2.2 Split Network

It was explained previously that if 1/d

0,

it indicates a split

network. To show this is true consider the following network:

L

2

figure (c)

If now the branch between nodes 1 and 2 be removed (which causes split)

we investigate what happens to d.

For the above network:

1 1 1
1 2 3
But:
1/d = £ + C* x
1/d = f +Ct Z, C
1/d = £+ X)) + Xpp = Xy = X1
/d=-1+1_2-1-1=0




A2.3 Node Merge

Consider Figure (a) for which Z0 and V° are as in (1) and (2). If a
short circuit occurs betweens nodes 2 and 3, then the network reduces to

that of Figure (d).

_l,Ll_ 1 :

PV T 7o PFTF I T I oo

Figure (d) Node Merge

For the above network it can be shown that:

m 3 1
X" =1/5
1 2
8/5 1
and V" = where 1 =
11/5 5

V™ can be obtained from the application of the recursive method to

the original network, i.e. Figure (a), by setting f=0 as follows:




c=1/

-1/2
5/8

VO -dc

8/5

8

T

Vo X =

3/2

4/2

5/2

(f +c'x)"t = (0 +5/8)°! =g/5

- (8/5)(-1/2) g | 2

11/9 as obtained previously. As can be seen, voltages

11/5| at nodes 2 and 3 are given as equal amounts;



A2.4 Application of the direct method to linear networks

The following formula holds in general:

A+xun)t=atxwleyalx)tyal (A1)
This formulate can be considered as a method for building in the
inverse of (A + X U Y) from the inverse of A.

In applications to networks equatioh (A1) is applied in the following

form:
NwzZ=2 -2 C(f+ctz ¢c)tctz (A2)
0 0 0 ]
where
Zo = impedance matrix of the orignal network
f = diagonal m by m matrix of impedances of the

m branches added to the network {of -ve sign
if the branch removed).

c = connection matrix (mxn) of elements +1 or -1 or zero.

A numerical example is solved to illustrate the application of the
equation (A2) to linear networks. It can also be applied to non-linear
problems.

If the current injections at each node is known, then the new voltages
would be obtained from the original voltages:

t

~ -1 .t
newV = Vo -7, ¢ (f +C Z, c) - C Vo

Hence, the procedure is as follows:

1) X =x,¢
2) L =c¢ctx
3) d =(f+L)!
4) M =cty,



5) b d.M

6) Vv

m Vo - x.b
When the outaged branch is a shunt element, there is no need to add rows and
columns to X and Zo and Vo having elements of zero as shown below. This is

done only for computer programming purposes.

1 : N o0
\ 1T7—7"1
' 1
©. . i
y R PR, t
] ]
Nk ' ' 0o |
\ . : : -'L_—-—'
! i
U N T T S
Number of outages
1 i 1
X = Vo =
|
]
]
-
! H ' ; | ] ;-—--o
LQJ_E______J_JE-i . 0}

Nk is the number of nodes.
Equation (c) is basically that used for simultaneous branch outages dealt
with already, but with minor changes. C is the matrix of outage
representations, f is a diagonal matrix.

As an example consider Figure (c) and suppose it is subjected to 2
simultaneous branch additions, between nodes 2 and 3, each branch of

admittance = 1. The original Z  was shown in section B2 as:



1 1 1
X, = |1 2 2 (4)
1 2 7/3

Thus Zm can be obtained from:

X, =2, -2 ¢ (f+ctz c)tctz (5)
(as in Appendix A)
where:
0 0
C= |+ | +1
-] -1

and f is diagonal (mxm) matrix of impedance of the m branches added to the
network:

Hence:



1)

2)

3)

4)

5)

6)

7)

t =
¢ Zo C=11 1

1 1
(f+ctz, 0t - 2/3 -1/3
-1/3 2/3
t = -
C Zo = 0 0 1
0 0 -1
t -1 .t =
(f +C Zo C) - ¢C Zo = 0 -1/3
0 -1/3
t -1 .t -
Zo C(f+C Zo c) "~ ¢C Zo = 0 0 0
0 0 0
0 0 2/3
From equation 5:
. Zm = 1 1 0 0 0
1 2 - 0 0 0
1 2 0 0 2/3




1 2 7/3

which is as that shown in (4) earlier,



APPENDIX 3
TEST NETWORK DATA
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NP

-t

n

v

MAG

(P.U)

1.0616
13454
1.3262
1.0184
0.7909
1.01354
0. 9754
1.0081
1.0170
D.5E76
1.0310
0.9828
0.732¢6
J.9729
0.9719
0.9796
0.9812
0.9654
0.9637
D.97258
0.9777
0.72779
0.9668
0. 9661
0.7724
J.7599

0.9828
1 ANa

ANG
(RAD.)

0.0000
-0.0172
-0.0361
-0.0426
-0.1009
-0.0478
-0.0762
-0.0413
~0.0433
-0.0822

0.0282
-0.0%49
=0.0949
-0.1042
-0.1031
-0.0934
-0.03385
-0.1052
-0.1038
-0.0992
-0.0395
-0.0896
-0.1035
-0.0994
-0.1011
-0.1061

-0.0988
- 0DN"11

el
(MW)

63.381
67.45
.00
c.00
0.00
0.00
6.00
38.03
C.00
0.00
37.389
0.00
0.00
C.00
0.00
.00
G.00
0.00
0.00
.00
0.00
G.GO
C.00
U.00
¢.00
0.09
C.00
0.00

GeEd
(HMVAR)

26.53
27.05
0.00
0.00
0.00
0.00
0.00
2.74
0.00
0.00
34.62
0.90
0.00
0.00
0.00
3.00
0.00
0.00
0.70
0.00
0.00
0.00
0.90
0.00
0.00
0.00
0.00
N -0
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g 2L 21 Jad0 ) Jadl
c 31 3 =5.345 b NS 0.0239 0.C30
55 30 51 32272 ~3lE77
29 51 50 272 0.077 0.009 0.C00
39 41 52 1124 1.893
30 52 21 -1.151 -1.282 0.0C5 0.010
31 31 33 62578 2348
31 33 51 -6.513 -2.157 0.053 0.0%0
32 32 53 -1-2350 0.73%
32 53 5¢ 1.053 ~0.754 J.002 0.005
33 53 55 -J.419 =1.695
33 35 53 Da%25 1.615 0.005 0.010
Sh 55 50 2a333 1.649
35 55 60 =-2.310 =3.359
35 60 53 2e 341 3431 0.022 0.043
38 53 83 1729338 52735
35 60 63 -11.9238 -6.032 0.002 0.733
37 65 69 -44165% -1.08% D.043 0.032
33 60 73 4319 1.137
38 73 69 -4.738 -0.924 0261 0.153
39 65 73 2324 L.405
39 73 63 -2.207 ~0.373 0.017 0.032
50 2% 83 51317 -3.578
41 15 §3 70374 5. 854
41 63 15 =7.457 -7.135 0.91% =-1.271
TOTAL LOSS = 3.759 -12.766
AAKAKRAKKRRARRAN AR AR Ak ARARA A RAAAR Rk khkhk

VIO NS REPORT FOR THE BASE CASE LOAD-FLOW

LATIO
*xkkkSECURITY ASSESSMENT RESULTS#kAnnRAx
KRARKKRKKRRRRARRRARR AR AR R KRR RAARR AR KA AR AR KR AR KR AR RA KR ARKRARAR KRR kA RA RN AR RARK AR KK

VOLTAGE LIMIT VIOLATION REPORT

«xk NO VIQLATION OF VOLTAGE LIMIT ENCCUNTERED AT ANY BUS w*x
POAER FLOW LIMIT VIOLATION REZPORT

*xx NO VIOLATION OF POWER FLOW LIMIT ENCOUNTERED ALONG ANY LINE #%%x

AhRAKRAARARARARKRAR KRR SR A ARA TR hhkhkhkkknk

KAARKARKKRRRRKN AR KR AR AR AR AR AR AN ARN KRR RARRRRRRAARRANARRANRARKRARKARKNAARN X
LOAD FLOWS FOR THE OUTAGE QF LINE 36 CONNECTING 3US 63 AND 3US 61

FAST DEZCOUPLED NEWTON—-RAPHSON LOAD FLOW CONVERGED IN & ITERATIONS



-d

Vi o~ N

16
24
25

<

3¢
37
39
40
41
L5
46
47
43
49
50
51

52

53
55
50
60

AR VOLTAGE
phU5)  (RAB.)
1.0616  0.0000
1.0454 =0.0175
1.0249 =-0.0370
1.0168 -0.0437
0.9906 =0.1011
1.0130 -0.0477
0.9980 =-0.0762
1.0081 =-0.0402
1.2116 -0.0541
0.9772 =~0.0996
1.0810  0.0179
0.7740 =0.1091
0.7738 -0.1090
0.9620 =-0.1205
0.9582 =-0.1205
0.5700 =0.1090
0.9710 =0.1054
0.5556 =0.1229
0.9567 =0.1215
0.9612 =0.1169
0.9628 =0.1100
0.7616 =0.1112
0.9434 =0.1275
0.9299 -0.1322
0.3869 -0.1681
0.8731 =0.1741
0.28687 =-0.18990

REAL PCWER
) )
64.95 0.00
67445 16.68
£.00 1.81
0.00 5.63
.00 67.39
C.00 0.00
0.00 16.38
38.03 22.22
.00 .00
0.00 4.32
37.80 .00
0.00 3.04
.00 £.00
.09 4.26
.00 5.55
.00 2.35
0.00 6ek
.00 2.27
.00 651
0.00 1.59
0.00 12.32
0.00 0.00
0.00 2.17
0. 00 5.59
0.00 6.090
.00 Z.31
G.00 0.00

R
GEN
VAR)

it

(M

26.99
2339
0.00
0.00
J.J0
0.30
0.00
1.6
3.00
0.30
37.40
0.20
0.00
0.90
0.00
0.00
0.20
2.00

EACT POW

E

(

zZr'x

OA
VA

RO

)

0.00
11.23
2. 60
2.57
15.3¢
0.00
.09
2laT74
0.0C
1.6¢8
0.00
5.56
0.00
1.22
1.75
1.4C
4.19
J. 61
239
0.58
792
.30
1.12
ba52
0.0C
1. 62
0.0C
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rJ

15
106
24
25
30
36
37
39
49
41
45
46
47
48
49
50
51
52
53

VOLTAGE
(PL02)  (RAD.)
1.0616 0.0000
1.0434 -0.0172
1.0264 -0.0362
1.0137 =0.0427
0.7909 -0.1009
1.0134 -0.0473
0.9984 -0.0762
1.0081 =0.0¢612
1.0163 -0.0430
0.7863 =-0.0318
1.0310 0.028¢
0.9852 -0.0954
2.9350 -0.0953
0.7749 =0.104%
0.9735 -0.1033
3.9738 -0.0913
0.7736 =0.0877
0.9690 ~-0.1052
0.7687 -=0.1037
0.9725 -0.0990
0.9766 -0.0891
0.776% -0.0893
0.9676 -0.1035
09658 —=0.0993

BUSBAR DATA

REAL PCHWE

i)
63.80
67.45
¢.00
0.00
0.00
C.093
0.03
38.08
.00
.02
37.80
0.00
C.00
0.00
.00
.00
C.090
€.00
¢.00
€.00
G.00
C.00
C.00
C.00

&

o~

QAD
MW)
0.00
16.63
1.81
5.63
6739
$.00
16.38
22.22
0.00
4.32
0.00
8.04
0.00
4.26
5.55
2.35
644
2.27
6.51
157
12.32
0.00
2.17
S.29

REACT POWER
CIVAR) VAR
26.42 0.00
26.89 11.23
0.00 2.60
0.90 2.57
0.00 15.36
0.00 0.00
0.00 9.09
2.70 22.74
9.00 0.00
0.00 1.68
34.95 9. 00
0.00 5.56
9.00 0.00
0.20 1.22
0.00 1.75
0.00 1.40
0.00 4.19
0.00 Ja 561
0.00 2.39
0.00 0.58
0.00 7.92
0.00 0.00
0.00 1.12
D.00 4.52
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- Y * U 7 I & J L2 . L]

24 43 43 7-343 12739 0.021 0.C41

3 30 4? 72325 2.552

35 45 39 -5.941 -2.373 0.065 0.189

26 30 L5 32845 5.70%

36 06 30 -3.303 -52612 0.037 0.096

27 30 50 122599 £.933

27 50 39 -12.525 -6.824 0.074 0.160

23 30 51 6.333 3.133

25 51 30 -6.300 -2.10% 0.038 0.078

39 50 59 0.207 -1.095

29 51 50 -0.207 1.095 0.000 0.€00

30 41 52 1-231 2.226

30 52 41 -1.224 -2.212 0.007 0.014

31 51 53 6-467 1.837

31 53 51 ~6.412 -1.802 0.955 0.085

32 52 53 -0 948 1.089

32 53 52 9.951 -1.083 0.003 0.006

33 5% 55 -0-422 -1.630 .

33 55 53 0.423 1.640 0.205 0.010

34 55 55 2.333 1.649

34 56 55 -2.311 ~1.616 0.022 0.033

35 55 60 -2.322 -3.415S

35 50 53 2.5844 32456 0.023 0.043

M 63 69 112943 6.797

36 60 63 ~11.943 -0.061 0.000 0.736

37 50 635 42210 1.171

57 65 60 -4.1456 -1.08% 0.043 0.032

38 60 73 42820 1:158

33 73 59 -4.735 ~0.985 0.081 0.153

39 55 73 2.524 0493

39 73 65 -2.507 -0.374 0.017 0.C32

%0 24 63 4.518 -3.8677 -

40 53 2% -4.504 -0-629 0.014 -4.306

41 15 3 7-477 5.894

41 63 15 ~7.461 ~7-165 0.016 -1.271
TOTAL LO3S = 3.761 -12.728

ARRRKRRRRINRAKRNRNKRRRA K AR RARARRRRAARR KRR RRRARRARRAKRARARRRRRAAARARR KR AR AR KRR kA AN RA kR &k

SECURITY ASSESSMENT UNDER

THE OUTAGE OF LINE 19 CONNECTING BUS 37 AND BUS 45
ARAKRNRNKRRARKRR AR R AR AR AR RAR KR RAR KRR AR R RR KRR AR KRR AR KRN ARRAAR R R KR AR ARRANR KA AR

VOLTAGE LIMIT VIOLATION REPORT

*xx NO VIOLATION OF VOLTAGE LIMIT ENCOUNTERED AT ANY BUS *x#
POWER FLOW LIMIT VIGLATION REPQRT

*x%x NQ VICLATION OF POWER FLOW LIMIT ENCOUNTERCD ALONG ANY LINE #=«*

ARIREKARAKRAKARN KRR KRR RRNRRRARKRARRR AR KRR AR R AR R AR KRR AARNRRARARARRRRAARAAKRK
LOAD FLOWS FOR THE OUTAGE GF LINE 14 CONNECTING 3US 25 AND BUS 35




BUS8
NO

—t -h
[«

25
30
36
37
39
40
41
45
46
47
48
L9
50

<
o~

-

[

Ui N W s N -

FAST UECOUPLED NEWTCW—RAPHSCHN LOAC

AR VOLTAGE
nvdmmv nmww.u
1.00616 0.0009
1.0454 -0.0170
1.01727 -0.0367
1.0105 -0.0433
0.7890 -0.0992
1.9100 -0.0433
0.7%56 =0.0732
1.0081 -0.0389
10423 0.0307
0.7006 -0.1627
1.0810 0.100%
0.7421 -0.1426
Da?419 -0.1425
0.7276 =0.1567
0.7211 =0.1577
07185 -0.1547
0.%015 -0.163¢6
2.7041 -0.1703
0.6966 -0.1748
Ja. 8969 =-0.1726
V8941 -0.1673
0.3957 -0.1662
09104 =0.10622

BUSBAR DATA

FLOW

REAL PCWER

LCAD

(MWD

0.00
16.6%
1.81
5.63
67.39
0.00
16.33
22.22
0.00
4432
' 0.00
3.04
0.00
4.25
5455
Z.36
644
2.27
6.51
1.59
12.32
0.09
2.17

CONVERGED IN

4 ITERATICHS

REACT POHER
CHVAR) CHYAR)
30.13 9.00
36463 11.23
0.00 2.50
9.00 2.57
3.00 15.36
0.00 0.00
0.00 9.09
13.77 22.74
0.00 0.00
0.00 1.68
21.39 0.0C
0.00 5.56
0.00 0.00
3.00 1.22
0.00 1.75
0.90 1.40
0.90 4.19
0.00 0«61
0.00 2.39
0.00 0.58
0.00 7.92
0.00 0.0C
0.00 1.12
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LJdnd

FLunw

run

FAST
BUSBAR VOLTAGE
NO MAG ANG
(P.U.) (RAD.)
1 1.3616 0.0000
¢ 1.0454 -0.0172
4 1.0262 -0.0361
5 1.0184 -0.0426
7 0.9%09 -0.1007?
15 1.0134 -0.0478
16 0.79%4 =-0.0762
24 1.0031 -0.0413
25 1.0169 =0.0433
30 0.9876 -0.0822
56 1.93810 0.02383
37 0.7329 =0.0949
39 0.7827 =0.094F9
40 0.77643 -0.1047
41 0.7715 -0.102%
45 0.9796 =0.0934
46 V.7812 ~0.0385
47 0.9682 -0.1051
48 0.96385 -0.1037
49 -0.0791

D.?2727

g

YU AL

8USBAR DATA

-

b & FY

Ly

REAL POWE

(i
53.77
6745
0.00
0.00
0.00
G.00
G.00
36.08
.00
.00
37.80
.00
C.00
0.03
0.00
€.00
0.00
€.00
G.00
0.00

R
LOAD
(MW)

R N R ey N R RS

DECOUPLED NSWTCN=RAPHSON LOAD FLOW CONVERGED IN

3 ITERATIONS

REACT POWER

(MVAR) (RYAR)
26452 0.0C
27.04 11.23
J.00 2.80
0.00 2a37
0.20 15.3¢6
2.00 0.90
.00 ?.39
274 22.74
0.00 0.90C
0.00 1.68
34.54 0.00
0.00 5.56
0.90 3.90
0.00 1.2¢
J.00 1.75
0.00 1<4C
0.00 4.19
0.00 Ja 61
0.00 2.39
0.00 0.58

~ AN

- AN
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ARAXKRRARKRKRAXANRRARKARAIRARRAARAAKRANARAAAAAN AR EARNARANAARAARAAAARNRANA AR kA b

LOAD FLOWS FOR THZ OQUTAGE COF LINEZ 15 CONNECTING BUS 5 AND BUS 38

FAST OECOUPLED NEWTCN=-RAPHSON LCAD FLCW CONVERGED IN & ITERATICNS

SUSSAR DATA

BUSBAR VOLTAGE REAL POWER REACT POWER

NO MAG ANG GEU LCAD GEN LOAD
(P.U.) (RAD.) (MW) (M) (MVAR) (MVAR)
1 1.9616 0.0000 64.93 0.00 23.63 J0.0C
2 1.0454 -0.0183 67445 16.63 26.95 11.23
4 1.0305 -0.0356 C.00 1.81 .00 2460
5 1.0237 =-0.0421 .09 S.¢3 3.90 257
7 J3.7905 -0.1042 €.00 67.39 0.00 15.36
15 1.0125 =0.0532 ¢.00 G.00 0.00 0.00C
16 0.9976 =0.0807 .00 16.33 3.30 9.09
2 1.9081 =-0.0474 38.038 22.22 .14 22.74
25 1.0042 =-0.0715 G.00 0.00 0.00 0.00
30 0.%626 =~0.1247 .00 432 0.00 1.58
36 1.0810 0.0007 37.80 C.00 41.26 0.00
37 0.9024 -0.1734 0.00 8.04 2.90 5.5¢6
39 0.72022 ~0.1733 0.00 C.G0 0.30 J. 0C
40 0.85980 . -0.1780 €c.00 4.26 0.00 1.22
41 0.9053 =0.1735 0.00 5.55 0.00 1.75
43 0.9226 =0.1571 C.00 2.3% 0.00 1«40
46 0.9465 =-0.1376 €.00 Gabte 0.00 419
47 0.9150 ~0.1664 C.00 et 2.00 0.61

48 Da¥ck8 =-0.1594 C.02 6.51 J3.00 239
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ARAR KRR AKRRAR AN KRR KRR RARARARKRANKARKARAAA RN AR RAARARAA AR AR AR AR AN AXK
LOAD FLOWS FOR THZ OUTAGE GF LINE 29 CONNECTING BUS 50 AND 8US 31

FAST DCCOUPLED NEWTCN-RAPHSON LOAD FLOW CONVEIRGED IN 3 ITERATIONS

BUSBAR DATA

3US2AR VOLTAGE REAL POWER REACT. POWER
NO MAG ANG GEN LOAD GEN LOAD
(P.U.) (RAD.) ) M (MY AR) (MVAR)
1 1.0616 ©8.0000 63.79 0.00 26.53 0.30
2 1.0454 =0.0172 67445 16.63 27.04 11.23
4 1.0262 =-0.0361 .00 1.81 .00 2.60
5 1.0184 -0.0426 .00 5.63 0.20 2.57
7 0.9909 =-0.1009 €.090 67.39 0.00 15.36
15 1.0134 =-0.0473 .00 .00 2.00 0.00
16 0.7984 =0.0762 .00 16.33 .00 9.09
26 1.2081 =0.0413 38.08 22.22 2.71 22.74
25 1.0169 =0.0433 .00 0.00 .00 0.00
m 30 0.7875 =0.0821 .00 4.32 0.00 1.58
36 1.0810 0.0283 37.80 .00 34455 n.00
37 0.9828 -0.0949 .00 3.04 0.00 5.56
59 0.9826 =0.0947 0.00 0.00 2.90 0.90
40 0.9730 -0.1042 .00 4a25 0.00 1.22
41 0.5720 -0.1032 .0 5.53 0.00 1.75
45 0.97% =0.0934 0.00 2.36 0.00 1.40
46 0.9311 =-0.0885 .00 6ebk 0.00 4.17
47 0.9685 =0.1053 0.0 2.27 0.20 0.61

-t N N4L177 =N 10T 0 _nn A &1 DN AN > T9
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RARXRNKAKR AR ERER KR AANRARARAAARNRRKAARARKRKRARANRARANNARAARARARRAREIACAARARRRKAL R

LOAD FLOWS FOR THE OQUTAGE CF LINE S CONNECTING 3US 3 AND 3US 9

FAST DECOUPLED NEWTON-RAPHSON LOAD FLOW CONVZRGED IN 3> ITERATICNS

S8USBAR DATA

mw»: 3>mor4»mmm | mmz»mnr vomeopc nmmm>n4 vozmmu>u
(P.U.) (RAD.) (Muw) (M) (MVAR) (MVAR)

1 1.0616 0.0009 69.13 0.00 30.29 0.00

2 1.0454 -0.0133 67.45 16.63 779 11.23

4 1.0192 =0.0567 C.00 1.81 0.00 2. 60

5 1.0078 -0.00677 .00 5.63 0.00 2.57

7 0.56938 =-0.2349 C.00 67.37 J3.00 15.36

15 1.0021 -0.0343 0.00 0.00 0.00 0.00
16 0.7507 -0.1507 0.00 16.33 0.30 9.09
24 1.0081 =-0.080% 38.08 2222 34.12 22474
¢5 1.90101 -0.0781 .00 3.00 02.920 0.00
30 0.9796 -0.1166 0.00 4.32 0.23 1.68
36 1.0810 -0.0060 - 37.80 C.09 33.16 0.0C
37 9.9751 -=0.1251 C.00 £.0% 0.00 558
39 D.9749 -0.1251 €.00 0.00 0.30 0.00C
40 D0.9651 -0.1351 C.00 L.26 J.00 1.22
61 0.9639 =0.1345 C.CJ 5455 0.00 1.75
5 0.9717 -0.125¢4 €.00 2353 0.30 1.40

&6 D.7732 -0.1223 ¢.00 G4t
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ARRARKAKARKRARAKRRRARKIA AR KRR AR ARNRXRAKRKRARARKRN AR AR A AR ARNARRRAANR ARk kbR hh kk

LOAD FLOWS FOR THE OUTAGE CF LINE 33 CONNECTING BUS 53 AND BUS 55

FAST DECOUPLED NEWTCN-RAPHSCON LOAD FLOW CONVERGED IN 3 ITERATIONS

8US3AR DATA

3USBAR VOLTAGE RZAL POWER REACT POWER

NO MAG ANG GEN L0AD GEN LOAD
(PeU.) (RADL) (Mu) (MW) (MVAR) (MVAR)

1 1.0616 0.0000 53.81 8.00 25.50 .00
2 1.0454 -0.0172 67.45 16.68 2711 11.23
4 1.0281 -0.0361 .00 1.31 0.00 2. 60
5 1.0182 =-0.0426 G.02 5.63 0.00 2.57
7 0.790% -0.100°9 ¢.00 67.39 0.0C 15.36
15 1.9134 -0.04738 C.00 G.02 0.00 0.900
16 0.7984 =-0.0762 .00 15.33 0.00 9.09
24 1.00351 -0.0412 38.03 2222 2.20 22.74
¢5 1.0161 -0.0437 C.00 0.00 J.00 0.00
30 0.7358 -0.0825 0.00 4a32 0.00 -1.68
36 1.03810 0.0280 37.30 0.00 35.09 0.90
37 0.9812 -0.0955 C.00 .04 0.0Q 5456
39 0.9310 =-0.0954% 0.00 0.00 0.00 0.00
5 0.7710 =-0.1047 0.00 4.256 .00 1.22
41 0.9697 -0.1035 C.00 5.55 0.00 o 1.75

45 049779 -0.0949 0.00 2.3% 0.30 Ta4C
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*#tx 10 VIOLATION OF POWEZR FLIW LIMIT mznoczwmnmm ALUNG ANY LINZ *%%

(21

KAARRARA KRR ARA KR ARRARKRKRAANARARACRRA AR AR AR R A AR AR AR ARR AR AR KA Ak kAR AN
LOAD FLOWS FOR THE OUTAGE OF LINE 25 CONNECTING BUS 33 AND B8US 49

FAST DECVUUPLED NEWTON-RAPHSCN LCAD FLOW CONVERGED IN 3 ITERATIONS

BUSBAR DATA

mcmWhn zbmcrqbwmm mmznm>r voxmmo>c amMmbnq vo:mmo>o
(PaUs) (RAD.) (MWD (M) (MVAR) (MVAR)

1 1.0616 0.0000 64.20 .00 26497 0.00
2 1.0454 -0.0173 867.45 16.63 27.37 11.23
4 1.0253 =-0.0364 0.00 1.81 0.30 200
5 1.0173 -0.0433 ‘.00 5.63 0.00 2.57
7 0.99085 =-0.1008 .00 67.37 0.20 15.56
15 1.0152 -0.0475 U.CO .03 0.00 0.0
16 0.9932 -0.0759 J.00 16.33 0.00 9.0¢
24 1.0081 -0.0410 36.08 22.22 3.28 22.74
25 1.2182 -0.0393 0.09 0.00 0.00 0.00
50 0.7903 -0.0760 G.00 4.32 2.00 1.68
30 1.0310 0.0322 37.80 0.00 33.95 0.0G
37 .0.9754 -0.1037 0.00 8.04 0.00 5.5¢
39 Q2.9752 -0.1036 .00 €.00 J.00 0.00
40 0.9628 -0.1163 C.00 4.26 0.00 1.22

41 0.7579 -0.1173 0.00 5«55 0.00 . 1.75

. - . ~— s PSS - - - - - . . a a ™~
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0.90
0.00C
0.00
0.900
05.00
.30
.20

(MW)

D.197

LINE LOSS

Jabi

2.39

0.58

7.92

0.00

1.12

4.52

0.00

1.62

0.00

0.0C

D.58

1.36

(MYAR)
~4.931
-3.033
-3.137
~0.619
0.536
~2.940
-0.546
-1.521
~0.567
-0.768
0.045

0.242



- 47 Je?2063 -041358 C.00 2.27 0.0V 0.51
45 0.9667 =0.1044 €.00 6.51 0.00 2.39
49 0.970C =-0.0998 0.03 1.59 0.90 5.58
50 0.97353 =-0.0900 C.00 12.22 0.00 7.92
51 0.9753 =0.0901 0.00 .00 0.00 9.0C
52 0.9633 =0.1037 C.00 2.17 0.20 1.12
53 0.9610 -0.0992 .00 5.89 0.00 4.52
55 0.9542 -0.0998 .00 C.GO 0.90 0. 0C
56 0.9718 =0.1047 .00 2.31 0.00 1.62
60 0.9906 -0.0967 0.00 0.00 0.00 0.0C
63 1.0092 =0.0511 0.09 G.Gd 0.00 0.00
65 0.9764 =-0.1121 c.00 1.64 0.00 0.68
73 0.9684 =0.1232 0.00 7.25 0.20 1.36
LINE FLOW
LINE SENDG BUS REC BUS REAL POWER REACT POWER LINE LOSS _
NO NO NO (MW) {MVAR) {(MK) {MVAR)
1 1 2 33.992 14.197
1 2 1 -33.653 -19.132 0.309 -4.935
2 1 4 24.81D 12.405
F 4 1 ~24.477 ~15.435 0.334 -3.030
3 2 .5 182952 8.318
3 5 2 -18.709 -11.495% 0.243 -3.173
A 4 5 22-570 12-836
4 5 4 -22.58% -13.515 0.287 -0.629
5 2 7 48.213 162824
5 7 2 -47.052 -14.230 1.162 D544
& 2 15 22.285 9.£70
6 15 2 -21.948 -12.604 0.339 -2.934
7 5 15 152047 7-140
7 15 5 -15.015 -7.955 0.033 -0.815
3 7 1% -20-333 0.917
5 15 7 20.533 —2.642 0.196 -1.525
9 15 16 37.283 6.072
9 1% 15 -35.919 -6.Gh4 9.374 -0.572
10 15 24 -11-393 15.633
10 24 15 11-439 -16.443 0.046 -0.760
11 15 25 -2.043 -1.273
11 25 15 2.043 1.235 0.000 0.012
1z 15 30 62297 $.151
12 30 135 -4.297 41773 0.000 0.358
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POWER FLOW LIMIT VICLATION REPORT

vxx NG VIOLATION OF POWER FLOW LIMIT ENCOUNTERZD ALONG ANY LINE =*x&%

ARARRAKRAKKIIKR AR RRKRR KR AR KRR KRR KRR KARKRARAR AR AR AARANRRAAARRARRAR IR KRR AR RA LK
LOAD FLOWS FOR THE OUTAGE OF LINE 32 CONNECTING BUS 52 AND BUS 54

FAST DECOUPLED NEWTCN-RAPHSON LCAD FLOW CONVERGED IN 3

[ 2]
m

TERATIONS

BUSBAR DATA

BUSBAR VOLTAGE REAL PONER REACT POWER

NO MAG ANG GEN LOAD GEN LJAD
(P.U.) (RAD) (MW) (MW) (MVAR) (MVAR)

1 1.0616 0.00C0 63.77 .03 26453 0.0¢C
2 1.0454 -0.0172 67.45 16.63 27 .03 11.23
4 1.0282 -0.0362 ¢.00 “1.81 0.90 2.60
5 10184 -0.0427 c.Co Je63 .00 2e37
7 0.7909 =0.1009 c.00 57.39 J.00 15.36
15 1.9134 -0.0477 g.00 c.00 0.00 0.30
18 047984 =-0.0761 €.00 16.33 0.20 9.09
24 1.0081 -0.0411 38.03 22.22 2eTh 22.74
P 1.0169 =-0.0430 .00 .00 0.00 0.00
30 0Q.7375 -0.0817 0.00 4.32 0.0Q 1.63
36 1.9810 0.0286 37.80 0.00 34465 0.00
37 0.9833 =-0.0962 C.00 8.04 0.20 5«56
39 0.9331 -0.0962 0.00 .00 9.00 0.0C

40 0.7736 =-0.1060  0.00 4.25 0.30 1.22

R R RN




[ e N Y N AV I VA VIR V. S SO S Y
[ 2 = T Y B < Y ~ U AN V. N N I S <R W B I N IS

~N G

-

. =k
OOV OONNCOAAVS S ULHATINI= = O

S b e ) o cd
f"\J-‘-‘

Ja 7088
D.7659
9.9730
J.7775
D 7776
0.567%9
J.9656
2.27718
Je 7593
0.7823
1.0053
Je7630
09599

SEN

=C

DU SN~V IS =M= O

e Jed fyedadadad wd o

3uS REC
N

~0.106¢
-0.1045
=0.079¢6
-0.0084
-0.038%
-0.1087
-0.06v60
-0.0990
-0.1040
-0.0975
-0.0503
-0.1132
-0.1244

POMIVMAS IO NG IWNNLIR NS~ NtuUies feaanyg O

Mt NP )edad =) od =D

REAL

C.00
.00
G.09
C.C0
C.CD
C.C9
.00
.00
C.00
€.00
0.00
c.00
C.CO

LINE FLOW

by

~
=
x

b A LHANO NI LTLI SN NN O ) =2 G OO B ND

| = A UIRI N = e PO RIS SR NS = AR WL
I O I~ = O\ NCT QD 5 S~ =AU NOE N NI U Ce 8 G0

FE0OWNNIO0 S NINEA =2 N OO S0 L N OWHWVION
MIGIOG O F NG O SN OON QO LNO SO NN B

5

mn
~

=0

POWZER

o]

=
m
x

»

I
-ed b pd b rd =D — et e

|
NSRS ONONAPNIOMNN O AN L GNNGS <A

| mded §

® P 4 B B & & 8 8 8 2 8P 2P B NS BB Do
NOINOLIN OO OUVTIIM GRS GUIRN P W= QY
G 9= WO A OANAHAPIRA OO AL OO OO~ O WO

NASNOGR OO =A== =2 B OMA SO IVIONIG

0.90
J-00
J.20
J.120
.00
0.30
0.30
J.J0
0.30
0.00
0.00
J3.00
0.200

(

. %1

da 3§

Ja58

7.92

0.00

1.12

4.52

Ja 20

1.62

2.0C

0.00

J.63

1.3¢
MW) LINE r0mm<bmu
0.309% ~4.936
0.333 -3.033
D.242 ~3.181
0.087 -0.630
1.161 0.542
0.339 -2.926
0.933 -0.215
D0.196 -1.524
Ja374 -0.571
0.045 -0.7%1
0.0300 C.017
A ann n_t1c0



Ly -

SV ALT¥AI3S

-
-
-

Sile VIVV

-]

B Y G A T Y T L L L L Ry

FEFEAEYPFRANVEN PN P M UL NN PN Y Y

¥

-t

-1
T

r-
>
L
Y

2cLttt-

PN CR LY N I] Y] PRTUPTITT RF ] RTIETOF TRE IR Y DAY W YT WP O T S IRt SSETLS-FA T T (T AD T o360 o R TR 1 SORLY | S| VI ] o DA BN ] 8 2 T T e P R D bl T
A (I MINILIC N SICH P AN 8 S L (=2 T US O D N G Cr UG LS Pl ged e 0S5 MINSOT CaN =~ NG Y

(oS T o Y48 XTSRS Te X NS XS N6 X v A W) [FHEIW I TVILEN W N AWV L [V VI TV DSV I BT OP A ol AP P AP O o O Ak S PYF X DT SN ST W T WO |
VAL ES L TGN (SRR EOWAT . U WL L PO = ) e 3 O)ad (S LSO O D NG L U O O™ e O AT O LT SN = (S = o3 =~ gL

2 CATIO AN N D OOV AGRUILAWIALIVIG I A ViVTIWUALUIGWNC AN A S £ S B B B 3 P AP B 3 8 g AT
AR L AL DU LA IO VI LD G e amd 1 (b () = (T U AL SO NG NS = 1 O () = Aty = T~ s =i

1 1 1

1 1 1 [} | = [ I | 1 [ T | 1 ! 11 11 11 1 Vroeo
S BN T E S e A P PIR G CHOOIUNIPUNS COIIC G IS GO U N N = ed ed P L S T OGS - G S T
3 & 0 5 2 0 8 3 5 % 3 4 N S 5 H RO a3 s 4B B SO PD S & 2 s N s o a & 5 8 2 3 3 0 0 ¥ 82
LS TIPE AR A VW LV TVRE Y W TR > T W LU DY T Do TS L VY SR Bt oW o [af 1 AP n T THOT SSEV R ALV Lo P T NT 1 S TR 1w Y VL T YUY AT o5 SO s 1 DY W RS AT vY
L1 S ORIGIN IR = NV (U T U SN U OV D NS CI LA N = SN O LI - B PP S P O QO B LIRS (O L et b ¢
10 G OL i~ SO N O G L WL N L LTS L L GOSN N UL S D) G e "W D W C G TU NI - U L2 5 G i

i
1 [ ] i ] ] | ] 1 [} [} 11 § ] I [ 1 1 [} 1 1 i § a3,
VTS Ot cd NG Lt it o B D (T COPS N = e (TS A NN ALA P 0T o eod (IO ed e d DT I b bl ot wede IO 5100 650
s & 8 & n ® 3 & 8 % 4 » P B 6 & & a2 B Dy P s 32 86 0 B b s d a v ¢ 6 % 0 & s s 6 a2 @ e 9 b B3 B S oa R M ¥
F 3 P O3 Sl d CEANUICR O )~ U D ad el AL AN AL SO LA Q CO M S b emd BN AR C- =~ A edad
WL SIWTNL L G S TG e SUILSNMU LI G = s D=2 L U O AT D =21 0 N 2t LU T B A IS LI L s
AP E S UGN = = P SIS O (S O I 0 = 1UPIS G LA UGG 8 O O O N =2 A O G LA OG0 Hi T =

L ]

O D Q0 O O W 00 O v oY O o v g oo Ccoauaygau o
[ ] » ] ] 2 » ] Ll ] [ ] L] ] ] L] ’ [ [ ] ] [ ] [ ] a » ] [ » L] «
O D I 0 O QO g W [ SRR O R & R & B & & v A T WY B & A & & N« S

~d ek wd Y S D) R P D C WV )0 NN WG O QG D QN LA = B < B
[~ A TG T LI = B L S O S LS ot B G B E W B R A AL T2 I VO R N VR & S & " L I &

§ i

- 0O O 00O O 3 0 QMO O D 0O a0 oo 0 OO0 C -

» . ) [y ». [ L ] [} » . . [] 1} a . ) [ [ ] ] . ] 1 ] » » » []

L% T P I wo B TR oo BV B = S oo BN an BN @ O QG O = T M O 000G G QG = 6 G o
NGO LV e Py = )N = O N WO SO0 = o OV OO
SN R RPN O WO OSSN s O =



*anx D VaidLead LJle U VUL CAIID D Zhouil v vy Al BJdoe T R%

PUNSER FLIW LIMIT VICLATION REPIRT

axe D VIDLATION OF POWER FLOW LIMIT CHNCOUNTZRID ALONHG ANY LINZ Aas




