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o e a as om

An sbstract of thesis submitted for a Ph.D. degree by AL, Lucas.

I - A system for the acquisition and processing of seismic data

for refraction studies of the Earth's crust.

The use of arrays of seismometers for seismic refraction measurements
of crustal structure using explosions is reviewed, and the general factors
to be considered in the design of equipment for the acquisition and
processing of such data are discussed. The design and construction of a
particular system using digital magnetic tape recording are described in
detail. The three main modes of operation are the recording of ten channels
of seismic information in the field, the replay in the laboratory of these
ten channels to a multi-channel galvanometer oscillograph, and the transfer
of the digital information to punched paper tape for input te a general
purpose digital computer. The programmes that have been developed for
handling this data on an Elliott 803 computer are described.

The system was used during a crustal experiment using depth charges

in September, 1965. The performance during this test is evaluated.
IT - Stress systems in an inhomogeneous crust.

The plane strain stress in an elastic half-space in which there are
discrete variations in density over rectangular areas of the cross section
is calculated by the double integration of..the result for a point force
acting within an homogeneous elastic half-space. The resulting stress
system is shown to be a valid solution of the equations of elasticity, and
anal&tical results are derived for several special cases, The application
of the theory of elasticity to crustal processes is reviewed, and numerical
results are used to discuss the stress systems associated with isostatic

compensation and with a crust of varying density.
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Summary

I - A system for the acquisition and processing of seismic data

for refrection studies of the Barth's crust.

The use of arrays of seismemeters for seismic refraction measurements
of crustal structure using explosions is reviewed, and the general
factors to be considexred in the design of equipment for the acquisitien
and processing of such data are discussed. The design and construction
of a particular system using digital magnetic tape recording are described
in detail. The threce main modes of operation are the recerding of ten
channels of seismic information in the field, the replay in the laboratoery
of these ten channels to a multi-channel galvanometer oscillograph, and
the transfer of the digital information to punched paper tape for imput
to a general purpose digital computer. The programmes that have been
developed for handling this data on an Elliott 803 computer are described.
The system was used during a crustal experiment using depth charges

in September, 1965. The performance during this test is evaluated.

IT - OStress systems in an inhomogenecus crust.

The plane strain stress in an elastic half-space in which there are
discrete variations in density over rectangular areas of the cross section
is calculated by the double integration of the result for a point force
acting within an homogeneous elastic half-space, The resulting stress
system is shown te be a valid solution of the equations of elasticity,
and analytical results are derived for several special cases. The applica-

tion of the theory of elasticity to crustal processes is reviewed, and



numerical results are used to discuss the stress systems associated

with isostatic compensation and with a crust of vénying density.
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Preface

This thesis describes work performed during the five years
commencing October, 1961, During the first two years the
theoretical problem described in the second part of this thesis
was solved and a desigﬁ study and equipment survey were carried
out on a system for investigating granite batholiths and other
local variations in crustal structure by seismic refraction methods,
Consequently, when a contract was signed between the University of
Durham and the Buropean office of Aerospace Research, U.S.A.F.,
for the construction and use of such equipment, it was possible to
place orders for components immediately., This system, which was
first tested in the field in September, 1965, is described in the

first part of this thesis.
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CHAPTER 1

THE _SPECIFICATION OF A SYSTEM FOR THE ACQUISITION AND PROCESSING

OF SEISMIC DATA FOR REFRACTION STUDIES OF THE EARTH'S CRUST

(1) Introduction

Séismic methods for determining the variations of the elastic
properties within the Earth give the most direct and least ambiguous
techniques for studying the crust and upper mantle. In particular,
gravity surveying is unable to resolve the structure in the lower crust
of granite batholiths (Bott, Day and Masson-Smith, 1958). In 1961 the
author bggan to consider how the techniques of seismology could be
applied to the solution of this problem. The outcome of this study was
the design of a multi-channel recording and data processing system for
use in crustal refraction experiments with explosive sources. In July,
1963, the University of Durham was awarded a contract under the
VELA-UNIFORM programme of the Advanced Research Projects Agency to con-
struct this system and "to investigate the relatively local but funda~
mental variations in continental crustal structure down to and ineclud-
ing the Mohorovitic discontinuity with particular reference in the first
instanceé to granite batholiths, and the effects of such variations on
seismic propagation paths", The first half of this thesis describes
the design, construction and use of this system. The second half presents
the results of a theoretical elastostatic problem that was solved in the
period before the award of the VELA-UNIFORM contract.

Refraction experiments using controlled explesions have emerged as
the most effective technique for studying thevstructure of the crust. The

method was discussed in detail by Steinhart and Meyer (1961). The




advantages of this method over earthquake studies are the elimination of
the three unknown spacial co-ordinates and the unknown time of the source,
and the simpler nature of the source function., Experiments using quarry
blasts are clearly not so versatile with respect to the shot point
location as, for example shots fired at sea, and suffer from the facts that
quarry blasts are intended to generate a minimum of seismic energy and that
the source function is of'ten complicated by the effects ef ripple firing
(willis, 1963; Frantti, 1963).

Two refraction travel time curves for arrivals in opposite directions
along the éame line may be interpreted in terms of homogeneous layers
bounded by planes. Such interpretations should be accompanied by amplitude
studies and considerations of the possible cccurrence of reflections
(Steinhart and Meyer, 1961). Surveys.conducted over an area are generally
interpreted by assuming the travel time associated with a particular marker
hozi;an to be influenced by "delay times" which are characteristic of the
shot peint and the recerding location. The most important expression of
this concept is the time term theory (Bcheidegger and Willmore, 1957;

Willmore and Bancroft, 1960). The travel time, t;3, is given by

where ay and b j ere "time terms" characteristic of the shot point and
recording lecation respectively, Aij is the range, and v is the velocity
of the refracting layer. An experiment with n shot points and m recording
stations involves (n + m) unknowns gpart from v, and yields (n + m) normal
equations which do not have a unique solution unless one time term is knewn

or two time terms are known to be equall, The second paper (1960) discusses

the signmificance of this theory in planning refraction experiments. Smith,
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Steinhart énd Mdrich (1966) have extended the theory to the case where
v = vg o+ v@.ACS .

This dependence of the velocity on the range is associated with a vertical
velocity gradient in the refracting medium. Another method of interpreting
seismic refraction sections is the "plus-mimus" method (Hagedoorn, 1959).
This technique is a development of the work of Thornburgh (1.930) in which
wave fronts are constructed by using the fact that all points on the minimum
trajectory between two locations are points where the sum of the travel
times from the two locations is constant. The 'reciprocal' method of
Hawkins (1961) is similar. These methods of interpreting refraction data
are reviewed by Willmore, Herrin and Meyer (1963).

The present work is concerned mainly with the application of seis-
mometer arreys to the study of refracted arrivals and with techniques of
data processing and instrumentation. In recent years methods have advanced
through the increased usage of magnetic tape recording, of seismometer arrays
which improve the effective signal-to-noise ratio and allow measurements of
apparent phase velocities, and of digital data processing techniques which
are more versatile and potentially faster than analogue methods. The report-
ing of the present work is complicated by the fact that while it has been
proceeding, the technologies involved have undergone gréaf advances. For
example, motivated by the political need to distinguish between earthquakes
and clandestine underground nuclear explosions, array systems have progressed
from the temporary, experimental installation on Salisbury Plain (Whiteway,
1961) to the array currently under construction in Montana which has over
five hundred buried seismometers in 21 clusters and an aperture of 200

kilometres (Frosh and Green, 1966). Similarly, changes have occurred in the



electronic modules available in the United Kingdom for the construction
of data processing systems. For example, the provisional data sheets

for the 2 megacycle-per-second digitel logic modules, which are described
in Chapter 2, appeared in 1963, and the full design data was published in
1964, Now, in 1966, integrated circuits would be used instead of these
modules, and the equipment would be much smaller and dissipate less
power,

In this first chapter the use of multi-channel systems in seismology
is summgrized with emphasis on their use in explosion studies of crustal
structure, and the basic specification of a data processing system for
such studies is drawn up. In subsequent chapters the implementation of
this system is described in detail using block diagrams. Because of the
large amount of hardware involved in the system, no attempt is made to

present the complete circuit diagrams here.

v(ii) Multi-channel systems in seismology

The directional properties of groups of geophones have been used in
exploration seismology for many years, and ingeneous analogue devices have
been devised for picking out events which correlate across the spread
(Reiber, 193%6; Tullos and Cummings, 1961; Jackson, 1965; Anstey and
Lerwill, 1966). The use of groups of geophones also increases the effective
signal-to-noise ratio. The signal-to-noise improvement for apparently
random noise is reduced by any coherence (Denham, 1963), and for coherent
noise may be increased by a correctly designed spread of geophones (Hales
and Edwards, 1955; Smith, 1956) and by weighting the signals from a line
array and summing (Holzman, 1963). A comparison between additive and
multiplicative compounding was made by Dyk (1956). With the advances in
data processing methods, magnetic delay line and digital filtering

4



techniques have been used (Jones et al, 1955; OSmith, 1958; Robinson and
Treitel, 1964). These methods can duplicate the operation of conventional
filters, and, because both past and future values of the traces may be
used, new functions may be introduced. In particular, filters without
phase distortion may be designed. The types of filtering that have been
developed for use with these two techniques may be broadly divided into
three categories. Firstly, the velocity filtering and cross—correlation
process is only a particular form of filtering (Jones and Morrison, 1954);
Melton and Bailey, 1957). Combination by multiplication is, of course,
not a linear process. Secondly, if the effects of the propagation paths
may be represented by a linear filter, then the records may be clarified
by the application of an inverse linear filter (Backus, 1959; Lindsey,
1960; Goupillaud, 1961; Rice, 1962; Watson, 1965). Thirdly, a number
of filters have been designed by applying the Wiener optimum linear filter
theory to multitrace seismic data processing (Wiener, 1949). According

to this theory each trace is individually filtered in such a way as 1o
minimize the root-mean-square of the difference between the summed output
and the required signal which, together with the noise, makes up the input.
Optimum systems for ghost suppression have been discussed by Schneider,
Larner, Burg and Backus (1964), for the attenuation of multiple reflections
by Schneider, Prince and Giles (1965), and for velocity filtering by Fail
and Grau (1963) and Embree, Burg and Backus (1963). The design of such
optimum filters is a function of the statistical properties of the signal
and of the coherent and incoherent noise, and the resulting filters are
difficult and costly to construct. Foster, Sengbush and Watson (196h)
considered the design of sub-optimum filters to perform the functions of

ghost suppression and velocity filtering using more practical filters.
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They simplified the optimum theory by letting the amplitude of one of the
two types of noise tend to infinity, and then applying an inverse filter
to reduce the distortion of the signal due to the effect of this
approximation.

The problem of detecting underground nuclear explosions has promoted
a rapid development in the use of arrays of seismometers to study tele-
seismic signals. Many of the principles of groups of geophones used in
prospecting methods are eépally applicable to this problem, although the
values of the parameters of the signals and therefore of the arrays are
very different. In the United Kingdom arrays of seismometers with dimensions
comparable to the largest apparent wavelength of the signal have been used
to study the structure of teleseismic signals and to separate and identify
seismic phases by a process of velocity filtering using correlation methods
(Vhiteway, 1961; Willmore, 1962; Thirlaway, 1963; Truscott, 1964
Carpenter, 1965; Birtill and Vhiteway;, 1965; Thirlaway, 1966). Birtill
and Vhiteway (1965) discuss in detail the ability of azimuth and velocity
filtering methods to separate sinusoidal signal components, and consider
all the facets of the technology of such array systems and the results of
their application to teleseismic events. Somers and Manchee (1966) simply
consider the response of the particular geometry of the Yellowknife array
for a lc/s sinusoidal signal.

The crustal structure in the viecinity of an array influences the
noise characteristics at the site and also the waveforms and timing of
arrivals. TFor this reason a crustal refraction experiment using depth
charges at sea was carried out to'stqiy the crust in the neighbourhocod of

the Eskdalemuir array station (Agger and Carpenter, 1964). VWhiteway (1966)



has considered the application of arrays to earthquake seismology, andr
the Eskdalemuir array has been used for near earthquake studies (Xey,
Marshall and McDowail, 1964; Agger and Key, 1965).

Initial work in the United States on the application of multi-channel
systems to the detection problem tended to concentrate on optimum Viener
systems designed to greatly reduce the effective ambient noise level and
thus relatively enhance the teleseismic signal. Studies have considered
both expefimental and theoretical noise distributions and both horizontal
and vertical distributions of seismometers (Burg, 1964; Backus, Burg,
Baldwin and Bnyén, 196L; Roden, 1965; Backus, 1966). The dimensions
of the horizontal clusters of seismometers are small compared to the
apparent wavelength of the signal, but are sufficient to discriminate
against coherent microseismic noise. Recently work has started in lontana
on a'large aperture seismic array' which, it is hoped, will take advantage
of all the developments in arrey technology (Frosh and Green, 1966). This
array is made up of twenty-one sub-arrays and has an aperture of 200 |
kilometres. Each sub-array consists of a cluster of twenty-five geophones
and each geophone is located in a cased borehole. An elaborate data
processing system with digital telemetry is proposed with the intention of
making it possible to apply an over all inverse filter to remove the effects
~on propagation of the érust in the vicinity of the array.

Explosion studies of crustal structure before 1961 are reviewed by

| Steinhart andéMeyer (1961). 1In 1961 it seemed that the array methods, which
were being developed through the research on the detection problem, could

be applied with advantage to these studies. This has proved to be so. The

United States Geological Survey has conducted experiments using spreads of



2% kilometres (Warrick et al, 1961; Ryall, 1964) with both conventional
explosives (Baton, 1963; Healy, 1963; Jackson, Stewart and Pakiser, 1963;
Roller and Healy, 1963) and muclear explosives (Stewart and Pakiser, 1962;
Pgkiser and Hill, 1963; Ryall and Stewart, 1963). Eaton (1963) and Roller
and Healy (1963) have reported deep reflections. The use of nuclear explosives
permits the study of the mantle by refraction work at greater ranges. Other
groups in the United States have also combined in experiments with conventional
explosives in Maine in 1961 (Meyer et al, 1962; Steinhart et al, 1962), in
North Carolina in 1962 (Shima, McCamy and Meyer, 1964), and at Lake Superior
in 1963 (Steinbhart, 1964; Smith, Steinhart and Aldrich, 1966), and with
nuclear explosions (Weisbrich, 1965). Sander and Overton (1965) report the
use of two 6.7 kilometre in-line arrays at the ends of crustal refraction
profiles shot under extremely difficult conditions during 1962 and 1963 in
the islands north of the Canadian mainland, Shima, McCamy and Meyer (196%4)
determined apparent veloeities across a fixed array by measuring the differ-
ences in phase angle of Fourier spectral densities. McCamy and Meyer (1964)
used a computer method with velocity filtering and correlation techniques to
plot the degree of correlation as g third dimension against apparent velocity
and time. They discuss the preblem of 'velocity aliasing' which occurs when
the phase difference between the signal at added seismometers is an integer
multiple of 27 (see also Birtill and Whiteway, 1965) and point out that
aliased events should be revealed by repeating the processing with different
settings of the band pass filters of the original traces. This velocity
aliasing is called 'quasi-aliasing' by Fox-Hulme (1965) and is of course
quite distinct from the high frequency aliasing associated with the folding
Pfrequency of sampled data systems.,

As previously mentiened, explesion studies were carried out in the

8



United Kingdom to 'calibrate' the Iskdalemuir array station (Agger and
Carpenter, 1964), and this yielded data on the crustal structure in the
surrounding region. In September 1965 an experiment organized by the
groups at Edinburgh and Birmingham was carried out to determine the nature
and thickness of the Barth's crust between Wales and Ireland. The depth
charges of this experiment were used for the field testing of the system
described in this thesis (see Chapter 5).

The problems of seismic array instrumentation, recording and data
processing largely depend upon the number of channels to be recorded
individually, the upper frequency limit of these channels, the duration
of the recording time, the proportion of the recorded data that has to be
processed, and the complexity of the data processing calculation. The
field problems depend very largely on the dimensions of the array. In
terms of these criteria, the worst cases are the large arrays required for
monitoring nuclear explosions (Truscott, 1964; Birtill and Whiteway, 1965;
Frosh and Green, 1966). These arrays must operate continuously. The
problems of data handling and processing in slightly less demanding applica-
tions are considered by Phinney and Smith (1963), Smith (1965) and Anderson,
Bennet, Parks and Willmore (1966). The specification of the seismic
refraction system used for crustal studies by the United States Geological
Survey is described by Warrick, Hoover, Jackson, Pakiser and Roller (1961).
Electronic data processing systems for handling small amounts of data are
described by Bogert (1961), Haubrich and Iyer (1962), De Bremaecker, Donoho
and Michel (1962), Miller (1963), and Hinde and Gaunt (1966).

The various design possibilities occur in various combinations depénding

on the requirements of a particular application. Some of the basic points



will be briefly discussed below:-

(a) The signal-to-noise improvement may be mainteined but the number
of individually recorded channels reduced by summing the outputs
from geophones before recording.

(b) The amount of cable may be reduced by using amplitude-mudulated
or freguency modulated signals on a common line. The Montana
array uses digital telemetry. Alternatively, radio transmission
may be used. This problem is related to that of the power
supplies at the dispersed head amplifiers. Power may be supplied
locally by bafteries or be passed along the signal lines if the
line resistance is not too great and the seismic information is
propagated by a carrier signal. The use of solar cells or
thermal éenerators has been considered.

(¢) On-line correlators have been developed with a view to decreasing
the amount of off-line monitoring required and to producing
triggered recording systems for tape economy.

(d) Magnetic tape recording is used today in most multi-channel
seismic systems. The important point about this recording
method is that the signal Information is preserved in its
electrical form so that the original event can effectively be
recreated any number of times with, if required, an altered time
base. Direct recording is not suitable for crustal refraction
systems because of the low frequency cut-off in the record-replay
response. If the data is to be processed in a digital form, the
guestion arises as to whether to use frequency modulation record-
ing in the field and digitize in the laboratory, or to digitize

in the field and use digital recording. The digital record-replay



process does not introduce any error into the data because
the dynemic range and accuracy depend only on the digitizing
device, It is particularly important for array systems that
the digital record-replay process cannot introduce the relative
timing errors between channels which correspond to the 'skew'
of a frequency modulation record-replay system. Frequency
modulation recording has the advantage that, for a given inform-
ation rate, the tape speed is slower than that required for
digital recording by a factor of about ten. For crustal
explosion studies in which the recording time is limited, the
arguments for and against digital recording are well balanced.
The principal point in favour is the fidelity of the recording
nethod and the principal point against is the complexity of the
field equipment, It is the writer's opinion that the decisive
factor is the number of array systems involved. If one is
concerned with only one array, it is realistic to put the
digitizing equipment in the field and avoid the need for
freqpency modulation hardware; if one is concerned with a
series of array stations, it is more economical to keeb the
digitizing equipment in the laboratory and to use frequency mod-
ulation recording in the field., It is interesfing to note that
in the last few years there has been a strong trend in commercial
exploration seismology towards digital recording; here high
sampling rates and tape speeds are required, but the duration of
recordings is short.

The possibility of using different recording methods should

always be considered in specialist applications. The pulse

13



(£)

duration modulation recording process, which comes between the
frequency modulation and digital processes with respect to
efficiency of tape utilization and which permits time-division
multiplexing, is applicable to systems with a multiplicity of
signal channels having relatively low frequency content.

Thompson (1965) advocates the use of 'delta-modulation' record-
ing systems for crustal seismologye.

The initial work of the U.K.,A.E.A. group was performed using

an analogue computing system. However, for greater versatility,
accuracy and potential speed, digital systems are now generally
used (or, are being constructed). If general purpose computers
are used, the main problems are editing the field data and
transferring the continuous seismic data onto computer-compatible
magnetic tapes which usually store information in blocks with
gaps between blocks., Consequently, the hardware for writing
computer-compatible tapes has to include extensive memory
facilities, and is generally complex and expensive. For this
reason systems which need to handle smaller quantities of data
have tended to use punched paper tape (produced either on-line
or off-line), even although this method of transfer is very slow.
.The further development of large-scale seismic data processing
lies in the completion of special-purpose, hybrid analogue-
digital computers (Birtill and Whiteway, 1965; Smith, 1965;
Hutchins, 1966) and of hardware for writing magnetic tapes, which
afe.compatible with fast general-purpose computers, from field
tapes (Anderson, Bennet, Parks, and Willmore, 1966; Parks,

1966).



In the next section the instrumentation required for crustal refraction

experiments is considered.

(1ii) The specification of a system for crustal refraction studies

Consider the specification of a system designed to apply the
advantages (described in section (ii)) of array techniques and data
processing on a general purpose digital computer to crustal refraction
studies . TFigure 1 shows a schematic diagram of such an experiment using
depth charges at sea., Travel times are here determined by recording a
radio time signal at both the shot point and the array station. The
construction of shot point hardware will not be discussed in this thesis,
but the implementation of the array station will be described in Chapter 3.

In order to reject coherent signal or noise components, the in-line
dimensions of the array should be equal to at least one wavelength of these
components. The dominant frequency components of the signal for ranges
from, say, 50 kilometres to 200 kilometres will be from about 3 c.pe.s. to
about 20 c.p.S., and 3 c.p.S. geophones may be used with advantage. If one
takes the maximum apparent velocity to be 8 km/sec and the corresponding
minimum frequency to be 3 c.p.s., then the dimension of the array should
be about 2.7 kilometres. The advantages of increasing the number of
geophones in the array are to increase the rejection of random noise and to
reduce the problem of velocity aliasing. However, the data handling problems
and the cost of the instrumentation increase with the number of independ-
ently recorded channels. The system adopted here uses ten geophones, and
each geophone output is recorded individually.

The limiting factor in crustal refraction experiments at large ranges

is the background level of seismic noise at a selected quiet site (Biune and Oliver

i3



&——— — RANGE FROM MINIMUM POSSIBLE TO ABOUT 200 KM,——>

RADIO -
TIME ) B
SIGNAL RADIO TIME S_IGNfAL > v ,
GEOPHONE DIRECT WATER WAVE Vi 2 DIJENSIONAL %
-5 KM/SEC DIRECT )

- — WAVE Y GEOPHONE ARRAY

LAYER ONE
/
Pat
S
V2 pd
LAYER TWO ,
,///‘
//
S
yd
: v3
LAYER THREE V3> V25 VI
SEA LAND
N RECORD RECOAD
. LOCAL CRYSTAL CLOCK TIME TEN GEOPHONE CHANNELS
e RADIO TIME SIGNAL RADIO TIME SIGNAL
GEOPHONE OUTPUT LOCAL SYSTEM TIME
POSITION AT SPLASH® .
DEPTH AT "SPLASH’ GEOPHONE LOCATIONS

TIME FROM “SPLASH" TO "BURST’
COURSE AND SPEED OF SHIP

SCHEMATIC DIAGRAM OF A SEISMIC EXPERIMENT USING DEPTH CHARGES
TO INVESTIGATE CRUSTAL STRUCTURE.

FIGURE |



1959; Frantti, Willis and Wilson, 1962;. On a world-wide basis, a vertical
component ﬁoise level of about 1 miilimicron peak-to pezk at 1 c.p.s.

(0.63 x 10"6 cm/sec at 1 c.p.S.) is about the minimum attainable. Britain
is on a continental margin and the corresponding minimum 1s greater. The
noise at Eskdalemulr in the 1 to 3 c.p.s. band is very low for the British
Isles and varies between 3 and 20 millimicrons r.m.s. (Birtill and Whiteway,
1965). The noise velocity tends to be lower at higher frequencies.

It is necessary to ensure that the pre-amplifier noise, referred to
input, is less than the geophone output due to the microseismic noise. The
array will be used with 3 c.pes. refraction swamp geophones (B.P. design),
which have a sensitivity of sbout 1.0 volts/cm/sec at 5 cep.s. for damping
0.56 critical, and pre-amplifiers (also to a B.P. design) which have a
quoted noise level referred to input of about 0.7 microvolts (p-p) for a
bandwidth from 0.1 c.p.se. to 80 c.p.s. The pre-amplifiers have, in fact,
been used with a level response from 2 CepeSe t0 18 CopPes., and 3 db down
at 45 cepes. Assuming that the reduction in bandwidth reduces the pre-
amplifier noise to 0.5 microvolts (p-p), this is equivalent with this
geophone to a ground velocity of 0.5 x 10—6 cm/sec or to a displacement
of 0.8 millimicrons (p-p) at 1 C.peSe This combination of geophone and
pre-amplifier is clearly satisfactory for the present system.

The most important decision -about the array instrumentation is that
digital magnetic tape recording should be used. In this respect the advice
of Whiteway (priyate communication, May, 1962) is followed. The frequency
band of seismic energy at the ranges used in crustal experiments extends no
higher than 20 c¢/s, so that a channel sampling rate of 100 samples/second
and a folding ffequency of 50 ¢/s is adequate. In order that the computer

programmes used for processing the data should not be too slow, signals will
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not be interpolated between samples, but instead the sample which is
nearest in time to the required value will be used. This means that, for
a 100 samples/second rate, there is a possible time misalignment on each
channel of : 5 milliseconds in the data processing. For a 10 ce.p.s.
signal component this time error corresponds to a maximum amplitude error
of : 0.16 of the peak~to-peak amplitude, and this error is considered
acceptable. Since there are ten channels of seismic data, the system
sampling rate is a thousand samples per second.

Assume that an analogue-to-digital converter is used which gives a
ten bit pure binary output, so that the full-scale output range is from
zero to 1023, Suppose that the output value changes by 120 for a change
of 1 volt in the analogue input voltage, and consider the maximum signal
gain that should exist between the geophone and the input to the analogue-
to-digital converter (4.D.C.). If the system was designed so that at
maximum gain the pre-amplifier noise corresponds approximately in magni-
tude to the truncation (or guantization) error, then there would be no
possibility of recovering signal lost in this noise., It has been seen
that such considerations would only be realistic for very quiet sites
selected on a world-wide basis, However, it will be sugposed that the
peak-to-peak pre-amplifier noise is to correspond to a converter input
voltage of 0.1 volts or an output of 12 units. The corresponding gain
required between the geophone and the A.D.C. is therefore 200,000, Since,
in the present system, the seismic signal will be passed directly along
the cables_(i.e. no frequency or amplitude modulation), this gain corres-
ponds to the product of the pre-amplifier gain and the maximum channel
gain occurring at the array recording system.

The significance of this gain may alternatively be considered by

anticipating the existence of a galvanometer replay facility such that,
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at maximum gain, the full-scale output range of the A.D.C. corresponds to

a full-scale trace deflection of 16 cm. Consequently, one microvolt of
geophone output recorded at maximum gain can correspond to a galvanometer
deflection of about 4 mm, This figure could be increased (with sacrifice
of linearity) by simple modifications to the replay hardware. The corres-
ponding figure in the specification drawn up by Warrick, Hoover, Jackson,
Pakiser and Roller (1961) is one inch.

The second important decision concerns the method of transferring data
into the general purpose digital computer. The ideal method is to use
off-line equipment for writing computer-compatible magnetic tapes. As has
been discussed earlier, this is expensive and complicated because magnetic
tapes for general purpose computers have a block formaet. Also, unfortunately,
there is no standardization of formats between different computer manufacturers
in the United Kingdom, so that such off-line equipment has to be tied to a
particular mzke of computer. However, since the present project requires
the processing of relatively few events, it is just feasible to use punched
paper tape for computer input. One sample of the A.D.C. and timing and
control information will occupy two paper tape characters, so that one second
of recorded data generates 2,000 characters, or over 16 feet of paper tape.
However, the fastest tapemnches operate at 300 characters per second (The
Buropean Computer Users Handbook, 196k, 1Gbmputer Consultants Limited), and
such punches would be less reliable and considerably more expensive than
punches operating at 100 ch.p.s. The solution adopted is to use a well-
known synchronous punch operating at 100 ch.p.s., and to slow the replay by

a factor of 32, so that the average rate of punching is 62,5 ch.p.s. The



decision te use punched paper tape fundamentally effects all the digital
instrumentation, wﬁich is designed with the ultimate paper ta#e format / /
in mind.

The above paragraphs have described the basic concepts of a system
for the acquisition and processing of seismic data for crustal refraction
studies, and the two fundamental decisions relating to the instrumentation
have been discussed. The effects of these decisions on the hardware and
data handling facilities will now be considered in genersl terms.

A simple funcfional diagram of the entire system is given in figure 2,
The 'system time'! is defined to be the output of a local crystal clock,
and differs from 'absolute time' represented by a radio time signal.
With reference to the array recording system in the field, the first point
is that with digital recording it is particularly important to be able
to check that the recorded data is recoverable. For this reason the
recorded data is read by a read head adjacent to the write head, and the
extensive monitoring facilities utilize this replayed data. Secondly,
because each second of récdrded data can produce over 16 feet of paper
tape and because it is intended that there should be a close correspondence
between the magnetic tape and paper tape formats, the system time (in
seconds, minutes and hours (12)) is written on the magnetic tape every
second. A third point is that the form of the digital write logic in the
recording system is controlled by the needs of the flux-sensitive replay
equipment required fof the slow replay to the punch. Even although
digital processing techniques are to be used, the first step in the

laboratory data handling system must be to obtain a multi-channel
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analogue record of the geophone channels. The laboratory replay system

shown in figure 2 also displays the recorded system time, and allows
time markers to be written on the multi-channel visual record. Facilities
must also exist for determining the difference between 'system time' and
'absolute time'. The next step in the data processing sequence is to
determine from the visual record the interval of system time which is to
be transferred to punched paper tape. The paper tape punch control'
hardware includes facilities fpr automatically starting or ceasing to
punch at a specified system time, and for checking the number of characters
punched per recorded second. This last function could be lef't to be
performed by the computer itself, but in practice it is very desirable
to have an off-line check that the punched data tapes are correct in this
fundamental respect. The basic computer programmes are concerned with
reading and checking the data in the punched tape format, which is peculiar
to this system, and with carrying out basic velocity filtering calculations
with a view to ildentifying seismic phases.

When considering the implementation of a system such as that shown
in figure 2, one must remember the vital practicél principle that as much
of the hardware as possible should be common to all modes of operation.
The most important,example in the present system stems from the need to use
a commercially-available flux-sensitive magnetic tape replay head and
electronics in the paper tape punch system. The outputs of these electronics
are squared and differentiated in order to simulate the conventional replay
process, and consequently the replay logic and éubsequent hardware are
common to both types of replay.

The construction of the system summarized in figure 2 is described

in detail in the chapters that follow.,
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CHAPTER 2

METHODS OF SYSTEM DESIGN AND CONSTRUCTION

(1) General considerations

The purpose of this chapter is to introduce the concepts of digital
system design used in the present work so that the subsequent descriptions
of particular systems can be free from general comments. Digital design
will here be considered in terms of logic modules, and the circuit
diagrams required to implement these functions will not be discussed.

In an analogue system information is represented by a signal which
may have any value within thefull-scale range; in a digital system such
information is represented by a number (or sequence of numbers) which can
only take a finite number of values, and the information is therefore
subject to a truncation error. Rational numbers or information coded in
an integer form may be represented exactly in a digital system, snd the
important point is that once the information is in a digital form, it
may be manipulated without introducing further inaccuracy. Because
transistor devices are most conveniently designed with two possible states,
electronic counting is generally carried cut with a base of 2. That is,
the binary system is used, and each digit of 2 binary number is either a
0 or a 1. The binary digit is commonly referred to as a bit. A pure
binary word of IN bits may represent the integer numbers from zero to
ZN - 1. Vhilst such a code is ideal for the internal workings of a
machine, the machine operators are more familiar with numbers with a
base of ten. ZEach decimal digit can be represented by a four bit binary
word, but since there is considerable wastage in this representation,
different forms of the binary decimal code exist.

The binary digit with its possible values of O or 1 may be represented
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by any two-state system which may be real, such as a circuit with two

discrete ranges of output volitage or a relay which is either open or
shut, or abstract, such as the concepts of true and false or yes and
no. 1Two simple logical functions are the AND gate, where the output
is 1 if all the inputs are 1, and the OR gate, where the output is 1
if any of the inputs are 1. The output of the logical NOT is 1 if the
input is 0, so that this is the logical equivalent of an inverting
amplifier. In these types of logic the output is dependent only on the
input, and complex functions may be studied by using the methods of
Boolean algebra. The operation of simple systems of this type may be
represented by 'truth tables', which display the logical oputput for
all possible combinations of logical input. The design of parity bit
generators using truth tables is illustrated in figure 7.

The logical functions discussed in the above paragraph are not
concerned with the effects of the passage of time. In a synchronous sysiem
the timing of events is determined by a regular set of pulses, but in
asynchronous systems the timing is controlled by the logic units them~
selves. Consideration of time introduces the notion of transferring infor-
metion by voltage steps as well as voltage levels, and suggests the devel-
opment of a range of loglcal elements which may exist in two states and
which are capable of a memory function in that their outputs are not
instantaneously related to their inputs. Positive voltage steps are
generally used to perform A.C. input operations. Circuits which can only
exist in one state for a certain time after activation and then revert to
their stable state are variously called delay units, monostable vibrators,

univibrators, or one shot multivibrators. They may be used for delaying
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a voltage change, for forming a D.C. pulse, or for altering the duration
of a D.C. pulse. The circuit which may exist indefinitely in either
state is called the bistable or Eccles-Jordan circuit, and performs a
memory function. The third member of this family which has no input and
acts as a pulse train generator is the multivibrator or .astable circuit
in which both states are unstable, and the circuit oscillates from one
te the other. The hature of this family of circuits is such that the
logic output and its conjugate are both availablee.

The bistable circuit will occur in the present system performing
three types of function. Firstly, a single unit may be used to store
the result of some simple decision. Secondly, if the two A.C. inputs
are tied together in such a way that one positive-going input pulse
simply changes the state of the circuit, then it requires two positive
voltage steps at the input to generate one at the output, and a number
of these units in series may form a binary pulse rate divider or pulse
counter. The base of the counter or divider may be changed by using a
voltage edge generated at a late stage to alter the state of an earlier
stage. This feedback by-passes some of the ZN possible states of a
coﬁnter with N stages, and reduces the mumber of states occurring in
one complete cycle. The third itype of use is the shift register which
may be regarded as a synchronous memory device, A shift register
bistable is usually driven by two conjugate outputs, and on the agplica-
tion of a pulse to its shift input, it adopts the logic state of the driv-
ing unit. These gate inputs to the shift register bistable have a built-
in delay so that if a number of shift register bistables are connected
in series, and a pulse is applied to their common shift line, then the

information is safely moved one location along this series shift register.
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A new bit is entered & one end of the shift register and the oldest bit
is lost at the other. If the contents of a series shift register is
interpreted as a pure binary number, tnen a shift corresponds to multi-
plication.or division by two. Alternatively, if a number of shift

register bistables with a common shift line are driven from different

sources, this will be called a parallel shift register. The use of
bistable circuits (as used in the present system) is not the only
available method of performing memory functions, which are distinct

from long-term recording methods, A capacitance can store for a limited
time either a binary digit or, with some inaccuracy, an analogue signal.
Magnetic core storage is widely used for the main stores of digital
computers. Delay lines may also be used for some storage applications
(Richards, 1957).

In the present text the functions of switches and gates are such

that information is transmitted by a closed switch or an open gate and,
conversely, is blocked by an open switch or a closed gate.

There are two principal methods of converting a voltage to a
digital form. Nlechanical methods which may be used for ultra-low
frequency signals are here excluded. The direct method employs a series
of switches, each of which contributes to a sum a voltage which is
weighted according'to a binary scale, The switches are tested inorder of
decreasing significance to see whether their contribution makes the sum
voltage greater than the signal voltage, and if this is so, the switch
is released. Consequently, when all the switches have been tested, the
condition of the switches represents the largest quantized voltage that
is less than the signal voltage. The principle of a digital-to-analogue

converter is similar but the operation is reversed in that the switch
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settings are specified and it is the sum voltage that is the output
signal. The second method of digitizing is to convert the signal

voltage to a time interval by generating a linear ramp voltage, and
to measure the ramp duration by counting a standard frequency. ‘This

second method is simpler than the first, but is not capable of such

accuracy.

(ii) Practical considerations

‘The equipment described in this thesis uses transistors as
pposed to valves throughout, and the only H.T. line is an unstabilised
+ 50 volt line required for the DM 160 tubes which give a visual output
of binary registers. The digital logic is performed using commefcially
available encapsulated logic modules. The advantage of using such
modules is that 1t should be possible by studying the manufacturer's
loading data to go straight from a design on paper to working hardware
with known operating tolerances and religbility. This section is
concerned with the factors which influenced the selection of the two
types of logic used and with various practical considerations related
to the hardware.

Many problems face the manufacturers of a range of digital modules;
two will be discussed here. The first is to know how many different
types of module to make., For some types of avplication it is feasible
and convenient to standardize on. just one logical function such as the
NOR element which may be easily implemented. The Elliott MINILOG is such
an element, Other logical functions may be produced by standard
configurations of NOR units, and when these configurations are combined

into a system, a significant number of NOR elements may be redundant.
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A practical snag is that the different drive requirements of, say,
other NOR units and computer peripheral equipment tend to result in
the manufacture of more than one basic module anyway. However, NOR
logic is inefficient for systems using a significant number of counter
stages (3 NOR elements) or shift registers (4 NOR elements). It
is more economical to use packaged bistable modules. Here again, one
manufacturer (Ferranti) provides a bistable with sufficient methods of
input to allow its use as a counter or as a shift register, while
another (Mullard) provides separate modules for these two functions,
This difference also relates to the question of how many leads a
standard module package should have, The second problem concerns the
maximum speed of the module. The bone of contention here is whether,
excluding the direct financial factor, a module can be too fast for a
particular application. Ferranti dismiss the suggestion that it can
as 'misguided' (Pucknell, 1964). The writer's opinion is that,
employing standard methods of construction, it is unwise to use modules
with a maximum pulse repetition rate greater than 100 ke/s unless it is
essential, for,'referring to faster modules, it does seem rather point-
less to give detailed and liberal specifications for the modules them—
selves and then say that for correct operation of an entire system a
power supply line must be decoupled by capacitors 'wired in at strategic
intervals' (Pucknell, 1964). This introduces a subjective factor into
the design.

The solution adopted in the present work is to use both 2 mc/s mod-
ules (Ferranti 200 series) and 100 kc¢/s modules (Mullard-Phillips) which

have common nominal D.C. logic levels of zero and -6 volts. The faster
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modules satisfactorily drive the slower onese. The 2 me/s modules are
used for all circuits with a pulse repetition rate greater than 100 ke/s
and for all modules which have tc supply an A.C. drive to other 2 me/s
units. All ten stages of the A.D.C. counter and the ten associated
storage registers are fast modules, but, otherwise, 100 kc/s modules

are used Wherg possible. Both these series of logic modules include

a full range of logic gates, flip-flops and amplifiers. The Ferranti
range also includes a module (LCA 1 G) containing six capacitor-diode-
resistor digital feedback circuits. A list of the types of modules used
is given in Appendix 1,

Consider the terminology used in the digital logic circuits. The
principle output, denoted by § (Mullard) or I (Ferranti), is at O (nominal
earth voltage) in the RESET state of a bistable and at I (nominal - 6 volts)
in the SET - state. The quasi-steble state of a monostable is the set state
and the stable state is the reset state. In the 2 mc/s modules the
logical set or reset function is performed by a positive volitage at the
base of the appropriate transistor, and the direct SET and RESET inputs
are labelled accordingly. A gated A.C. input passes a signal if the gate
input is at O. The notation of the gate inputs of the 2 mc/s units is
such that, if the 1 gate is connected to the 1 O/P of some driving bistable
and the 0 gate is cormnected to the O O/P of the same driving bistable, -then
a clock pulse causes the module to take up the state of the driving bistable.
The construction of a shif't register is immediately apparent. A counter
stage 1s formed by cross-coupling the gate inputs to the outputs of the
same stage. Although the operation of the 100 kc¢/s logic is similar, the
notation is different because it is assumed that information is carried by
a '1' signal level of -6 volts. Consequently, the RESET function, for

example, is commonly carried out by a positive voltage on the SET input,
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A negative voltage on the RESET inpﬁt could of course be used. Similarly,
a clock input will cause a set function if the gate input G4 is at 1 and
the gate G at 0, but it is the O at G which actually permits the set
function to occur. A shift register may be completely blocked by putting
both gate inputs to 1. This fact is used in the design of the time

code bit generator (see Chapter 3).

The impedance levels of the 100 ke/s AND and OR diode gates are such
that an OR gate cannot drive an AND gate. If the inverted outputs are
available the requirement for this seguence of logic can be overcome by
using the fact that an 4ND gate acts as an OR gate for 'O's and an OR
gate acts as an AND gate for '0O's. In the present work this principle was
used in the design of the double shift pulse generator in the punch control
logic (see figure 16).

When logical design has been transformed into the corresponding hard-
ware by careful application of the loading data it is of'ten found that
incorrect operation occurs due to 'kick-back' or 'kick-through' effects.
For example, if the 100 kc/s FF2 shift register is driven by a bistable,
the state of this driving module is often altered by the application of a
shif't pulse to the Fr2 circuit. Such effects due to spurious pulses can
of ten be suppressed by the use of diodes. In fact, in critical applications
the 100 kc/s FFl (counter stage) and FF2 (shift register stage) are replaced
by FF3 and FFL modules respectively, which are designed to avoid these
ef'fects. Another common cause of mal-operation is the noise on the power
supply lines generated by the 19gic modules themselves. The -6 volt diode
clamping line of the 2 me/s modules is the most vulnerable line. The most
critical module in both ranges of logic is the monostable, and a R-C filter

should be used on the -6 volt supply input. Marginal timing errors can
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also cause incorrect operation. This is most likely to occur if a
waveform which drives several modules has a relatively slow rise or
fall time., A waveform originating from the § output of a 100 kc/s 031
is particularly vulnerable to this form of error. In fact, this
'de-bugging' of digital hardware may require considerable electronic
engineering 'know-how'. This was particularly true of the 2 me/ s logic,
although the writer was unfortunate in having to do this the hard way
Lefore there was adequate manufacturer's data available.

Analogue circuits and digital logic circuits have all been con-
structed on 'veroboard! circuit board (Winter, 1962). The construction
of the pre-amplifiers was contracted out and they are built on
specially designed printed circuit boards. The system is built as a
number of separate 19 inch chassis, and these are then placed into 19 inch
cabinets. The inter-chassis connections are made when possible at the
front panels; the exceptions arelunits such as the tape decks which are
manufactured with rear connectors. Questions arise about the size and
method of interconnection of circuit boards. The problem is that if one
uses small plug-in boards for complex logic functions, one tends to be
limited not by the number of modules that one may get onto the board, but
by the number of pins on the circuit board connectors, It is expensive
to standardize on plug-in boards with a large number of pins in the printed
circuit board connectors. The alternative approach is to put an entire
complex logic system on one large board carrying, say, fif'ty modules.
This is clearly advantageous if the complex function has relatively few
input and output lines, This is the method adopted for the construction
of the array recording chassis (see figure 18) which consists of three
small boards ( a 2 mc/s oscillator, the ramp comparator circuit, and a
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ten bit parity generator) and four large horizontal boards each 18" x 16.6",
The first of these boards carries all the 2 mc/s logic for the A.D.C.

and control; the second board carries the clock chain which divides

down to l‘pulse every 12 hours; the third board carries the time code bit,
parity and channel identity bit gemerators; the fourth board carries the
digital tape write logic and amplifiers. The front panel can tilt forwards
and lie flat and ﬁhe four large boards are each connected to the basic
chassis by leads to connectors at one of the four corpers of the chassis,
so that, for fault finding, it is possible to run the equipment with these
boards not in a stack but with each one rotated upwards from a corner of
the chassis. Nevertheless, it is true that, with this method of construc-
tion, the correction of faults under field conditions will be slow,
although there are sufficient outputs available at the front panel for

the nature of faults to be rapidly diagnosed. The conventional plug-in
printed circuit board approach is used in the other chassis of the field
and laboratory systems (see figure 19). This is advantageous when the
logic is simple and is frequently duplicated, so that a number of identical
boards may be constructed.

Finall& in this review of practical considerations, the power supplies
will be briefly discussed. Since the field equipment is not intended to
run for periods of more than, say, twelve hours, no attempt has been made
to reduce the power consumption of the tape decks with a view to using
accumulators to drive the system in the field. Instead the equipment is
run from an A.C. mains supply or from a mains generator fitted to a Land
Rover, and the minimization of power consumption is not a primery consider-
ation. MNullard low voltage power supply units (YL 6101 to YL 6104) are

used because these modules offer the opportunity of separating the
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rectification and stabilisation functions. This facility is used, and the
chassis containing the stabiliser units for the array recording logic
supplies is located immediately below the chassis containing this logic

(see figure 21) while the larger chassis (see figures 20 and 23) containing
the unstabilised power supply modules may be situated some distance away.

It was over-heating in this compact stabiliser chassis that necessitated the
introduction of forced ventilation. It should be noted that these stabiliser

modules are not suitable for driving directly from accumulators because they

each require a second floating supply.
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CHAPTER 3

THE ARRAY SYSTEM IN THE FIRLD

(i) Further design considerations

The general concepts of the array instrumentation have been discussed

in section (iii) of Chapter 1, and, from considerations of the entire data

acquisition and processing system, the following points were made:

(a)

(b)

(e)

(a)

(e)

The maximum analogue system gain between the geophone and

the analogue-to-digital converter should be about 200,000,
The form of the digital tape write logic is controlled by
the requirements of the flux-sensitive replay system.

The complete system time should be written on to the magnetic
tape every second.

Sirce it is essential to ensure that the recorded digital
information is recoverable, it is replayed and monitored.

The magnetic tape format should be such that the information

can be directly transferred to paper tape.

The consequences of these points will now be considered in turn.

(a)

The gain of each channel is divided between the pre-amplifier
and the recording system. A large pre-amplifier gain reduces
the problem of noise pick-up on the lines but increases the
remote power consumption and, for a given maximum undistorted
output (or, effectively, a given pre-amplifier supply voltage),
diminishes the dynamic range of the system under manusl
control, since the gain of a remote pre-amplifier is not
usually manually variable. The adopted solution is a

pre-amplifier (B.P. design) with a gain of 200 and a maximum
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(b)

undistorted output of L4 volts peak-to-peak, and a maximum
nominal channel gain at the recording system of 1000,

The flux-sensitive replay process (Noble, 1963) is such that
a digital write logic is required which gives frequent
changes of magnetic flux whatever the segquence of recorded
numerical information. This eliminates the use of the
standard non-return-to-zero methods, and suggests phase
modulation recording as one possible altermative (Hunter and
Ridler, 1957). In this method a bit is written either in
phase or out of phase with a clock square waveform, and at
least one flux change is ensured per bit (see figure 8). A
clock track, which corresponds to this clock waveform
advanced by a quarter of a bit, is recorded ('record clock')
and provides a waveform on replay for gating the significant
flux—-change at the centre of a bit.

One digital track of the magnetic tape is devoted
exclusively to recording system time, which is the output

of the internal crystal clock. Every second a 23 bit serial

word is written on to this track, and then (for a 1 ke/s

_system rate) 977 logical zeros are written before the next

second marker. This 23 bit serial word is made up as follows:-

opering identity, 101 3 bits
coarse time code 2 bits
seconds 6 bits
minutes 6 bits
hours (12) 4 bits
closure identity, 01 2 bits.



(a)

The coarse 2 bit time code is as follows:-

second marker 1 0
minute marker ¢} 1
15 minute marker 1 1

The necessity of replaying the digital information from the

magnetic tape and re-constituting before monitoring means

that the conventional replay electronics (as opposed to the

flux-sensitive electronics) are included in the field system.

Three monitoring facilities are provided in this field replay

system: -

(1)

(2)

(3)

The analogue signal from each channel may, in turn, be
re-constituted from the digital information and be
displayed on a single-channel hot-wire pen recorder.

The coarse two-bit time code is extracted from the time
code information, and a green lamp may be caused to
flash when the selected type of marker occurs.

The information which supplies the channel identity data
is made to cause a red lamp to flicker visibly. The
origin of this information is such that this flickering
also indicates that the analogue switch is cycling

correctly.

In addition to these arrangements for monitoring, two other

test facilities exist. One, which is of use in the field and

is vital for fault finding, is a function whereby the analogue-

to-digital converter 10 bit counter is alternately set and reset.
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Because there are an even number of channels and they are sampled
in sequence, this digital process simulates imputs of either zero
on channels 1, 3, 5, 7 and 9 and 1023 on the even channels,
or vice versa. This known signal can be used to test the system
from the A.D.C. counters omwards. In particular, in the field
replay system, a square wave should be seen on the pen record when
the channel selecter is rotated through the channels from one to
ten. The second check facility which is only of practical use in
data processing is the generation of a 'system parity bit' before
the magnetic recording and of a 'computer parity bit' before
paper tape punching. These parity bits are checked when the data
is read into the computer.

(e) Each sample is written as one parallel word across the multi-
track magnetic tape, and a recorded clock waveform is used to
gate the infermation on replay. The point being made here is that
all the information which is to be transferred to the punched
paper tape should be recorded in a common format and be replayed
in time synchronizatien with this gate waveform. Thus a system
in which there is a fixed time relationship between the sampling
and the system clock is to be preferred. It will be seen later
that the channel identity information becomes available at a time
near the middle of a bit interval, and consequently, because of
the above principle, is stored outside the tape write registers,
and is written during the following bit interval,

Two fundamental decisions remain with regard to the recording

instrumentation. The first is to select a method of rejecting the common
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mode pick-up on the input 1ines.‘ This is particularly important in a
transportable system such as this because the use of lightweight,
unscreened cable is essential for practical as well as economic reasons,
and because some lines should be over a kilometre in length. Differ-
ential noise, caused for example by magnetic induction in an untwisted
cable, is logically indistinguishable from signal of the same frequency,
and therefore can only be rejected if it differs in frequency from the
signal. In general one cannot fiiter or attenuate common mode noise
which is much larger than the differential signal because this can only
be done with reference to earth voltage, and any unbalance in the filter
or attenuator at any frequency will convert a proportion of the common
mode signal at this frequency to a differential component. One method
of rejecting common mode noise is to use the differential property of
transformers, In the present system where the signal is carried in its
direct low frequency form (as opposed to a.m. or f.m. transmission),
special low frequency transformers, such as those made iy Geo Space in
the United States, would be necessary. An alternative method is to use
a high quality differential D.C. amplifier, but such amplifiers are
expensive. 1In the present system the channels have to be multiplexed
into one line before the analogue-to-digital converter anyway, so the
system adopted is to multiplex the double-sided low level inputs, which
carry both signal and common mode noise, to just one wideband, differ-
ential amplifier which is followed by the A.D.C. . The advantages of
this unusual system are that it should give good common mode rejection
and that the use of an input amplifier for each channel is avoided; the
principal disadvantage is that because of the high frequency components

in the multiplexer output, one cannot apply a low pass filter to the

-
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signals after the rejection of common mode so that any line pick-up above
the folding frequency and less than, say, 10 kc/s which does pass through
to the A.D.C. will cause aliasing of the sampled data. Such a system
depends or the use of a double-sided multiplexer switch with a noise
level comparzble to the pre-amplifier noise referred to output, with a
large dynamic range in order to pass the common mode signals, and with
a good overall transfer accuracy so that unbalance on the two sides of
the switch does not generate differential signal from common mode noise.
A 1 ke/s system rate is too fast for the multiplexer to be implemented by
relays. The multiplexer may be either a solid state switch or s
mechanical rotary switch with precision flush bonded switch plates (as
manufactured by S. Davall and Sons Ltd.). The choice between these two
forms of multiplexer is regarded to be the second fundamental decision
because the solid state multiplexer and the digitization may be controlled
externally but the rotary switch has to generate the pulses that control
the timing of the A.D.C. This is true for such a mechanical device even
if it is driven by a synchronous motor governed by the system clock. The
solid state multiplexer is selected because of its greater réliability and
life, assuming adequate protection against high level transient signals,
and because it greatly simplifies the system logic since one can fix an
exact relationship between the sampling rate and system time (see paragraph
(e) above).

Some further design features relating to the field instrumentation
will now be discussed. Firstly, there is the choice of the method of
operation of the analogue-to-digital converter. The simple ramp converter,

which transforms a voltage into a time interval, seems suitable since, as



has been discussed, there will be a timing error of * 5 milliseconds in
practical data processing programmes. However, in considering the design
of the converter, it will be assumed that the converter output is an
approximation to the signal value at the equi-spaced moments in time when
the ramp voltage passes through the zero imput level. The pulse frequency
that is counted in order to measure a time interval in a digital form is
limited to 2 mc/s by herdware considerations. The number of useful stages
in the counter can clearly be optimized since if there are tvo few, the
truncation error of * % bit is relatively large, but if there are too many,
the timing error in the above approximation is also large. If this timing
error is transformed to a meximum equivalent amplitude error for a
sinusoidal signal component of freépency f /s and output amplitude * pN
units (0 < p < 1), where the converter full-scale output is ? N units,

then, for a perfectly linear comparator and a 2 mc/s counter, the total

naximum amplitude error, referred to the amplitude pN, is

P (wepN 107 pi;) %y verereens (1)

1
and the optimum value of N fer given f and p is equal to 400. p-1 £ 2,
A
The corresponding minimum amplitude error is equal to M 0.25 £2 %, (e.g.
¥ 1% at 16 ¢/s). For a ten stage counter the magnitude of the error given

by equation (1) for a range of values of f and p is shown in table I.

P
O
20 y 1
4 2.0 0.6 0.7
f
241 0.7 Teds
in ¢/s

20 2.2 102 303

TABLE I - The A,D.C, percentage error for N equal to 512.
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The results presented in table I represent the theoretical basis for
the initial assumption in Chapter 1 of a ten bit A.D.C.. Clearly a
sample-and-hold device is not necessary in the present application.

It has already been pointed out that it is desirable to have a
fixed timing relationship between the sampled data and system time.
It is also necessary to have a Tixed relationship between the triggering
of the ramp comparator and the 2 me/s pulse train which is counted, so
as to avoid a count uncertainty of ¥ % unit at the start of the count.
Consequently, the timing of the entire system is derived from one 2 mc/s
oscillator., A further advantage of this system over az system with, for
example, a separate 10 kc/s oscillator controlling the digitization and
driving the clock chain, is that the sampling rate may easily be altered
by changing the base of the counters which divide down the 2 me/s signal.

It is necessary to write channel identity information on to the
magnetic tape. It would simplify the data processing if each sample
contained a unique label giving the channel number, but this is not
essential since the sampliné sequence is cyclic,. The introduction of a
four bit channel identity code is clearly unacceptable since it would
destroy the present arrangement where one sample corresponds to one
parallel word on magnetic tape and two characters on paper tape. Instead,
one digital track is devoted to channel identity information, and a '1!
is written in the words containing a sample from channel 2, but otherwise
a '0' is written. The disadvantage of this system is that if an error
occurs on this track due to tape drop-out for exemple, then correct
channel identity cannot definitely be re-established until the next sample
of channel two,

The format of the digital information on the magnetic tape is shown

e
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schematically in figure 4. The track allocation is designed to minimize
the possible effects of tape 'skew' in that the replay gate waveform is
recorded on a central track and the two important control tracks are
recorded immediately on either side. The ten A,D.C. bits are recorded on
the next five tracks on either side of the recorded gate waveform. The
simple. allocation of these ten bits does not minimize the possible
effects of skew in that the least significant and the most significant
bits are the most vulnerable. However, it can be argued that in one case
an error has a minimal effect while in the other the effect of an error
is so large as to be relatively easily detected and corrected. The system
parity bit, which is a parity bit for the other twelve bits of the word,
is located in the extreme unsymmetrical digital track, since if a parity
error 1s to occur, the least damaging circumstance is that it should be
due to an error in the parity bit itself. The two outside tracks are not
used for digital information. In the present system one is used for the
direct recording of an audio channel (either microphone or radio) and the
other is not used.

Figure L4 also shows the pattern of data occurring during the test
function, the form of the channel identity track, and the start of a
second marker on the time code track. An important point in the data
processing programmes is that there are no set or reset inputs to the
analogue switch internal decade counter as supplied, so that the relation-
ship between the second markers and the channel identity after the system
clock has been reset is arbitrary. However, for a system sampling rate
of 1 ke/s, the chapnel corresponding to the onset of any second marker
should be constant so long as the system clock is not reset. An alternative

design would have been to tie the switch more directly to the system clock
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and combine the channel identity and time code tracks. Such a system
would suffer relative to the present one in that it would be more
difficult tc change the sampling rate from 1 kc/s without breaking the
sampling sequence each second and that of course the system logic and
data processing would be more complicated.

The fundamental requirement of the magnetic tape recording system
is that the recording speed should be as slow as possible for tape
economy, and that the size of the tape spools should be as large as
possible to minimize the danger of losing important information while
tapes are being changed. At the standard sampling rate the digital
information is written a 1 ke¢/s per track, so recording speeds of 5% 1ePeSe
and 7% i1.D.S. correspond to packing densities of 267 and 133 bits/inch
respectively. The approach adopted during the design of the present
system was that it should be possible to operate even under field
conditions at 32 i.pes., and that it would certainly be possible to do so
at 75 i.peS. At the time when the construction of the system was started,
the tape deck which appeared to be the best technical and economical buy
had 8 inch reels giving 48 minutes recording time at 7% i.p.s., so that
the reload time would be quite significant. It was at that time an econ-
omically justifiable solution to use two such decks, thus giving an
unlimited continuous recording facility, rather than one large deck with
14 inch spools. In fact it has transpired that the conventional record-
replay process will operate at a recording speed of 33 i.pes., but that
such data cannot at present be replayed to the paper tape punch because
of the apparent randem static skew of the flux-sensitive replay system.

This skew is much greater than the specified skew for the replay head

i
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itself, but experiments suggest that it is not caused by variations

in the operating conditions of the flux-sensitive replay electronics.

Anyhow, this apparent skew is independent of time, and it would be

possible to overcome this problem by modifying the replay logic gate

input waveforms. However, during the field tests of September, 1965,

a recording speed of 7% i1.D.Se Was used.

(ii) A description of the array recording instrumentation

A schematic diagram of the array recording system is shown in

figure 3.

Firstly, consider briefly the following units of this diagram

which were purchased (or borrowed) as complete units.

()

(b)

(e)

Ten B.P., swamp geophones (3 ¢/s).
The damping of these geophones, which were discussed in
section (iii) of Chapter 1, is calculated from the value of
the parallel damping resistor and the pre-amplifier input
impedance to be about 0,58 critical.
Ten channel double-sided solid state sampling switch. This
module includes the ring counter logic and series-pair
transistor switches. The drive to the pairs of these switches
is through trznsformers so that if no drive pulses are supplied,
all ten switch channels are open. The drive pulse to the
channel one switch is bought out and used for channel identity.
The most important features in the specification are:-
Full-scale input range f 205 volts
Over all transfer accuracy T 75 volts.
A wide band amplifier (Redcor 371-022).

This is a wideband, low level differential d.c. amplifier.

i
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(a)

An important point is that the overload recovery time is fast
so that a disturbance at one geophone does not block the whole
array. In practice the important features are that the noise
with a finite source resistance (100 mv p—p‘for gain 1000,
bandwidth 50 ke/s and 1000 ohm source resistance) is rather
larger than one might expect from a study of the specification
sheet, and that the process whereby common mode rejection is
achieved in the present type of application is complex since
the input line and source are included in a feedback loop.
Because the common mode rejection is reduced at high frequencies
and because it is necessary to attenuate high frequency differ-
ential pick-up, the system is run in the field with the lowest
permitable bandwidth of 3 kc/s, corresponding to a settling time
of 600 p-secs to 0,015 of full-scale.

The important points from the specification of this
amplifier are:-

gain 10, 20, 50, 100, 200, 500, 1000.

bandwidth D.C. - 100 ¢/s to D.C. = 50 kc/s.

input impedance 1000 meg.

common mode rejection 1000 x gain, D.C. to 150 c¢/s.

overload recovery time 80 p-secs.
Tape transports.
The two mains—operated tape transports used are the T.D.R. 4
model of Thermiomic Products (#lectronics) Ltd., with speeds
from 1% i.peSe t0 15 i.Dese and fitted with 16 track record

and replay heads to 5.B.A.C. spacing for 1" tape,.



(e) Radio.

Two Eddystone 960 communications receivers are used for
receiving time signals and for communication purposes. If
one radio is not required at the shot point, both are
included in the array system, although only the output of
one may be recorded.

The function and operation of the other units of the block diagram
(figure 3) will now be discussed in turn, starting with the analogue
inmput circuitry.

Pre-amplifier.

The pre-amplifier has a gain of 200 and is powered by mercury cells.

Four such batteries give a life of three weeks at a cost of six

pounds per pre-amplifier, There is a battery on-off switch on the

pre-amplifier board. The pre-amplifier is cased in a P.V.C. tube
which is permanently sealed at one end. Both input and output lines
pass through the other end which is sealed by compressing a rubber
disc between two brass plates (figure 17). Large reversible
electrolytic capacitors are used on the output low pass filter with
the intention that they could not be damaged by control signals
passed down the line to activate a calibration circuit. However, the
calibration circuits have not yet been added.

Channel attenuation.

This function enables an attenuation of from + 1 to + 16 to be

applied individually to the differential signals on the different

channels. This is necessary since different channels may require
different gains. The important point about this attenuation is its

impedance which is about 2.6 kL, A low impedance helps reduce the
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noise pick-up on the input lines, reduces the effective source
resistance of the wideband amplifier and hence improves its
performance, and improves the linearity of the attenuator. On
the other hand it also makes the line resistance of about 120L%
per line per 800 yards contribute significantly to the attenuation
of the signal. TFor this reason a double-ganged 'line resistance
compensation' potentiometer is included in the input circuit so that
all channels can be adjusted to have the same effective line length.
Optional dicde protection.
Since the input lines go through the attenuators to the solid state
:switch, an optional protection facility on the switch inputs is
provided by diode clipping at : L volts using 04200 silicon diodes
and voltage levels from mercury cells. The attenuation due to the
current limiting resistor of this protection circuit (whether in or

out) and the effective line resistance, R per line (i.e. one side), is

1200
1325 + R
Ten charnel double-sided sampliing switch.
This unit has been described already. The point tc be made here is
that the high input impedance of the differential amplifier is shunted
by a resistor of about 100 k. across the switch output. The
ﬁurpose of this is to reduce the effect of any leakage currents
through 'open' switches.
Iriggered voltage-to-pulse duration converter.
The ramp comparator circuit is basically that published by Rakovich

(1963) which is a collector-coupled monostable with a 'bootstrap!'
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integrator in the timing circuit (Nambiar and Boothroyd, 1957;
Nambiar, 1958). Compensation for the second order time tferm may
be introduced to this circuit by adding resistance-capacitance
feedback. Nambiar and Boothroyd (1957) suggest that such compensa-
tion'in a 'bootstrap' circuit with a single transistor emitter
follower can reduce the error at the end of the sweep due to non-
linearity to about 0o1Fte Such linearity is more than adequate for
the present application. The circuit is modified to trigger off a
negative-going edge from a 2 me/s module and the rectangular pulse
at one of the collectors drives a 211 G/A trigger/amplifier module
to give a "' output to open the A.D.C. imput AND gate during the

quasi-stzble state.

Before discussing the digital functions on the block diagram, the
timing control of the digital system will be considereds The standard
system rate of 1 ke/s will be assumed. The control waveforms of the
digital system and the corresponding hardware are given in fugures 5 and
& respectively. The second waveform, which is described as '1 O/P FFC =
CLOCK ', is the 1 kc¢/s square waveform used for the phase modulation tape
logic, so that the interval during which a parallel word is written on to
the magnetic tape starts at the positive-going edge of this clock waveform.
Consequently, this clock waveform is also used to shif't information into
the registers which drive the write logic. The logic of the phase
modulation record-replay process is shown in figure 8. The 'recorded
clock' waveform is used to gate the significant flux changes which occur
on replay at the centre of a bit.

At the start of a bit interval the switch moves on one channel and

the previous count in the A.D.C. is shifted into the registers which drive



the write logic. After an arbitrary delay (130 p-secs & 90%), the A.D.C,
counters are reset to zero in readiness for starting the next count. The
switch output is allowed 260 p-secs (X 5% ) to settle, and then the ramp
comparator is triggered and the count starts. The maximum count duration
is 512 p-secs, so that the count will be completed after 800 p-secs, at
the latest. Thils permits operation at system rates up to 1250 samples
per second. At the completion of the bit interval, the count number is
shifted into the registers where it is written on to the tape during the
next bit interval, and the sequence is repeated.

The test signal in the A.D.C. counter is generated by manually
closing the input AND gate of the counter and switching the circuit so that
every alternate reset pulse is suppressed and a pulse is applied on the
set line instead. The hardware for doing this is shown in figure 6. A
point to notice is that control is exercised from the front panel by switch-
ing D.C. levels.,

The drive pulse to channel one of the analogue switch, which is
brought out to provide the channel identity information, is shown in figure
Se This output has large amplitude noise transients at the start of each
clock interval, and the signal has to be filtered and squared as shown in
Tigures 5 and 6., The load presented to the switch drive pulse by this
circuit has to be minimal in order to prevent the switch opening prematurely
(i.ee before 1 millisecond) on channel one. Because of this filtering the
output of the pulse shaper does not coincide with a bit interval, so the
channel identity information has to be stored and recorded in the word
corresponding to the next sample. An examination of figure 5 shows why,

during recording, the channel identity bit corresponds in time to the switch
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on channel three, and why, on replay, it corresponds to a sample on
channel two.

The logic for the generation of the system parity bit is shown in
figure 7. In this application a static parity generator of this type is
simpler than a dynamic one in which, for example, the different stages
of the counter are reset in turn, and the number of stages which change
state is counted.

| The digitel units of the block diagram (figure 3) will now be briefly
described in turm.
2 me/s crystal oscillator.

This eircuit employs a Marconi quartz crystal 1655 E, operating

in the open air (see figure 18) and located not far from a fan at

the top of a cabinet, and a circuit provided by the manufacturer

(see 'notes on circuit and equipment lio. 30'). The performance

of this oscillator under field conditions is considered in Chapter 5.
Divide by 25.

A five stage counter using 2 mc/s modules with feedback from the

last stage to the first, second:and third stages appeared, from

the manufacturer's provisional loading data, to incur some danger

of overloading. Consequently, six modules are used to give two

divide-by-five counters in series.
Clock dividers down to 2 p.p. day.
The sequence of counters in this chain is
divide by 8 (2 mc/s modules) 3 stages

divide by 10,000 (100 kc/s modules)

divide by 2 1 stage
divide by 5 3 stages
divide by 8 3 stages



Time

divide by 125 7 stages
seconds counter
divide by 15 L stages
divide by L 2 stages
minutes counter
divide by 15 L stages
divide by &4 2 stages
hours counter (12)
divide by & 2 stages
divide by 3 2 stages
Note that since 213 equals 8192, fourteen is the minimum number of stages
for a divide by 104 ° The positive manual reset voltage is applied
(through resistors and diodes) to the SD input of the 100 kc/s modules and
the reset inputs of the 2 mc/s modules. The stages of the last sixteen
stages, which represent system time in hours, minutes and seconds, are
displayed on the front panel using Mullard DM 160 tubes which are driven
directly by the bistables through a 100 kn resistor. These tubes are 1it
up when the logic drive is '0' (i.e. reset). Tables for interpreting the
time code are given in appendix 2, .where the bits are numbered according
to their position in the 23 bit serial time code bit word.
code bit generator.
It is required to generate a 23 bit serial code in the format already
discussed. . The main problem is the construction of a triggered 24 bit ring
counter which has one stable state and, on triggering, cycles once through
the 23 other states. One possibility is to use a five stage counter (with

feedback) in which both outputs of each stage drive 12 inputs of different

R
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5-input AND gates. This heavy .loading would necessitate the use

of FF3 modules rather than FF1 counter units. The alternative is

to use a twelve stage shift register counter so that each ring
counter output is obtained by AND gating only two outputs. Such a
counter consists of a 12 stage series shift register with the output
of the final stage cross coupled to the input gates of the first
stage, so that an inversion of information occurs between stages
twelve and one, The contents of the registers and the outputs used
to drive the AND gates to generate the ring counter outputs are
showﬁ in table 2,

Since it is required to modulate the ring counter outputs with
information, the first design generally requires a six-input gate
for each bit, while the second requires a three-input AND gate,

The two it coarse code is set up on two bistables using the
positive-going edges available on the completion of a second, a
minute or a quarter hour. The outputs of the twenty-one AND gates
(corresponding to the 21 bits which may take the value '1') drive
one OR gate, and the output of this gate is amplified and its

inverse made available for driving write logic and parity generators.
This is the time code bit. There is 1little difference between the
two methods economically because the difference in the number of
bistables is offset by the difference in AND gates. The shift
register counter is adopted because of the greater logical simplicity
of the ring counter. It is necessary that the ring counter should
block at the completion of a cycle. This may be achieved either by
suppressing the shift input, which is equivalent to CLOCK, or by

breaking the cross coupling between the last and first stages of the
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shift register. Also, since the detection of the stable state is
not dependent on the states of all the registers, it is a necessary
precaution to reset the register to the correct stable state after
every cycle, This may be done either by using a direct reset or
by breaking the cross coupling between stages number 12 and 1 in
such a way that the first stage remains in the reset state as shift
input pulses continue to be applied. The system whereby the register
is controlled through the cross coupling is adopted. At the start
of the stable count interval (i.e. number 24) when the first and
last stages must be in the reset state for the ring counter output
to occur, the GR gate input of the first stage is forced to *1',
thus preventing a SET operation., The ring counter is triggered
by simply re-establishing the cross coupling.

AND gate (A.D.C. input).
During normal operation the output of this gate consists of intervals
of 2 mc/s signal, commencing whenever the ramp comparator is
triggered and ending when the ramp voltage equals the input voltage
to the A.D.C. The gate may be closed manually by a D.C. control
voltage (earth), and this is done during the generation of the test
signal.

£eDeCe ten stage counter.
Ten 2 me/s binaries form a 'divide by 1024' counter.
The ten stages have common set and common reset lines.

Ten stage parallel shif't registers.
Ten 2 me/s binaries form a parallel shift register, and, on

application of g pulse to their shift inputs, adopt the states of the



ten A.D.C. counter stages. Each of the two outputs of each register
is able to drive directly the three 100 kc/s AMD gate inputs required
for the digital write logic (1) and the generation of a parity bit (2).
Control - variable divide and test-operate.
The operation of this unit has already been discussed. The hardware
is shown in figure 6 and the corresponding waveforms in figure 5. The
operation of the 2 mc/s variable divide unit is controlled by modifying
the counter cycle using an appropriately wired 15 pin printed circuit
board connector located immediately adjacent to the counter modules
(see figure 18), The maximum number of stages is five, denoted by |
A, B, C, D and E in order of increasing significance or decreasing
frequency, and some possible values of the divisor N, the corresponding
channel sampling rates, and methods of their implementation (assuming
feedback from the final stage) are shown in table 3. The case N
equals nine where there are three feedback paths from the last stage
can be treated by two divide-by-three stages. The inputs and outputs
corresponding to the fifteen pins are given in table 4. For example,
for the standard divide-by-ten using stages A to D inclusive, the

following pins are joined together:-

1 and 2

5, 6 and 7
10 and 11
12 and 13,

AD.C. parity.
The generation of a parity bit for the ten bits of the A,D.C. output
shif't register is shown in figure 7. A practical point is that this
bit is constant during the testrfunction (alternately zero and 1023).

S5



CHANNEL
DIVISOR SAMPLING NUMBER STAGES
N RATE OF WITH
IN s8/8 STAGES FEEDPACK
8 125 3 -
9 1111 L A,B,C
10 100 L B,C
11 90-9 b 4, G,
12 833 4 C
1 TieL b B
16 625 L -
20 50 5 c, D
32 312 5 -
TABLE 3 ~ The operation of the varigble divide.




PIN NO. FUNCTION

1 Input to divider

2 Input to stage A

3 Inverse output of stage B
L Feedback in to stage A

5 Feedback in to stage B

6 Inverse output of stage D
7 Feedback in to stage C

8 Inverse output of stage E
9 Feedback in to stage D
10 Output of stage C

11 Input to stage D

12 Output of stage D

13 CUTFUT OF DIVIDER

m Output of stage E

15 Input to stage E

TABLE 4 - Counector pins of variable divide control




System parity bit.
The generation of a parity bit for all twelve recorded digital
channels from the A.D.C. parity bit, the time code bit and the
channel identity bit is also shown in figure 7.

Digital tape write logic and drive.
The logic of the phase modulation recording process and the use of
the special clock waveform recorded in order to control the replay
are shown in figure 8. ZEach track of the write heads is centre-
tapped and has an inductance of 12 MH, a resistance of 16 ohms and
a specified record current for saturation of 10 milliamps. A
standard 100 ke/s amplifier consisting of an EF2 and EF (operated
with grounded emitter) is used to amplify the OR gate output and
drive cne track of heads on either one or both tape transports. The
drive on each track is through a 560 ohm resistor tc a -6 volt line,
and protection against inductive transients is provided by 0A85
diodes. Using this circuit the two states of the tape are
'unmagnetized' and 'saturated', and the replay waveform is severely
distorted because of the non~linearity of the magnetic recording
process., This distortion increases any problems due to 'skew'.
At the present time (July, 1966) a simple modification, whereby a
reverse 5 milliamp bias current is supplied to the low impedance
head giving recording currents of +5 milliamps and -5 milliamps,
has been tested and yields a symmetric replay waveform. A current
of 5 milliamps through both sides of the centre-tapped record
winding is equivalent in terms of magnetization produced to a 10
milliamp current in one side only, as in a more ususl digital tape

write circuit. VWhen this modification is made to the record system,
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the reduction of the recording speed to 33 i1.peSe., which is
prevented by the 'skew' of the slow speed replay system, will be
aided.

Audio write.
The amplified output of a microphone or the output of the radio
receiver (600 ohm output) may be written on to the audio track of

either one or both tape decks. Direct current bias is used.

(iii) A description of the field replay system

The purpose of the replay system in the field, using read heads
adjacent to the write heads on the tape transports, is to monitor the
geophone channels and the recorded control information at the time of
recording. A block diagram of the replay system is shown in figure 9, and
the units of the block diagram will be considered in turn,

Head amplifiers,
Lach track of the replasy head drives a two-stage capacitance~coupled
amplifier through a capacitance and a2 1 kn resistance,

Positive and negative peak detectors.
The outputs of the head amplifiers undergo one more stage of amplifi-
cation and then the positive and negative peaks are detected by diode
clipping at threshold voltages controlled by potentiometer circuits

(i.e. amplitude sensing rather than peak sensing). The positive

peaks pass through one more capacitance-coupled common emitter
switching stage to give =6 volt logic outputs, and the negative peaks
pass through a degenerate common emitter stage and a common emitter
switch stage to again give logic outputs, This last combination of

two common emitter stages was found preferable to one non-inverting
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common base stage which overlosded the diode clipping circuit.

Replay logic.
The logic outputs from the peak detector boards drive the replay
logic boards (see figure 8). The recorded clock replay channel
has no gate input signal, and so the corresponding FFL is
alternately set and reset and the recorded clock waveform is
regenerated. The ten replay channels corresponding to the ten
AD.C. bits have common gate inputs ('gated recorded clock') which
are distinct from the gate inputs of the other channels. This is
because the channel selector for the single channel digital-to-
anélogue converter modifies the gate input waveform so that nine
out of ten A.D.C. samples are suppressed. The modified gate
waveform only permits the peaks corresponding to samples of the
selected channel to pass thrcugh the replay logic AND gates. An
unmodified gate waveform is needed for the time code and channel
identity replay channels., The cross coupling of figure 8 between
the two channels on each logic board is not used here, but is used
for replay to the paper tape punch.

Channel selector.
A ten state counter, which is driven by the replayed recorded clock
waveform and which is constructed from five shift register stages,
is reset to the state corresponding to a count of two by the
channel identity replay logic, so that the state of this register
during the 'OPEN' interval of the gate waveform corresponds to the
channel number of the A.D.C. sample passing into the replay logic

registers during the same 'OPEN' interval. A logic output coincident



with the information of any one channel may be obtained by passing
two appropriate outputs from the counter to an AID gate, and, if the
recorded clock gate waveform is passed to a third input of this gate,
then the output of this AND gate is the 'gated recorded clock' which
is reguired in order to select digital output corresponding only to
the chosen channel. A two-pole, eleven-way rotary switch is used to
select any one of the ten analogue channels or to leave the gate
waveform unmodified.

Audio amplifier.
A 15 watt amplifier (Henry's Radio) is used to drive the loudspeaker
located within the radio. The loudspezker may be switched either
to the audio replay or to the radio cutput, but the radio must be
turned off at the time of switching.

Visual indication of channel identity replay.
The state of the channel identity replay logic should be a '1' for
one millisecond in every ten. This output waveform is used to
trigger a monostable which drives a red lamp through an amplifier.
The stable state of the lamp is on, but the duration of the unstable
state and of the recovery time of the monostalle are such that correct
replay produces a clearly visible flicker of the red lamp. Also,
correct operation of the channel selector generally indicates that
the channel identity information is correct.

Second, minute or guarter hour detector.
The contents of the time code bit replay logic FFL is fed to a five
bit serial shift register. A second marker is detected by the 101
opening phrase of the time code and a minute, second or quarter hour

coarse code message 1s simultaneously sought, and, if it is found,



a green lamp is caused to flash onfor about a quarter of a second.
The choice of the coarse code message which is sought is controlled
by two two-way switches on the front panel. After each opening
phrase is detected, the detector has to be blocked for at least
22 milliseconds so that some chance combination of bits in the time
code word cannot trigger the detector. If this coarse time code
detector is used with the flux-sensitive replay system, a longer
blocking interval is required.

Single channel digital-to-analogue converter.
This unit provides a low performance digital-to-analogue converter
which ultimately drives a pen recorder., This system has low gain
(1023 units correspond to a pen deflection of about 2 cm.) and poor
accuracy, out is adequate for field monitoring purposes. Thé ten
replay logic registers, which contain the A.D.C. outputs associated
with only one channel because of the modification of the gate inputs
by the channel selector, drive ten current switches each of which
controls the same nominal current of 4.5 milliamps., The voltage
developed across each 250 ohm collector load is used to tap off very
small currents to a common line through high resistances which have
values weighted according to the binary scale. The current through
a low resistance (250% ), which is connected from this common 'sum’
line to the collector supply voltage line, is the 'zero order hold'
analogue output. This type of circuit will be discussed in more
detail when the laboratory replay facilities are considered. One
important difference between this system and the laboratory system

is that, in the laboratory system, all ten bits change simultaneously
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to their new value, but here the relative timing of the changes
is controlled by thevskew and may legitimately occur any time
during the interval when the gate waveform is 'OPEN', GConsequently,
incorrect transient values of significant duration can occur. The
signal across the 250 ohm summing resistor is applied to a double-
sided balanced diréct—coupled amplifier with a single-sided output
about earth voltage.
Pen amplifier.
The pen is driven from the D,A.C. output amplifier through a
direct-coupled common collector class B amplifier with complementary
transistors and supply lines of £ 6 volis. The cross-over distortion
is not significant in this application.
Pen recorder.
The single channel pen recorder (Cambridge Instrument Company Limited,
type no. 72127) has a coil resistance of 100 ohms and a sensitivity
of 50 ma/cm. A 12 volt supply is required for the motor, which has
speeds from 0.2 to 1.5 cm/sec, and a 1.5 volt supply for the heated
stylus.
This field system may be run from a 50 c¢/s (1 phase), nominal 240 volt,
one kilowatt supply. A mains supply is preferable, but a well-regulated
mains generator can be nsed. Great care must be taken with the earthing

arrangements of mains equipment under field conditions.
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CHAPTER L
DATA PROCESSING SYSTEMS

(i) The ten channel galvanometer replay facility

The first steps in the data processing system must be to obtain an
analogue record of the ten geoshone channels and to relate this record
to the recorded system time. This output is needed for indicating the
quselity of the record, for initial interpretations and for determining
which sectionsvof the record should be subject to detalled analysis. It
also gives an indication of the coherence of the signals across the array,
and hence of the likely effectiveness of velocity filtering techniques.
The output of the coarse time code marker is replayed on the same multi-
channel record, and the complete replayed system time is indicated on
DM160 tubes, so that the interval of system time which it is required to
transfer to punched paper tape may easily be determined. A schematic
diagram of this replay facility is shown in figure 10. It is desirable
that the analogue system should have a large range of gain, even with
loss of linearity, so that signals recorded at low levels may be
examined. This also requires that the accuracy, referred to the full-
scale signal, should be high. Provision should also be made for
calibrating each D.A.C. channel individually by simulating inputs of O
and 1023, for if all channels are so calibrated simultaneously, then it
would be difficult to sort out which traces correspond to which channels.

The digital output corresponding toc each channel is definitely
availlable in the replay logic registers for about 0.5 milliseconds in
every 10 milliseconds, and could, if one ten bit parallel shift register
were W8ed, be available for one millisecond‘in every ten. However, an

analogue recorder generally requires a continuous input signal, and the
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important design questions concern the metheds of de-multiplexing the
information and of memorizing the signal during the nine millisecond
gap. If the D.A.C. output is capable of providing a large current and
the load impedance is high, capacitance storage of the analogue output
voltage Would be possible, and one D.A,C. circuit and an analogue de-
multiplexer ﬁould be required. Such a system demands that the set and
reset inputs, which are needed for the individual calibration functions,
be gated to the bistables by a channel counter. An alternative system
is to use ten different ten-biti parallel digital storage elements so that
the signal from each channel may be stored continuously in its digital
form. This is equivalent logically to moving the de-multiplexer from
the analogue signals to the earlier digital information, and has the
advantages that digital de—multiplexing does not affect the accuracy
and that the set and reset drives for the calibration of individual |
channels may be continuous.

The method selected, in which one hundred shift register modules
are used for digital de-multiplexing, has the important virtues of
great simplicity and maximum dynamic range, but these dre achieved at
the cost of>involving a large quantity of hardware.

The head amplifiers, peak detectors, replay logic and audio channel
of figure 10 use the same hardware as the field replay system, although
the channel selector switch must be in its eleventh non-operative
position so that all {the recorded information passes through to the replay
logic registerss The remaining elements of the schematic diagram are
concerned either with the ten channel D.A.C. or the visual display of

the recorded system time, and wiil be discussed in turn.
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23 bit series shift register.
The contents of the time code bit replay logic FF4 is continuously
passed into a 23 bit series shift register.

Second marker detector.
Any second marker is detected by an AND gate which examines the
three cldest bits in the series shif't register for the 101 opening
phrase and the two newest bits for the 01 closure phrase.

16 bit parallel shift register.
Then a second marker is detected, the contents of the sixfeen stages
of the series shif't register, which correspond to the bits of the
time word from 6 to 21 inclusive, are shifted out into a 16 bit
parallel shift register.

Visual display of recorded time in hours, minutes and seconds.
The contents of the above 16 bit parallel shift register are displayed
using 16 DM160 tubes. The stage of these tubes during replay is
exactly the same as that of those tubes in the recording system
during the corresponding second of recording, and so the system time
nay be determined using the tables of Appendix 2.

Channel shift pulse generator.
The field replay system includes a ten stage counter which is made
up of five shift register stages and which is synchronized with the
identity of the replayed channels., In the present application the
same counter is used to drive ten AND gates and provide ring counter
outputs which drive shift line amplifiers.

10 x 10 bistable storage matrix.

The hundred shift register storage elements represent the ten bits



of samples from each of the ten channels. The logical operation

is that of a digital de-multiplexer. EBach of the ten replayed
A.D.C. bits drives the gate inputs of the ten registers corresponding
to the particular bit in each of the ten channels, and each of the
ten outputs of the channel shift pulse generator drives the common
shift inputs of the ten registers corresponding to the particular
channel, Thus, there are ten ten-bit parallel shift registers, and
each one contains samples exclusively from one particular channel and
changes its state every 10 milliseconds (for a 1 kc/s system rate).
The logical operation of the storage matrix is as described,
but in fact a considerable amount of hardware is required in order
to drive the hundred shif't register modules. In particular, the
solution to the problem of driving the gate inputs using 100 kc/s
modules is expensive. XHach parallel ten-bit shift register is
supplied with its own manual D.C. set and reset lines for calibration
purposes,
Multi-channel galvanometer recorder (Consolidated Electrodynamics).
An ultra-vioclet recording oscillograph with an 18 trace capacity is
used. The paper width is 7 inches. The recorder runs from a 12 volt
supply so that, if ever required, it could be used in the field with
an accumulator. However, the power consumption is so great (up to
500 watts during switch—on) that such use would be limited. It has
a range of recording speeds from 0.2 to 52 inches per minute.
The drive current to the gelvanometers from the digital-to-
analogue converters has a zero-order hold form (i.e. a staircase)
which changes every ten milliseconds. 4 galvanometer always acts as

a low pass filter, but it is necessary to select a rnatural frequency

ooy
i .0



and a degree of damping which will give a smooth response tc this form
of imnput. The problem is one cf optimizing the step function response to
give an approximately linear rise, which is completed in about 10 milli-
seconds, and a ﬁinimum of overzhoot. The selected galvanometers (type
7-339) have an undamped natural frequency of 50 ¢/s, a terminal resistance
of 30 ohms, an undamped direct current sensitivity of 4.6 amp/inch, and
require a 350 ohm external damping resistance for 64% critical damping.
The parallel damping circuit used (see figure 12) consists of a 250 ohm
potentiometer (gain control), a O - 100 ohm variable resistor (damping
control) and a 50 ohm fixed resistor in series. The resistance presented
to earth through the galvanometer and chain of damping resistors has a
minimum value of 30 ohms at maximum gain and has a maximum possible value
of about 100 ohms.
Ten chamnel digital-to-analogue converter,

It is required to generate an analogue output to drive the galvanometer
recorder from the ten bistables in each of the ten parallel shift registers.
The low effective impedance ( < 4100 ohms) and the high current sensitivity
suggest the direct use of the galvanometer in a passive adder circuit as
shown in figure 11,

If each bit of each ten-bit parallel shift register controls an ideal

switch, then

5 = 10 E - ir
i = E & ,
Bs
s = 1

where éAs (s =1, 2 ... 10) equals one or zero.
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Therefore

L e=10 g,
s =1 Rs
N _ 2
o= s = 10 S
]
1 + r ij —
— g Bs
s~1 L.
where, for a binary converter, Rs = Rq. 2 . The variation of

the denominator from unity to about (1 +‘§§ ) represents a non-
linear term in the adder circuit, and it is a necessary design
criterion that R1 » r. The selected values of r 100 ohms and
"Rl equal to 39 Kn give a maximum distortional error of ¥ 0.25 %
due to thisbeffect. This value of R1 is chosen since 20 megohms
is the largest convenient value for Ryp.

The current switch circuit, as driven by each of the matrix
bistables, is shown in figure 12. In fact, the transistors each
switeh a constant current, which is regulated by the large emitter
resistance Ry , and the switch is efrectively transformed to a
voltage switch by the collector load resistance, Rg. The standard
switching current of a néminal'Z milliamps is a thousand times
greater than the quoted typical collector current with reversed
bias at the base at 25° C and 200 times the maximum figure. The
setting-up procedure is to adjust the variable resistances in the
emitter legs so that the voltages (as measured with a digital volt-
meter) across the collector loads when the current switch is on is
the seme for all ten bits. The accuracy of the conversion is then
controlled by the accuracy of the weighted resistors Ry to R0 -

Tabtle 5 shows the values of the resistors used and the associated

~{
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Theoretical

ot
b

TABLE 5 -

Actualsx Numerical error
resistance resistance/s (full-scale 0-1023)
in kn
39 39 K ¥ 0.1% 51
78 78 X * 0,250 6L
i56 156 X £ 0.5% 6L
312 300 K, 12 K 6L
621, 620 K, 3.9 K «32
1,248 1.2 M, 50 K .16
2,496 1.5 4, 1.0 M .08
4,992 1.5 M, 3.5 M R
9,984 10 ¥ .02
19,968 20 M .01
I 3.06
Tolerances < 1% unless stated otherwise.

Digital-to-analogue converter resistors.
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inaccuracy. This tjpe of inaccuracy is important because it-can produce
a false discontinuity in the analogue output. However, the maximum
discontimuity on passing from, say, 511 to 512 is 3 units which, for

a full-scale range of 6 inches, corresponds to a deflection of only
0.02 inches.

The full-scale deflection, D, of the galvanometer, which
correspogds to 1023 units, is given for a 2 milliamp switch current
and Rl equal %o 39 Ka by

Dpox = Rc S nax 1077 inches,
where Sﬁax is the maximum galvanometer sensitivity
in inches/amp.

6

Putting S, = 0.22. 10" and D, = 6 inches gives a value of R,
equael to 270 ohms. In practice R, is equal to 2500 (I 1%).

The greatest non-linearity in the D.A.C. system will be the
non-linearity of the oscillograph itself, which is said to be equiv-
alent to an error of only 2% for a six inch deflection because of
the 'square' pole piece design of the galvanometers. This error
could be reduced by supplying a D.C. bias current to each galvanometer
from a supply line more negative than -12 volts so that symmetrical

deflections would be obtained.

Finally., a vital practical point when using the equipment is to

appreciate that the galvanometer inputs are at about -12 volts and that

consequently, when the D.A.C. is being set up, the insulation of the

signal input side from earth must be tested before switching on, and when

the galvanometer drives are to be connected or disconnected, the system

must be switched off.
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(ii) The paper tape replay facility.

When the galvanometer replay records have been examined, it will
be decided which portions of data are to be transferred to punched paper
tape for input to the digital computer. A schematic diagram of the
transfer system is shown in figure 13. The speed of operation of the
synchronous punch is 100 characters per second so that, for a recording
system rate of 1 kc/s, a time scale expansion of 32 is required in order
to supply 13-bit sanples at a rate of 31} per second and characters for
punching at 62% ch.p.s. This leaves an adequate margin for high
instantaneous replay rates due to the distortion of replay waveforms or,
for example, anemalously slow recording speeds when the recording system
is run from a generator. The lowest recording speed anticipated during
the design was 3% i.p.s. so that the lowest replay speed required on
the tape transport with flux-sensitive replay is %gg i.p.s. The paper
tape format is shown in figure 15, and it represents a direct transfer
of the thirteen bits of digital information recorded on the magnetic
tape. The ten A.D.C. bits are numbered from one to ten in order of
increasing significance, The method of changing one 13 bit word into
two 7 bit words uses the coupling between the replay logic channels shown
in figure 8, The first character of each sample always has a '1' in the
outer track O and, of course, the second character has a '0' on this
track except during a time code marker. This alternating segquence,
which is only broken up by a second marker and which is on an outside
track, helps in the handling of the paper tape since second markers can
easily be seen and, if necessary, be interpreted.

The tedious task of replaying information to the tape punch is

minimized by providing facilities for pre-selecting the system time at
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which it is required to start or stop punching. Since it could waste

a great deal of time if tapes with serious errors are produced and

taken to the digital computer, a check is provided by counting the
number of characters punched per recorded second, and if this number

is incorrect, a warning light comes on and the punching can, if required,
be stopped automatically.

Consider the problem of supplying information from the digital
replay logic to a synchronous punch which generates synchronizing pulses
at 100 pep.se. Assume that pairs of replay logic registers, which corres-
pond to two tracks on the digital magnetic tape, form parts of 4 bit
series shift registers as shown in figure 16, Information may be
shifted up two bits from £he replay loglc registers to the 'await punch'
and 'punch' registers by applying two shift pulses to lines A1, A2 and
B, and may be shifted from the 'await punch' registers to the 'punch'
registers by one shift pulse on line B. When it is required to punch
the second character of the sample, a shift pulse is applied to line B
only, because it is possible that by this time the replay logic AND
gates will be open again (see figure 14) and the replay logic registers
may have already assumed the staltes assoclated with the next sample, If
a shift pulse 1s applied to lines A1 and A2 in these circumstances, this
information would be shifted prematurely and would be lost. 4 second
point is that the contents of the replay logic registers should not be
shifted into the 'await punch' and 'punch' registers as scon as the
replay logic gates close because it is possible tuat the second punch
cycle may still be taking place and that the information in the 'punch'

register is still required (see Pigure 14). The solution is to shift

g3



this information either when the replay logic AND gates close or at
the end of the second punch cycle, whichever is latest.

Consider the elements of the schematic diagram (figure 13) in
turn. The peak detectors and the replay logic use the same hardware
as the field replay system; the second marker detector, the 23 bit
series shift register, the 16 bit parallel shift register and the
visuel display of system time use the same hardware as the galvanometer
replay system. The new clements of the block diagram are as follows:-
5low speed tape transport.

This deck, which has speeds from ?%g— i.peSe t0o 15 iep.s., is

fitted with a special head for flux-sensitive replay and with a

record head since it is intended that the deck could be used in

the field shot point system if necessary. Both heads have 16

tracks on 1 inch tape to SBAC spacing.

Flux-sensitive replay amplifiers and demodulators tuned to 465 kc/s.
Oscillator 232 ke/s.

The type of flux-sensitive head made by M.S5.S. (Noble, 1963)

uses a gapped-ring modified so as tc permit the reluctance of the

ring to be switched between a high and a low value at a high

frequency. The flux being driven round a ring by the magneto-
motive force of the recorded signal is therefore 'chopped' at

the switching rate, and the signal flux’is converted to a fixed

frequency alternating flux whose amplitude is proportional %o

that of the recorded signal. The two windings on each track are

an oscillator winding and a 'read' winding giving an amplitude
modulated output at twice the oscillator frequency. The output
of the read winding is amplified and demodﬁlated to give the
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flux-sensitive signal output.

Shape and differentiate.

Gate waveform generator.
The outputs from the commercial replay electronics are passed.
through single stage amplifiers to 100 kc,'s pulse shaper modules,
whose outputs are differentiated, thus simulating the conventional
replay process. This hardware occupies the same printed circuit
rack locations as are otherwise occupied by the conventional
replay head amplifiers, and these boards drive the same peak
detector and replay logic boards, although, because of the problem
of the significant apparent skew, the recorded clock waveform does
not drive the logic gate inputs directly, but is used to generate
a delayed gate input of controlled duration using two monostables
in series. This gate waveform generator has 1o be modified if the
time scale expansion factor is altered.

Synchronous paper tape punch 100 ch.p.s.
The Teletype high speed tape punch for transistor operation requires
code and feed pulses of 1 amp, 28 volts and 4.5 millisecond duration,
and 1t is able to operate with simultaneous feed and code pulses.
The synchronizing output pulse is generated by a magnetic pick-up,
and the timing of this pulse relative to the mechanical operation
of the punch is fully adjustable, |

Punch drive amplifiers,
The circuit used to supply the feed and code pulses from logic AND
gate outputs is shown in figure 16.

Punch parity generator.

The generation of parity bits for the 7 information bits of each
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punched character is shown in figure 7.

Punch logic registers.

Punch control.
The problem of supplying information to a synchronous punch has
already been considered. The paper tape punch drive logic is shown
in figure 16. Three control bistables are used to detect the end
of the second punch cycle (new information ¥F1), to distinguish
the first and second punch cycles of a sample (new sample FF1), and
to store the decision concerning the availability of new information
at the time of the synchronization pulse (decision register FFL).
The arrival of each synchronization pulse initiates the same chain
of logic.(the logic punch cycle), but the action is different
depending on whether there is no new informetion available for
punching, or whether the available information is the first or
second character of a sample. The action of this 'logic punch
cycle' and of the entire punch control system is considered in
appendix 3.

Specified second marker detector.
The system.time at which it 1s required to start or stop punching
may be set up on 18 two-way centre-off switches which represent
the time code bits from number 4 to number 21 inclusive. The
specified time is detected by an 18 input OR gate driving a bistable
which is connected to a permit-inhibit punching input of the double.
shift pulse generator (see figure 16).

11 stage counter to count characters punched each recorded second.
An eleven stage 'divide-by-2000' counter with feedback from the
final stage to the fifth and sixth stages is reset when a second
marker is detected and countsthe number of punch feed pulses. The

i
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reset state of this counter is

1 0 1 1 111 1 1 1 1.

11 bit parallel shif't register.

The contents of the above counter is moved into an eleven bit

parallel shift register on the completion of each recorded second.

Visual display of count and error warning.

The outputs of the eleven bit parallel shift register and the
output of the permit-inhibit punching register are displayed on
D160 tubes, so that the value of each count is displayed for about
32 seconds. Because of the nature of the coupling between the mag-
netic tape replay and the punch (see figure 14), it is permitable
for 1999, 2000 or 2001 characters to be punched between successive
outputs of the second detector, although the average over a number
of consecutive seconds must tend to 2000, Hence the three

acceptable states of the parallel shift reglster are

and 0 1 1 1 1 1 1 1 1 1 1.

The occurrence of these three states is detected with AND gates, and
is used to suppress the output of a red error-warning lamp,

The final points to be made about this mode of replay are that a

930 foot rcel of tape costs about six shillings and can store 55 seconds

of recorded data.

(iii) Some further remarks about the hardware

The descriptions of hardware in this thesis have been given in

general terms und have not considered the practical day-to-day problems
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that occur during the design, construction and testing of such systems.
The purpose of this section is to present a few phctographs which show
the end preoducts of this work., A pre-amplifier board and its case are
shown in figure 17. Figure 18 shows a rear view, with the dust covers
removed, of the digital recording system. The three small boards carry
the ramp comparator circuit, the 2 mc/s oscillator, and the A.D.C. parity
generator. The large boards carry, in descending order, the A.D.C.
logic and control, the crystel clock divider chain, the generators for
the time code, parity and channel identity vits, and, fourthly, the tape
write logic and drive amplifiers. The more usual method of construction
with a rack helding 28 printed circuit boards is illustrated in figure
19,  In the foreground are shown a 2 mc/s module {cylindrical), a
100 ke/s module, a printed circuit board and a penny. In fact, the
right hand half of this rack holds the replay logic and field monitoring
boards, while, in the laboratory, the left hand half holds the punch
drive and control logic.

The field system, which is installed in a caravan, is shown in figures
20, 21 and 22, The right hand cabinet of figufe 21 contains, from top to
bottom, the main digital recording chassis of figure 18, the chassis
containing the D.C. voltage stabilizers, the line input chassis with gain
controls and the wideband amplifier, and the analogue switch. The lowest
chassis of the left hand cabinet contains the replay head amplifiers and
peak discriminators, and additional power supplies are located in the
bottom of this cabinet. TFigure 22 gives a rear view of these two cabinets
with the rear doors removed. Figure 20 shows the unstabilized power supply
chassis, situated bemneath the left hand cabinet, and a further case contain-

ing two radios and the rack which contains the replay logic and the field
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monitoring system (see also figure 19).

Figure 23 shows the same rectifier chassis as figure 20, the chassis
which contains the flux@sengitive replay electronics end the tape punch
power smplifiers and the -28 volt power supply, the low speed tape deck,
and, on top of the cabinet, the galvanometer recorder. The lower part of
the chassis shown in figure 24 shows eight of the ten D.A.C. channels
end the ten gain controls and set-reset switches on the front panel,
which is lying flat in the photograph. The damping conirols and the
outputs to the galvanometers are located on a rear member. The front
panel of the upper pzrt shows the tubes which display the replayed system
time and the number of characters punched per recorded second, and also

the switches for setting up the time when punching is to start or stop.

(iv) The velocity filtering calculation

Assuming a recording system sampling rate of 1 ke/s, each channel,

P, is sampled a hundred times each recorded second at nominsl times

S, + P + 10n milliseconds,
where s, is.a fixed integer and n is a2 variable integer.
Define a 'second block' of data to be a sequence of a thousand consecutive
samples of the digital system commencing at the completion of a twenty-
three bit serial time code word. Such a block should contain a hundred
samples ffom each of the ten channels, and the recorded data may be
considered to be a sequence of such blocks. The first sample of a
'second block' corresponds to & time of 23 milliseconds relative to the
start of the time code word or to the state of the system crystal clock
dividers corresponding to an integer number of seconds.
Let s be the channel of this first sample, and define a (p)

such that



a(lp) = 14 if p < =8

0 if p > s .

Then, within a 'secondtlock' of data, channel p is sampled at times (relative

to the onset of the time code word) of

23 = s + 10 x a(p) + p + 10 x n milliseconds

where 0 < n < 99 ,

=

and this sample will be stored in the computer in an array element

A (k + a(p) + n, p)
where k is an arbitrary integer constant,
During the velocity filtering programme it is required tc determine the
value of n corresponding to the sample of channel p nearest in time to
some time (tgoprp + tp), where topry is one of a regular set of time
ordinates and tp is the delay corresponding to the particular channel p
for a particular array configuration, tuning velocity and azimuth,

Define the corresponding velue of n by
n o= Neprp * W, .

The term DGRID is not necessarily an integer, but, if it is an integer,
then each value of n, is & constant and there is a considerable saving of
computation. Also, increments of DoRTD will be restricted to factors of
a hundred, so that computation times within different 'second blocks' are
identical. Thus calculations will only be performed at intervals of 10,
20, 40, 50.milliseconds.

In order to find a required sample it is necessary to minimize the

function



terrp * tp - 23 + 5 - 10.a(p) - p - 10 (nggyp + ®p ) >
where npprp and n, are integers.
Since the time of onset of a time code word is to be a grid point,
find n, for N terp = 0 by minimizing
t, - 25 + s = 10,a(p) - p - 10.np
for an integer value of n; .
Thus,
n, = (entier{% (s-18~-p+ tp) ) - a(p)
where tp is the delay time of channel p in milliseconds
and the function entier (x) is defined to be the greatest
integer less than x, The required minimization is obtained
by adding a half to the expression within the entier function.

If 2 calculation is carried out at a grid time T defined by

T = 10 ml milliseconds, for an integer value of m,
where 101 is the time, in milliseconds, between adjacent grid
points, then the required sample of channel p will be stored

within the 'second bleock' in the location

AL (k + (entier,,—g)'(s - 18 - p+tp))+ml, P)
provided that Q.¢ml - a(p) + entier T:'O- (s -18 -p + tp) < 99 .
In the velocity filtering calculation the ten channels are divided
in some specified manner into two groups of five, and the following two

functions are formed at each grid point denoted by ml :-

=5
RED (ml) = gain (p). AA(k+mp+m1, P)
iT=1
k=5
and BELUE (m1) = 5T gain (p). AA(k+mp+m1,P),
k=1
whe:wemp = entier-,l—% (3-18—p+1:p).
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The two output functions used are

ADD (ml) = RED (ml) + BLUE (ml)

and MULTIPLY (ml) = (sign of FF) (square root of IFF\ )

where FF = RED (ml) x BLUE (ml).
The function MULTIPLY (ml) is therefore an un-normalized, unsmoothed
cross correlation function between the two sums RED and BLUE., Denote
the maximum and minimum algebraic values of n, or (mp - a(p) ) by
the identifiers MAX and MIN, Then, given one 'second block' of data,
the functions ADD and MULTIPLY can only be completed for values of ml
such that
ml + MAX € 99 (M&X > 0)
and ml + MIN 2 O (N & 0).
Introduce the following notation;
let m, be the first grid point to depend on data in this
'second block',
let m3, equal to m, + J‘%Q‘ » be the first grid point to depend
on data in the next 'second block',
let my be the last grid point to depend on data from the
previous 'second block!',
and let my, equal to m, + 1—%9- » be the last grid peint to depend
on data from this 'second block'.
Then, the veleocity filtering calculation for each 'second bloeck' of

data is divided into three sections as follows:-—



from oy to my, - complete calculations started with data
from the previous 'second block',
from mp+ to mz - 1 - perform complete calculations,
and from ny to oy - start calculations which will be completed
when data from next 'second block' is
aveilable,
The computer programme used for carrying out these calculations will be

described in the next section.

(v) The digital computer programmes.
The sequence of programmes used for processing the seismic data

on an Elliott 803 computer with film handlers is shown schematically in
figure 25. The data on the punched paper tape is read in and checked a
recorded 'second block! at a time, It is stored within the computer in
the arrey shown diagramatically at the top of figure 26, and is then
transferred to the f£ilm store,

The velocity filtering programme for each 'second block' of data
has to be divided into three parts in the mannef described in the previous
section, The problem may be handled on the computer either by testing
each sample for availability and inhibiting the calculation if the sample
is unavailable or, since the combination of samples is additive, by setting
unavailable samples to zero and carrying out an ummedified calculation.
The method of processing adopted here is to place the 'second block' of
data in the middle of three consecutive ‘second blocks' with the two end
'second blocks' set to zero (see figure 26), and to carry out ummodified
calculations. ASuch a system avoids testing the availability of esach

required sample but of course involves extra additions of dummy samples.
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It is increasingly efficient for smaller seismic array spreads and
for higher tuning velocities when the proportion of dummy samples used
is low., The values for oy and m, are calculated simply and in such a
way that they err on the safe side, in the sense that an error will
occur if a calculation, which is supposed to be completed within the
'second block' of data, is not completed, but an exrror will not occur
if one, which is supposed not to be completed, is in fact finished.

The velocity filtering programme reads a 'second block' from the
film, carries out the channel gain multiplication and writes the result
on to film, and then performs calculations for up to eight tuning
velocities with the other parameters constant. The fesﬁlts for each
tuning velocity are written on to film. The film storage format is
also shown in figure 26. The arrays BB and EE store the necessary
control data such as the system time, the channel identity of the first
sample, the tuning velocities, or the values of Tp and T, .

The delay distance of each channel, for a given array location
and configuration and a given shot location, is calculated by assuming
a plane ingiﬂent wave at the #rray site. This approximation can intro-
duce errors for shqrt range shots and_largé out-of'-line arrays.

A>pragramme entitled 'graph plotter ocutput' has been written to
display elegantly the results of the velocity filtering calculation om
an off-line Benson-Lehner digital plotter. This output displays the
ADD or MULTIPLY functions for the different tuning velocities against
time, but, although it is an attractive output to use, it does not -
constitute a practical sysiem because a paper tape character has to be
punched for each ingrement of pen movement and the output of the

considerable quantity of paper tape from the computer takes too long.
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Consequently, programmes (*miniature graph plotter output' and 'miniatpre
frame') have been written to give a smaller plotter output of the MULTIFLY
function onlye.

An alternative programme ('maximum correlation') selects the velocity
at each grid point for which the function MULTIFLY is greatest. The
interpretation of this function of the unsmoothed, un-normalized time
series obviously requires great care, and it is really intended that this
programme be just the first step in the development of programmes for the
munerical detection of correlations.

Finally, in order to test this data handling system, a programme is
used to produce punched paper tape which simulates that generated by the
array system for the case of a square pulse cressing a model array.

The sbove programmes together with specimen data tapes and flow
diagrams are included in the appendices. They are writfen in the Elliott
Algol programming language, but centain machine code orders for the man-
ipulation of bits of information. Also machine code instructions are
used in some of the inner loops for inserting and extracting elements of
arrays in the manner indicated in appendix 4. This is worthwhile because
the addressing facility in Elliott Algol is particularly slow. However,
the use of machine code in Algol does mean that one has not got the test
facilities that are usually regarded as essential for pure machine code
programmes, and also one loses the built-in safeguards of Algol. Zven so,
in this type of application, machine code in Algol is certainly preferable
to trying to usé pure machine code, The two precompiled packages used with
these programmes are br;i.efly described in appendix 5,

The programme for reading the punched paper tape has an optional




facility for finding the averages and standard deviations of each
channel during a second block. The output obtained, with channel zero
levels of 100p, using test data generated in the A.D.C. of the field
recording system is shown in figure 27. Error messages are usually
preduced at the start of a reel of punched paper tape before channel
identity is established. In order to test the computing systeni, a
paper tape was produced to simulate a square pulse of 50 millisecond
duration crossing an in-line array with geophone spacings of 300 metres
at a ﬁ'elecity of 6 km/sec. The graph plotter outputs of the signal
inputs and the sum and cross correlation functions for velocities of

4, 5, 6, 7, 8 and 9 km/sec. are shown in figures 28, 29 and 30, The
inteﬁd between adjacent computation points is 20 milliseconds. The
form of the output correlation functions is cemplicated by the high
frequency component of the signal inputs and by the fact that the
duration of the pulse is not an integer number of computation intervals,
but it can be seen that the maximum correlation amplitude occurs for the
third tuning velocity. These graph plotter outputs demonstrate the
successful combination of data from two 'second blocks' and illustrate
the fact that as the tuning veleeity inoreases, so the number of calcula~-
tions that can be completed within a 'second bleck' also inscreases. The
corresponding output produced by the 'miniature graph pletter output!
and 'miniature frame' programmes.is shown in figure 31, and figure 32
shows the equivalent output of the 'maximum correlation' programme.
Figure 33 shows the cross correlation function for a computation interval
of 10 milliseconds, using a slightly different velocity filtering

programme from that used in preducing figure 30.



Second marker found

TCB shift register = 000000000000000010110001111000000000001
M= 100CIRING = 2 DELTA CI = 0

Second error register 0

CI error register = 0

TCC = 2086

ISC = 2000

Perfect second

n Mean Standard Deviation
Channel 1 100 923,00 0,00
Channel 2 100 -200,00 0,00
Channel 3 100 723,00 0,00
Channel 4 100 ~400,00 0,00
Channel 5 100 523,00 0,00
Channel 6 100 -800,00 0.00
Channel 7 100 323,00 0,00
Channel 8 100 ~-800,00 0,00
Channel 9 100 123,00 0,00
Channel 10 100 -1000,00 0,00
325 342

PROGRAMME _ONE OUTPUT WITH TEST DATA,

Second marker found

TCB shift register = 0000000000000000101 00000000000000000001
M= 100CIRING = 4 DELTA CI = 0

Second error register = 0

CI error register = 0

TCC = 2076

ISC = 2000

Perfect second

n Mean Standard Deviation
Channel 1 100 21,35 97 .42
Channel 2 100 21 .45 97,86
Channel 3 100 21,35 97 .42
Channel 4 100 21,30 97,20
Channel 5 100 21,20 96,77
Channel 6 100 21,00 95,90
Channel 7 100 22,90 108,54
Channel 8 100 20,28 92,63
Channel 9 100 22,20 101,13
Channel 10 100 23,45 106,58
100 117

PROGRAMME ONE OUTPUT WITH SIMULATED DATA,

Figure 27 Programme One output
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velocities

4,00
5,00
8,00
7,00
8,00
9,00
2 5 2 8 1 442 1 442
1 441 6 645 5 932 3 2269 3 2269
4 1331 5 1089 6 628 1 471 2 5
2 8 1 5 1 8 1 5} 1 8
1 5 1 8 1 8 1 B 1 5
1 5 1 8 1 5 1 5 1 5
1 ] 1 8 1 ) 1 6

second markerl0100000000000000000001 1 B
1 8 1 8 1 5] 1 5 1 8
1 5 1 5 1 8 1 5 1 8
1 8 1 5 1 8 1 8 1 5
1 8 2 8 2 8 1 442 1 442
1 441 6 645 5 932 3 2269 3 2269
4 1331 8 1089 6 628 1 471 2 5
2 ]

End of program

Reinput tapes 1 and 2

Figure 32 Maximum correlation output for simulated data.
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The programmes include various optional facilities so that the
running times can vary considerably. The time taken by 'programme one' to
read and check a 'second block' of data and calculate the channel averages
and standard deviations is nine minutes. The time taken by the velocity
filtering programme dépends on the computation interval and, for the first
or last 'second blocks' of a continuous sequence, on the extreme delay
times which are a function of the tuning velecity. For a computation
interval of 20 milliseconds the programme takes about four minutes per
second per velocity. It took a total of 75 mimutes to produce the paper

tape to plot figures 28, 29 and 30.

i1e



CHAPTER 5
THE PERFORMANCE OF THE SYSTEM

(i) Introduction
The purpose of this chapter is to review the performance of the
system described in the previous chapters. The present limitations of
the system will be indicated and future developments will be suggested.
Thus, although the hardwaré for the three basic functions is fully
operational, the equipment is not presented as forming a perfect or a
completed system.
(ii) The operation of the data systems in the laboratory
The correct operation of equipment is frequently verified by the
normal day-to-day tests that are carried out during the development of
a system. The occurrence of a fault condition should be immediately
obvious provided that sufficient monitoring facilities have been built
into the system. The purpose of this section is to present evidence to
show the correct cperation in the laboratory of the three basic systems,
which will be considered in turn:- |
(a) The recording system.
An important factor in the recording system is the
performance of the ramp comparator analogue-to-digital
converter. Mention will be made of a particular series
of measurements in which the anslogue switch was
removed and a variable D.C. voltage was applied to the
input of the wide band amplifier. The applied voltage
was adjusted ao that the digital A.D.C. output was
stable and the input voltage to the 4,D.C. was noted on

a digital voltmeter. A series of twelve such readings
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for input voltages over the range from +3 volts to -3 volis
were obtained. Since it was possible to get a constant
digital output, this experiment indicates that the inherent
noise level of the converter is something less than the
truncation error of ¥ % bit. Also, it gives an indication
of the possible combined effects of non-linearity and drift,
because the measurements tock about forty minutes teo complete
and when the first measurement was repeated at the end,

there was a difference of 2 bits. A 'least squares' analysis

of the form
(input voltage) = A . (output count) + B

gave A equal to 0.008882 volts with a standard error of
0.000013 volts and B equal to -=4.003 volts with a standard
error of 0,006 volts.

In general the correct operation of the recording
system is demonstrated by the corresponding correct output
of the two replay systems.

(b) The galvanometer replay system.
Figure 3k shows the galvanometer record for a sine wave
recorded on all ten seismic chamnels and replayed at
minimuw D.A.C. gain. Figure 35 shows one of the same
channels replayed at maximum D.A.C; gain and also the
RESET and SET levels corresponding to O and 1023, The
time code trace is the output of the coarse code detector

which is set to identify 'second' markers.
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Figure 34 Galvanometer replay at minimum D.A.C. gain.
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Figure 35 Galvanometer replay at maximum D.A.C., gain.
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(c) The paper tape system and computer programmes.

The successful operation of the punch replay system is
demonstrated by the 'programme one output with test data'
(figure 27) which uses data originally formed in the
output registers of the A.D.C. The operation of the
velocity filtering programme is shown with simulated
data in figures 28, 29 and 30 and alsc in figure 33 for
which a slightly different version of the programme was
used.

The limiting factor in the use of these systems at the present time
is the speed of the data processing on the Elliott 803 which, as has been
indicated, is so slow that even for the most elementafy velocity filtering
calculations, the use of the system is severely inhibited. It is the
basic speed of this particular general purpose machine for relatively
simple operations that is the trouble, and not the use of paper tapee.

(iii) The recording system in the field

The recording system was set up in September, 1965, at Feldon Range,
near Richmond, Yorkshire, during a depth charge experiment organized by the
seismological groups at Edinburgh and Birmingham to determine the mnature
and thickness of the Earth's crust between Wales and Ireland. A map of the
array is shown in figure 36. The central reference point of the array is
teken to be located at 54° 26.40' N, 1° 49.,55' W. The equipment was
powered by a mains generator fitted to a Land Rover. The system was
recording for a total of 23 hours and at the times of twenty-one of the
twenty-five shots fired. The ranges and agimuths of these tweﬁtyhone shot
points from the array varied from 260 kilometres to 370 kilometres and from

219° to 245° respectively.
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During this test the equipment within the caravan worked satisfactorily
without any fault conditions developing. The main difficulty that occurred
was the extensive damage to the lines by livestock. It was only possible
to keep many channels operating most of the time because there were enough
people available to trace and repair the damage as soon as it occurred.

The main amplifier gain was at different times either five hundred or a
thousand. The high frequency common mode noise on the imput lines had a
maximum measured value of about 1.0 volts (peak-to~peak). Under these
conditions some high frequency noise was apparent in the switch output
waveform. It was noticed that high common mode pick-up on one line can
cause such noise on several channels because of the slight 'cross-talk!
occurring in the analogue switch and the high gain.

(iv) The results from the field test

The first stage in handling the field data was to relate the 'system
time' to absolute time as represented by the M.S.F. radio signal. The
replayed audio track was passed through a 1 kc/s band pass filter and
mixed with the output of the coarse time code second detector. The
relationship between system time gnd absolute time was determined at
intervals of about 45 minutes by producing a pen record of the mixed
signal and by comparing the two signals on a double beam oscilloscope.

A computer programme was used to find the best straight line fit of system

time against absolute time in the form

(SYSTEM TIME) = (4 + a) . (ABSOLUTE TIME) + b seconds
for each of the three periods of recording and to calculate the known shot
times in terms of system time. The deviation of the two time scales during

the travel time is negligible so that if the travel time is measured on the
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system time scale, no correction is necessary. The three values of
a obtained were =323 . 10~%, =314 . 1076 and -31:7 . 10°® with
6 6

standard errors of Ok . 10°°, 0°3 . 106 and 0°1 . 10~° respectively.
The greatest standard error of any calculated shot time was six milli-
seconds and the average value was three milliseconds,

The next stage in the data handling was to replay the recorded events
to the ten channel oscillograph using the visual display of the replayed
system time., When this was done it was found that there was considerable
noise on many of the records with a principal alias frequency of about
33 c/s. This is attributed to the high frequency noise that was noticed
on the switch waveform during the recording. Its effect was removed from
the galvanometer records, but not from the recorded digital data, by
providing an optional facility for shunting the galvanometers with a
capacitance to give low pass filters with cut-offs at about 10 ¢/s. An
example of the type of record then obtained is sheown in figure 37 (see
inside back cover). This record is for shot 11 at a range of 283°5 kilo-
metres. With the present system the calibration of such a recerd is
calculated rather than measured. An example of this calculation is given
in Appendix 13. The delay distances in metres and the attenuator settings
of channels one to ten for shot 11 are -107, =45, -703, -1250, -2, =154,
-102, -224, 806, 551 and %, %, %, 1, 2, %, 1, %, 1, 1 respectively. It
was noted in the field log book that the condition of the lines of channels
6 and 8 was suspect. |

An examination of the twenty-one records obtained shows that the

coherence of waveforms across the array is poor. In fact it is difficult

to determine from the records which channels are inverted throughout the

experiment relative to some standard channel because of the reverse polarity
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of the line connections. No attempt has been made to apply the present
velocity filtering programme to the field data because the noise pick-up
would necessitate the modification of the already critically slow programme
to include a low fass digital filter and because the apparent lack of
coherence suggests that the exercise would be unrewarding. The selection

of first arrivals from a scrutiny of the multi-channel records is highly
subjective. Nevertheless, an exercise was carried out to try to detect

the first arrival at ranges of zbout 280 kilometres. Each record was read
just once without reference to the shot time or to other records. This
procedure suffers from the fact that it gives no chance to reconsider genuine
errors, but has the virtue that the subjective element is minimized. The
results are shown in Appendix 1k, and are surprisingly consistent in view
of the uncertainty of mind at the time of reading some of the records, This
phase would have been quite unreadable from only one or two traces. This
éxample demonstrates the advantages of multi-channel systems for 'eye-ball!
interpretation even when the formal caoherence upon which machine processing
depends is poor. The most likely causes of low coherence are the poor
coupling of geophones and the variations of topography and sub-surface

structure across the spread.

(v) Modifications to the system after the field test

The most important problem was to eliminate the high frequency noise
found on the field records. In a laboratory simulation this noise was
attributed to the common mode pick-up on the imput lines. Whilst care had
been taken to ensure that the impedance across the lines was relatively low
(27 ka ), the impedance to earth at the imput to the recordingvsystem was

high. In fact, if a nominally balanced path to earth is provided and,
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ideally, the line impedance onwards from the point of imput of the common
mode signal is zero, then the unit does not constitute a filter in the
norﬁal'sense as used in chapter three. However, it can act as an
attemmator in the sense that the voltage pick-up is reduced because of
this path to earth. The system has been extended so that A.C. and D.C.
impedances to earth with potentiometers for balancing may be easily added
to any channel,.

The second important series of changes were made to enable the system
to operate at a recording speed of 33 i.p.Se They included the modification
of the record current bias to give a symmetrical digital replay waveform,
the adjustment of the replay discriminator levels, and the modification of
the flux-sensitive replay logic in order to select the cptimum gate waveform

for each recorded track.

(vi) The future development of the system
The most important development of the system in the future must be the

provision of faster methods of carrying out the data processing. A processor
could be several orders of magnitude faster than the Elliot 803 general
purpose machine with the described programmes and still the actual time
required for the mechanical operation of readihg the paper tape would be
much less than the computation time. Thus, although paper tape is a poor
method of data transfer, it is not the cause of the limitation of the present
system. An on-line device to replace the off-line incremental digital plotter
would also greatly ease the problem.

Two useful additions to the hardware would be facilities for introducing

a calibration voltage step at the pre-amplifier input and for transcribing
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digital information from one magnetic tape to another so that the results
of one series of experiments could be transferred to a 'library tape'. As
it is, the results obtained in September, 1965, will have to be erased for
the experiment of November, 1966,
(vii) Summary

The methods of design and construction of a multi-channel system for
recording crustal refraction data with a view to applying digital processing
techniques have been described.in detail. An attempt has been made in this
thesis to balance'fairly the achievements, such as the completion of the
hardware for the three basic modes of operation and the encouraging field
test, and the limitations of the system in its present forme. The principal
limitation is that the daté processing programmes on the present computer

are too'slow to be a useful method of research.
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APPENDIX I

Digital logic medules

The types of Ferranti 2 me/s logical circuit elements used in the

system are

The types of

& 8 8 88 88 8 8 8B BB 8 8 B 8

L C E.
L C E.
L C E.
L C E.
L C E.
LC E.

LCA

201G
2066
2076
2086
2096

2114 G/A

Germanium flip-fleop

Variable period monostable unit
Quadruple emitter follower unit
Five inmput AND bleck

Five imput OR block
Trigger/amplifier circuit

Adaptor module

Mullard 100 ke/s circuit blocks used in the system are

920
920
920
930
930
930
930
940
940
940
9L0
940
950
950
950

00
01
03
00
01
01
03
01
o2
03
05
00
00
01
03

Flip flop one
Flip flop two
Flip flep four
Twin 3 input AND gate
Twin 2 input AND gate
Twin 3 input OR gate
Twin 2 imput OR gate
Twin emitter follower
Twin inverter amplifier
Twin emitter follower
Twin inverter amplifier
Emitter follower/inverter
amplifier
Pulse shaper

One shot multivibrator one

One shot multivibrator two
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FFM
FF2

FF,
2.3A1
2,241
2,301
2,204
2EF4
2141
2EF2
2142
EF1/141
PS4

051

0S2



The time code bit werd

Bits 1 to 3;

opening identity 1

Bits 4 and 5;

APPENDIX 2

coarse time code

seconds
minutes

quarter
hours

Bits 6 to 21;

system time,

(a) Unit second or minute counter

BIT NO. 9/45 8/14 /13 6/42
0 0 0 0 0

1 0 0 0 1

2 0 0 1 0

3 0 0 1 1

L 0 1 0 0

5 0 1 0 1

6 0 1 1 0

7 0 1 1 1

8 1 0 0 1

9 1 0 1 0

10 1 0 1 1
11 1 1 0 0
12 1 1 ) 1
13 1 1 y 0
14 1 1 1 1
1520 0 0 ) 0
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(b) Fifteen second or minute counter

BIT NO. 11/47 10/16
0 0 0
1 0 1
2 1 0
3 1 1
L=0 0 0

(¢) Twelve hour counter

BIT NO. 21 20 19 18
0 0 0 0 0
1 0 0 0 1
2 0 0 1 0

3 0 0 1 1

N 0 1 0 0

5 0 1 0 1

6 0 4 1 0

7 0 1 1 1

8 . 1 1 0 o)

9 1 1 0 1

10 1 1 1 0
14 1 1 1 1
1280 0 0 0 0

Bits 22 and 23;
closure identity O 1

Note that the reset state '0' corresponds to a lit tube or the absence

of a hole on punched paper tape.
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APPENDIX 3
The punch control logic

(a) The logic punch cycle
The arrival of a synchrenizing pulse from the punch triggers the

following sequence of logic:~
A decision is made as to the state of the 'mew information'
register, and this decision is made and held at one point (the

decision register) to avoid mixed operation.

EITHER No new information available for punching ('new
information' register is RESET), so suppress code
and feed pulses and suppress any changes of the
control bistables.
OR New information available for punching ('new
information register is SET), so generate feed
and code pulses,
If at the end of the feed pulse the 'new sample’
register is already RESET, then RESET the 'new
information' register.
After delay, RESET 'new sample' register. If this
register was not already in the RESET state, apply
single shift pulse to line B.
(b) The punching of one sample,
When the replay loéj.c AND gates clese, the replay logic registers
contain information bits. After a short nominal delay OR at the end of
the second punch cycle of the previous sample (as indicated by the

RESET of the 'new information' register), whichever comes later, apply

two shift pulses to lines Al, A2 and B, thus transferring the informa~

tion into the ‘await punch' and 'punch' registers, Then SET both the
. , 135 v :



'new sample' register and the 'new information' register.
After some time a synchronizing pulse from the punch triggers a
'logic punch cycle', with the following action:-
Punch first character
RESET 'new sample' register
Shift character from ‘await punch' register
into ‘punch' register.

After a further ten milliseconds, a second synchromizing pulse triggers

a 'logic punch cycle', with the following action:-
Punch second character
- RESET 'new information' register.

It is pessible that after a further ten milliseconds a third
synchronizing pulse will eccur before the replay logic AND gates clese and
before the next sample is available. This pulse (any any subsequent
similar pulses) trigger a 'logic punch cycle' during which the cede and
feed pulses are suppressed and the 'new information' and 'new sample'

registers remain in the RESET state.
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APPENDIX 4
The addressing of subscripted Algol variables using Machine Code

The addresses of subscripted variables may be calculated using
the following stendard functions:-
address (4) - the address of the first element of the array A.
lowbound (A, I)- the declared lower subscript bound for the Ith
subscript position from the left in the array A.
range (A, I) =~ +the number of values in the range of the Ith
subscript position from the left in the array A.
Then the address of the variable A(I) is
I - lowbound (4, 1) + address (4),
and the address of the variable A (I, J) is
(I - lowbound (A, 1)) x range (4, 2) + J - lowbound (4, 2) + address (A)
The values of lowbounds and range are known mumerically frem the array
declarations, so a numerical formula in terms of I, J and address (4) can
be derived.
The machine code instructions to extract an element from an address x

and give its value to the identifier y are

00 x 1 30 0
20 y 0 00 0,

and to replace such an identifier within an array are

30y 000 0

00 x 1 20 0.
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APPENDIX

Precompiled packages

Two precompiled packages for Elliott 803 Algol are used in the
data processing programmes, and the functions of the precedure calls
used will be briefly described here.

(a) 803 ALGOL FILM PACKAGE, which is designed to facilitate the
use of the film backing store.

procedure locate (n, h) - searches for block n on film handler h,

procedure filmread (a, h) reads an array a from the film on

handler h.

procedure filmwrite (a,h) writes an array a on to the £ilm on

handler h.

procedure in block (a,iqh) = reads one block of 6. elements from
the film on handler h into store,
where i is the position of the first

element of the bleock in the array.

procedure outblock (aqish) writes one block on to film as above,

procedure blocknumber - assigns the address of the last block
read or written to the integer bleck
number,

(b) GRAPH PLOTTER PACKAGE - D P11 - this is an early version of an
unpublished prograsme by J. Roper (University of Durham) for producing
output for the Benson-Lehner digital plotter.

The identifiers PENX and PENY centain the co-ordinates of the pen

in pletter increments of 0,005 inches,

The procedures used in the data processing programmes are:-
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procedure origin (X5, Y,) - sets the origin for all further
procedure calls at the point X,, Y,, where X, and Y,
are in inches, relative to the position of the pen
at the time of the origim call.

procedure plot (4, B, N, scale, SR) - the first N points given by the
arrays A(x) and B(y) are plotted using the symbol
specified by the string SR and scaled up by the
factor 'scale'. There are three possible symbols;
the decimal point, which cannot be scaled; the plus
sign which is .01" wide for scale 1; the multiply
sign which has arms 0.005" long for scale 1

procedures X aiis (X, Y, step, N) and y axis (X, Y, step, N) -
starting at the point X, Y, an axis is drawn which
is made up of N stepped intervals each 'step’
inches long.

procedures write x (X, Y, scale, SR) and write y (X, Y, scale, SR) -
starting at the point X, Y, the message inside the
string SR will be drawn in the horizental or vertical
direction with each character scaled up by the

Pactor 'scale’.
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APPENDIX 6

Range delay distanc rogramme

Purpose

Given an array configuration defined by an array reference point
and ten geophone locations on a local réctilinear x - y grid, where y
corresponds approximately to North, the latitude and longtitude of the
array reference point and of a series of shot points, then calculate
for each shot point the range R (kilometres), the azimuth Z (degrees)
from the array, and the delay distances (in the units of the local
grid) relative to reference point of the ten geophone locations. The
wavefront at the array is assumed to be plane, vDenote the eastward
deviation in mimutes of the y direction from North by X, and give all
latitudes North and longtitudes Weste -
Flow diagram
Read X and array reference point latitude and longtitude.
Calculate param:ters of array reference point.
Read array reference point co-ordinate and ten station

co-ordinates (x, y) on leocal grid in channel order.

Read shot point ;ocation latitude and longtitude
Calculate 'parameiters of shot point location
Calculate range,*cos Z, sin Z
A Evaluate 2 betwelen 0 and 360 degrees
Print A (rangelin degrees), R, Z.

Calculate and print channel delay distances
|
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Bata tgpe

X (minutes)

array ref. : degrees minutes (Lat N) degrees minutes (Long W)
array ref. P X, Yo
Channel 1 . vy
n "
t 1"
i} "
n 11
1] "
Channel 10 : x4 Y10

shot points : degrees minutes (Lat N) degrees minutes (Long W)

" L] n "

[} n n 1]

" n " "

n 1" ” 1"

it n " [
degrees mimates degrees minutes
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A, Lucas Range and array delay distance calculation;

begin real degree, mins, lat, long, A,B,C,D,E,G,H,K,AD,BD,CD,X, y,xb,yb,angle,
cangle,sangle,dangle,X,Z,myn,t,R,cZ,82Z;
integer k;
array AA[1:2,1:10];
switch 883=L1,12,L3;
read X,degree,mins;
lat:=(degree+mins/60)/57 ,29578;
lats=arctan(0,993277*tan(lat));
read degree,mins;
long:=(degree+mins/80) /87 ,29878;
As=cos(lat)*cos(long);
Bi=-cos(1lat)*sin(long);
Ce=sin(lat);
'-sin(long)
Et=-cos(long);
G::sin(lat)*cos(long);
H:=-sin(lat)*sin(long);
K¢=-cos(lat);
read Xx,y;
for ki=1 step 1 until 10 do read AA[1l,k], AA[2,k];
Lltread degree,mins;
lats=(degree+mins/60) /57 ,29578;
lat:=arctan(0,993277%tan(lat));
read degree,mins;
longs=(degree+mins/60) /57 ,29578;
ADz=cos(lat)*cos(long);
BD:=-cos(lat)*sin(long);
Cp:=sin(lat);
cangle $=A*AD+B*BD+C*CD;
angles=arccos(cangle) ;
Ri=angle*@371 ,22;
sanglest=sin(angle);
angle t=angle*57 ,28578;
823=((AD-D) 12+ (BD-E) 12+CD12-2) /(2#gsangle);
cZs=((AD-G) 12+ (BD-H) t2+(CD-K) 12-2)/(2#sangle) ;
Zs=arcsin(sz);
if 8220 and eZ> O then Z:=Z else
£ sZ) 0 an and cZ<0 then Z:= 3. 14159-2 else
82<0 and nd ¢2<0 then Z2=3,14159-2Z else
8Z<0 222 ¢z>0 then Z:=6.28318+z;
=7Z%*57 ,295878;
print angle,sameline,R,t;
m2=4,712389-Z+X*2,9089,~4 ;
it abs(m)<5m-5 or abs(3,14159-m)<8,~5 then goto L2;
11 abs (m-1,57079)<5,~5 or abs(m+l +57079)<B,~5
2; abs (4 71238~m)<5m-5 then goto L3;

S

g i o8|
I 129 [ o)
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m3=tan(m) ;
ngzm+1l/m;
sZ3=8in(Z-X*2 ,9089,~4) ;
for ki=1 step 1 until 10 do
begin xbi=(m#x+AA[1,k]/m+AA[2,k]-y)/n;
ybs=(m*AA[2,k]+y/m+AA[1,k]-%)/n;
ti=sqrt ((x-xb) 12+(y-yb) 12);
if abs(szZ-(xb-x)/t)<1y~5 then ti=-t;
print aligned(6,1),t;
end;
goto L1;
L2sfor ki=1 step 1 until 10 do
bogin t3=sZ*(x-AA[1,k]);
print aligned(6,1),t;
end;
goto L1;
L3sfor k:=1 step 1 until 10 do
begin t3=cZ*(y-AA[2,k]);
print aligned(6,1),t;
end;
goto L1;

ond ;
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APPENDIX 7
Programme I - paper tape imput

o0se

The function of this programme is to read in punched paper tape
generated by the seismic replay system, check for single errors, and,
optionally, calculate the average and standard deviation of each

channel and write the 'second blocks' of date on to f£ilm starting

at block (mnm0 + 75. nnoS).

Control

The action of the programme during a ‘second block' is controlled
by the state of the keyboard at the start of the 'second block'.
These controls are:-
4096 DOWN to suppress time coede bit zero test.
2048 DOWN to suppress system parity check.
1024 DOWN to by-pass channel identity shift register._“
512 DOWN to suppress calculations of means and standard deviations,
256 DOWN to suppress film outbut.
Vith all the functions in, it takes ten minutes to process a second
-of data., The options are provided te give speedier operation at the cost
of leés checks.
Data tzpe
(a) zero signal levels for channels 1 to 10.
(b) If 256 UP, nnb0 and hoS
(¢) Seismic data tapes.
Specimen date tape used for simulation
516 513 517 521 519 545 512 551 527 535
100 0

then simulated seismic data tape,
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Flow diagzram of pre ! i

Set initial values.

Read zero signal levels for channels 1 to 10,
Read keyboard and set control parameters.
Calculate array parameters

l
——P1A Read character

Y
if blank tape go to P1A, else go to P1B

-P1 Read first character
} | ¥

P1B Test new sample bit of presumed first character

l
L____if test fails, wait, then go to P1.

Y
Read second character

Advence counters by one semple (2 characters)
Extract channel identity bit

|
If keyboard 3 # 1024, put C.I. bit inteo C.I. shift register.

\
P8 Test C.I. bit

——P2 If C.I. all right, go to P3

Y
Y Try to re-establish channel identity

|
P3 Test whether near second marker

_ L
\LYES lNO
Extract time cede bit — If 4096 down go to P4

put into shift register , extract T.C.B.
and set MARKER equal to ) if '1', message and wait

registcer J

PL Start formiz‘:g sample

Y
If 2048 dowm, go to P7

l
Check system parity bit
I

Y

143



P7 Complete formaticn of sample in WORKSTORE

|
x = WORKSTORE - ZEROX (p)

¥
————— If 512 down, go to P9

|
7 Advance n(p), add sx(p) and sxx(p)

[
—— P9 AA (51 + m, ciring) = x

If second marker overdue, print warning and wait.

l
If MARKER # TRIG (i.e. not second MARKER), go to P1.

N

Second detected:-

l
Set detected second parameters (delci, lastci).

If second marker premature, print warning and wait.
|
If total character count equals second character count

(i.e. first second marker), go to P5.

Output second data, indicating whether perfect seceond.

\¢
r——-—If keyboard 4 = 512, go to P10.

Y Calculate and output n(p), mean (p), standard deviation (p).
———P10 If-key":oard 5 = 256, go to P5,
Y Wirite s|ecend dats on te film.,

—— wait !

Reset second parameters, counters and indicators.

Re-examine keybocard
|
Set end columns of storage array to zero.

Y
GO TO P1.
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a 1 lucas programme one ;

begin integer tcc,isc,seceri,ciring,cishift,cierr,tcbshift,
parrity,m,delci,lastci,perfect,char?,char2,mask,endbit,workstor,
pcheck, time, trig,marker,p, x, r,aal, zerx0,s8X0,8xXx0,n0,y,2Z,
keybd1,keybd2,keybd3,keybd4,keybd5, cokey1, cokey2, cokey3, cokey4,
cokeyS,nn0,nns,nnf;

real a,b;

integer array zerox,bb,sx,sxx,n[1:10];
array mean,deviation[1:101,aal51:153,1:10];

switch ss:=p1,pla,pib,p2,p3,p4,p5,p6,p7,r8,p9,p10;

procedure pﬁ?&ty(word,result); comment checks to see that
information in word has even parity, result=0 for even
parity and 1 for odd;

integer word,result;
begin integer n,store,count,mask;

storei=word;

count$=0;

for n:=0 step 1 until 6 do

begin mask:=1;
elliott(3,0,store,0,2,3,mask) ;
elliott(5,1,1,0,2,0,store) ;
count:=count+mask;

end;

magk:=1;
elliott(3,0,mask,0, 3,3,count) ;
resulti=count;

end of procedure parity;
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procedure pattern(word,n); comment prints least significnt n bits
of word as pattern of 1 and 0;

value n; integer word,n;
begin integer mask,m,storel,store2;
mask:=1;
for m:=n-1 step -1 until 0 do
begin store1l:=word;
elliott(3,0,storel,0,0,0,0); elliott(o,0,m,1,5,1,0);
elliott(0,3,mask,0,2,0,store2); elliott(0,0,store2,1,7,4,16);
end;
end of procedure pattern;

procedure channelerror;
begin print ££1?Channel Identity error, TCC =?,tcc,keybd3,
££1?CISHIFT register = ?3
pattern(cishift,20);
secerri=cierr:=1;
wait
end of channelerror;

sameline;
ondbit:=137438953471; comment =2%37-1;
time$=7340035; trig:=5242881;
tces=isci=secerri=ciringi=cishifti=cierr:=tchbshifti=mi=delci:=
lastecis=perfecti=0;
for p:=1 step 1 until 10 do
begin sx[pli=sxx[pl:=n[pl:=0;
read zerox{pl;
end;
wait;

keybd1:=4096; keybd2:=2048; keybd3:=1024; keybd4:=512; keybd5:=256;

elliott(0,6,0,0,7,0,0);
elliott(2,3,keybd1,0,2,3,keybd3) ;
elliott(2,3,keybd3,0,2,3,keybd4) ;
elliott(2,3,keybd5,0,0,0,0);
aa0¢=address(aa);

aa0=aa0-511;

zerx0: =address(zerox) ;
zerx0:=zerx0-1;

8x0 t=address(sx) ;

sx0 ¢ =8x0~-1;

sxx0:=address(s8xx) ;

8XX03:=8XX0~1;

n0 :=address(n) ;

n0:=n0-1;

if keybd5=256 then goto pla;

read nn0,nns;

wait;
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pla: elliott(0,6,0,0,7,1,0); elliott(2,0,char1,0,0,0,0);
if chari=0 then goto pla else goto pib;

p1: elliott(o0,6,0,0,7,1,0); elliott(2,0,char1,0,0,0,0);

plb: maskg=1;

elliott(3,0,char1,0,2,3,mask); comment mask=n,s, bit;

if mask#1 then

begin print ££1? New sample error, TCC =7,tcc+1;
secerri:=1;
wait;
goto p1l

end;

elliott(0,6,0,0,7,1,0); elliott(2,0,char2,0,0,0,0);
tcci=tcc+2;

isci=isc+3;

ciringt=ciring+1;

if ciring=11 then begin ciring:=1; m:=m+1 end;

if m=101 then m:=100;

mask:=2,

elliott(3,0,mask,0,0,3,char2);
elliott(5,1,1,0,2,0,mask); comment mask=ci bit;

if keybd3=1024 then goto p8;

elliott(3, O,cishift 0,0,3,endbit) ;
elliott(5,5,1,0,2,0,cishift); comment put ci bit in cishift;
cishift::cishift+mask;

p8:if ciring=2 then begin if mask=1 then goto p2 else
channelerror end;

p2: if cierr=0 then goto p3;
if mask#1 then begin print £21?CIERROR set,TCC =?,tcc;
goto p3
end;

print ££1?Channel now re-established, TCC =?,tcc,
££85?CIRING =?,ciring, £L1?CISHIFT = ?3

pattern{cishift,39);

cierr:=0;

ciringe=2;

p3: if isc=tcec or isc>1940 then goto p6;
if keybd1=4096 then goto p4,
masks =1;
elliott(3,0,mask,0,0,3,char2);
elliott(2,0,mask,0,0,0,0); comment mask=tc bit;
if mask=0 then goto p4;
print ££1?Time code error, TCC= ?,tcc;
wait;
goto p4;
p6: maski=1;
elliott(3,0,mask,0,0,3,char2);
elliott(2,0,mask,0,0,0,0); comment mask=tec bit;
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elliott(3,0,tcbshift,0,0,3,0ndbit); elliott(5,5,1,0,2,0,tcbshift);
tcbshifti=tcbshift+mask; comment put tec bit in tcbshift;
elliott(3,0,tcbshift,0,0,3,time);

elliott(2,0,marker,0,0,0,0);

p4: elliott(3,0,char1,0,5,1,1); elliott(2,0,char1,0,5,1,1);

elliott(5,5,5,0,2,0,workstor) ;

if keybd2=2048 then goto p7;
parity(char1,pcheck); parity(char2,parrity);
if pcheck+parrity=1 then
print ££1?System pa~rity error, TCC=?,tcc;

p7s elliott(3,0,char2,0,5,1,2); elliott(2,4,workstor,0,0,0,0);
ys=zerxO+ciring;
elliott(0,0,y,1,3,0,0);
elliott(2,0,2,0,0,0,0);

x3=workstoxr—z;

if keybd4=512 then goto p9;
ye=nO+ciring;
elliott(0,0,y,1,2,2,0);
ye=8x0+ciring;

elliott(0,0,y,1,3,0,0)
elliott(2,0,2,0,0,0,0)
Z3=2+X;
elliott(3,0,%,0,0,0,0)
elliott(0,0,y,1,2,0,0)
y¢=s8xx0+ciring ;
elliott(0,0,y,1,3,0,0
elliott(2,0,2,0,0,0,0
73 =SZAX*KX §
elliott(3,0,2,0,0,0,0)
elliott(0,0,y,1,2,0,0)
P93 as=x;
y2=10*(514m)+ciring+aa0d
elliott(3,0,a,0,0,0,0);
elliott(0,0,y,1,2,0,0);
if isc>2010 then
begin print ££1?No second marker, isc= ?,isc;
wait
end;

if markeritrig then goto p1;
bb[3]:=lastei;
delcit=ciring-lastci;
lastecit=ciring;
bb[5]s=delci;
if isc<1990 then
begin if tecc=isc then goto p5 else

begin print £21?Early second marker,ISC =?,isc;wait end
end;
E;Iht £2127Second marker foundf£1?TCB shift register = ?3
pattexn(tcbshift,39);
print £21?M =?,m,£CIRING =?,ciring,££s5?DELTA CI =?,delci,

££1?8econd error register =?,secerr,££1?Cl error register =7,

cierr,££1?TCC =?,tecc,281?I8C =?,isc;

we we

we we
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if secerr=0 and isec=2000 and delci=0 then
begxn print t ££1?7Perfect se second£13?7?;
perfect:=1‘
end
else begin print ££1? Not a perfect second£13??;
perfect:=0;
end;
bb[4].=perfect-
if keybd4=512 then goto p10;
print ££14s157n£s6?Meants4?Standard Deviation21??;
for ps=1 step 1 until 10 do
begln mean[pl:=sxipl/nlpl;
deviation[pl:=sqrt(sxx[pl/n[pl-mean[pl*meanipl);
print £€1?Channel?,digits(3),p,digits(4),nlp],
aligned(8,2),mean[pl,aligned(13,2),deviation[p];

end;

p10: bbl[2]:=tcbshift;

if keybd5=256 then goto p5;
nnf¢=nn0+75*nns;
print ££11??,nnf;
locate(nnf,2);
filmwrite(bb,2);
filmwrite(aa,2);
print blocknumber;
nns$=nns+1;

pS5: wait;

bb[ 11s=tcbshift;
isci=mi=secerri=markers:=tchbshifti=perfect:=0;

keybd1:=4096; Lkeybd2:=2048; keybd3:=1024; keybd4:=512;
elliott(0,6,0,0,7,0,0);
elliott(2,3,keybd1,0,2,3,keybd2);
elliott(2,3,keybd3,0,2,3,keybdd) ;
elliott(2,3,keybd5,0,0,0,0);
for p:=1 step 1 until 10 do
begin y:=510+p+aal;
elliott(0,0,y,1,2,6,0);
y2=1510+p+aa0;
elliott(0,0,y,1,2,6,0);
y:=1520+p+aal;
elliott(0,0,y,1,2,6,0);
y:=1530+p+aal;
elliott(0,0,y,1,2,6,0);
sx[pls=sxx[pls=nlpls=0;
end;
goto p1
end of programme ;
end for film package;
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APPENDIX 8

Programme 2 - velocity filtering

ose
Given (ENDN - STARTN + 1) seconds of data stored on film, carry out
velocity filtering calculations for mri(< 8) velocities for given channel
delay distances DD, given channel gains GG, and a given grouping of 5
RED channels and 5 ELUE channels, The computation interval is 10 nn0
milliseconds, and the result is written back on to film,
Control |
The following functions. are contrelled from the keyboard:-
4096 DOWN suppresses optional printing of each completed
ADD and MULTIPLf
2048 DOWN by-passes the velocity filtering calculation.
The second function is necessary if it is required to use programme

three to plot the channel imputs only.

Data tape
TNN STARTN ENDN nno
DD(1) - DD(10)
66(1) - Ga(10)

RED(1) ELUE(1) RED(2) BLUE(2) RED(3) ELUE(3) RED(4) BLUE(L)
RED(5) BLUE(5)

i
V(1) - VW(nvt).
Specimen data tape used for simulation
100 0 1 2
1500 1200 900 600 300 O -300 -600 -900 =-1200

1 11 1 1 1 1 1
1 2 3 & 5 6 7 8 9 10
6
4
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P10

Flow diagram of Programme 2

Read keyboard
' 4
Read THN, STARTN, ENDN, NNO

I

If keyboard 2 = 2048, go to P10
Y

Rezd DD(p)
|

Read GG(p)
Read Rlﬁn(j) and BLUE(j)

Read nv1

Y.
Inner block declarations

I
If keyboard 2 = 2048, set nvi to 1 and go te P8

Read tuning velocities

l
Set address constants

Y
Set end blocks of process array to zero

For each second to be processed, read arrsy AA from film,

multiply elements by GG(p), and re-write on to film.
|
Fer each tuning velocity
Y

For each second

v
Read contrel array BB from film
I
If keyboard 2 = 2048 then go to P7

Y

Read new AA and control array EB frem film
|

1% If first second or if DELCI #£ 0, calculate

6c(p), NP(p), MAX, MIN, To, T2

¥
— P7 If first velecity, print STARTINE
else check contimuity with previous second
|
If keyboard 2 = 2048, go to P9

A
If first secend, go to P3

|
from t = to te t = t2:-
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\'d + : :

complqte velocity filtering calculations
started at the end of the previous second,
and store result in ADDMUL,.
fromt:vt2+1 tot=t3-1 :
carry eut cemplete velocity filtering
caleculations, and store result in ADDMUL,
fromt:t;tot:t., :
store results of incemplete calculations
in DDDRED and DDDBLUE.
Store t: s to and velocity in EE.

|
Write ADDMUL on to film

P9 If first velocity, store programme parameters in EE
I
Re~write control array EE
Y
End of secend loop

Read keyboard I

f

— Bnd of velocity loop.

End of programme.
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A, Lucas Programme 2;

begin real ggg,ff,fff,xred,xblue,zzz,ddred,ddblue,redaa,blueaa

integer cokeyl,keybdl,keybd2,keybd3,
tanf, ttnnf, tnn,startn,endn,nn0,nvi,nvv,nvvv,
PsisJs¥sTs8,2,t,q,11,rr,mm,nn,tt, jj,kk,nb,max,
min,admul0,sectotal,ve,t0,t1,t2,t3,endtime,
inred,inblue,redcc,bluecc,rednnp,bluennp,aal,
nnp0, ccOyroedQ, blued,red00,blued0;

real array aal-50:251,1:10],dddred,dddbluel0:150],

addmul[1:2,-50:101],dd,ggl1:10];

integer array red,blue[1:5],nnp,bb,ccl1:10],e0[1:4,1:12];

switch sssi=p10;
procedure pattern(word,n); value n; integer word,n;
begin integer mask,m,storel,store2;

mask:=1;
for mi=n-1 step -1 until 0 do
begin storel:=word;
elliott(3,0,store1,0,0,0,0);
elliott(0,0,m,1,5,1,0);
elliott(0,3,mask,0,2,0,8tore2) ;
elliott(0,0,8tore2,1,7,4,16);

end;
end;
cokey1:=4096;
keyhd1:=4096;
keybd2:=2048;
keybd3:=1024;

wait;

elliott(0,6,0,0,7,0,0);
elliott(2,3,keybd1,0,2,3,keybd2) ;
elliott(2,3,keybd3,0,0,0,0);
read tnn,startn,endn,nn0;
sectotali=endn-startn+l;

if keybd2=2048 then goto p10;

wait;
for p:=1 step 1 until 10 do read ddpl];
wait;
for p:=1 step 1 until 10 do read gglpl;
wait;

for p:=1 step 1 until 5 do read red[pl,bluelp];
wait; __

read nvi;

11:=100/nn0;
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if 11*nn0#100 then begin print££14?nn0 invalid?;
wait;
end;
p10: begin real array vv[iinvil;
witch ss:=p1,p2,p3,p4,p5,p6,p7,p8,p9;
procedure sum;
begin ddred:=ddblue:=0;
tt:=t*nno+51;
for p:=1 step 1 until 5 do
begin y:=p+redo;
elliott(0,0,y,1,3,0,0);
elliott(2,0,inred,0,0,0,0);
y:=p+blue0;
elliott(0,0,y,1,3,0,0);
elliott(2,0,inblue,0,0,0,0);
y:=nnpO+inred;
elliott(0,0,y,1,3,0,0);
elliott(2,0,rednnp,0,0,0,0);
yi=nnpO+inblue;
elliott(0,0,y,1,3,0,0);
elliott(2,0,bluennp,0,0,0,0);
ys=checki (10* (rednnp+tt)+inred+aao) ;
elliott(0,0,y,1,3,0,0);
elliott(2,0,redaa,0,0,0,0);
y3=checki (10*(bluennp+tt)+inblue+aal) ;
elliott(0,0,y,1,3,0,0);
elliott(2,0,blueaa,0,0,0,0);
ddred:=ddred+checkr(redaa) ;
ddblue:=ddblue+checkr(blueaa);
end;

end;

procedure add and multiply;

begin y:=jj+t;
f£f:=ddred+ddblue;
elliott(3,0,f£f,0,0,0,0);
elliott(0,0,y,1,2,0,0);
ff:=ddred*ddblue;
ffi=sqrt(abs(£f))*sign(£ff);

if keybd1=0 then print ££11??,ve,nb,t,fff,ff;

yi=kk+t;
elliott(3,0,££,0,0,0,0);
elliott(0,0,y,1,2,0,0);

end;

sameline; digits(4); freepoint(4);
if keybd2=2048 then begin nvi:=1;

goto p8;
end;
for p:=1 step 1 until nv1 do read vvip];

aa0:=address(aa)+499;
aa0t=checki (aa0);
nnp0:=address(nnp)-1;
ccOt=address(cc) -1;
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admulOs=address(addmul)-102;
JJs=152+admulo;
kk? =304+adnul0;
red0:=address(red)-1;
blue(Q:=address(blue)-1;
redo0:=address(dddred) ;
blueooz-address(dddblue),
for i$=-500 step 10 until 500 do
begin for j:=1 step 1 until 10 do
be§1n yi=i+j+aal;
elliott(0,0,y,1,2,6,0);

end;
end;
for i:=1510 step 10 until 2510 do
begin for j:=1 step 1 until 10 do
begxn yi=i+j+aal;
elliott(0,0,y,1,2,6,0);

end;
end;
tnnf:=tnn+75*startn+1;
for i:=1 step 1 until sectotal do begin
locate(tnnf,2);
r:=1011;
for p:=1 step 1 until 16 do
begin inblock(aa,r,3);
r:=r+64;

end;
for p:=1 step 1 until 10 do
begin ggg:=gglpl;
for q:=510 step 10 until 1520 do
begin y:=q+p+aal;
elliott(0,0,y,1,3,0,0);
elliott(2,0,222,0,0,0,0);
2223 =ZZZ¥*EEE 3
elliott(3,0,222,0,0,0,0);
elliott(0,0,y,1,2,0,0);

end;
end;
-1011'
for p:=1 step 1 until 16 do
begin outblock(aa,r,2) ;
ri=r+64;

end;
print ££12? blocknumber?,blocknumber ;
tnnfi=tnnf+75;
end;

p8: for ve:=1 step 1 until nv1 do begin
tnnfi=tnn+75*startn-75;
for nb:=1 step 1 until sectotal do begin
tnnf:—tnnf+75'
locate(tnnf,2);
filmread(bb,z);
if keybd2=2048 then goto p7;
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ttnnfi=tnnf+17;
locate(ttnnf,2);
re=1011;
for p=-1 step 1 until 16 do
begin inblock(aa,r,2) ;
ri=xr+64;

end;
ttnnfi=tnnf+73;
locate(ttnnf,2);
filmread(ee,2);
if keybd1=0 then print ££171?testee?,blocknumber;

if nb=1 or bb[51%0 then begin
1f bb[3]=10 then s:=1 else s:=bb[3]+1;
225 p:=1 step 1 until 10 do
if s>p then cc[p] =1 else celpl:=
maxi=mins:=
for ji=1 st;p 1 until 10 do
'begin rr:=entier(0, 1*(dd[j]/vv[vc] -18+8-3));
if rr-cc[jl>max then maxs=rr-ccljl;
if rr-celjl<min then ming=rr-ccl[jl;
nnpl jls=rr;

end;
Erint££11?max?,max,£m1n? min;
if max>45 or min<-45 then
begin print £213? d delay overflow?;
wait;
end;
to'-entier((—max-1)/nn0)+1‘
t2:=entier ((-min)/nno) ;
end of compound statement;
checks (£t set?);
p7: if ve=1 then begin if nb=1 then begin print ££12?starttime?;
pattern(bb[1]1,23);
end
else if endtime+bb[1lthen
begin print ££13?time continuity error £s4?endtime?;
pattern(endtime,23) ;
wait;
end;
end of statement°
1f keybd2=2048 then goto p9;
t1: t2+11-
t3:=t0+11;
mmng=11+red00;
nn._11+b1ueoo,
if nb=1 then o p3;
checks(Estage 1?
for ti=to step 1 until t2 do
begin sum;
yi=mm+t;
elliott(0,0,5,1,3,0,0);
elliott(2,0,xred,0,0,0,0);
yi=nn+t;
elliott(0,0,y,7,3,0,0);
elliott(2,0,xblue,0,0,0,0);
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ddred:=ddred+checkr(xred) ;
ddblue:=ddblue+checkr(xblue) ;
add and multiply;
end;
p3:  for t:=t2+1 step 1 until t3-1 do
begin sum;
add and multiply;

end;
checks(£stage 2 complete ?);

for t:=t3 step 1 until t1 do

begin sum;
y:=red00+t;
elliott(3,0,ddred, 0,0,
elliott(0,0,y,1,2,0,0)
ys=blue00+t ;
elliott(3,0,ddblue,0,0,0,0);
elliott(0,0,y,1,2,0,0);

0,0);
3

end ;
checks(2stage 3 complete ?);

eel[1,vels=to;
ee[2,ve]t=t2;
ee[3,velt=vvive]l*1000;
ttnnfe:=tnnf+ve*5+28;
locate(ttnnf,2);
£ilmwrite (addmul, 2) ;
if keybd1=0 then print £test 47?,blocknumber;
p9: if ve=1 then begin
endtime:=bb[2];
ee[4, 1]:=nb-1;
ee[4,2]:=bb[1];
ee[4,3]):=bb[2];
checks(£vec one ?);
ee[4,4]:=bb[4];
ee[4,5]1:=nv1;
ee[4,6]:=nno0;
ee[d,7]:=11;
ee[4,8]:=tnn;
ee[4,9]s=startn;
eel[4,10]:=endn;
ee[4,11]:=bb[3]; end;
ttnnfi=tnnf+73;
locate(ttnnf,2);
filmwrite(ee,2);
print £€£12?ee blocknumber?, blocknumber ;
checks(fend of nb loop?);
end of nb loop;
elliott(0,6,0,0,7,0,0);
elliott(0,3,cokey1,0,2,0,keybd1);
checks(f£end of ve loop?);

end of vc loop;
end of inner blockj;
end of programme ;
end for film;
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APPENDIX 9

Programme 3 - h plotter output

ose
The function of the programme is to produce digital plotter output
of the input signals, sum functions and/or cross-correlation functions
for the precessed data stered on £ilm in second blecks starting at
(TNN + 75. NSTART), The last second block starts at bleck (TNN + 75. NEND),
One second corresponds to OURSTEP inches of the x -~ axis of the graph. The
parameters GAINADD and GAINMULT for each velocity and GAINCHANNEL for each
of the ten channels are used to scale the plotter output.
Confrol
The follewing contrel is exercised by the keyboard.
4096 DOWN to suppress plot of ADD function
2048 DOWN +to suppress plot of MULTIPLY function
102l DOWN +to suppress plet of CHANNEL INPUT functions
Precompiled package
Precompiled packages have a limited size and a special precompiled
unit containing the standard grgph plotter package and as many procedures
as possible from the film package has te be used. The remaining film
Procedures are included in the programme and are translated after the
programme declarations.
Qutput
This early version of the graph plotter package gives 5 hole plotter
output on channel one. The programme is written to give all other output
on channel three (eight hole).
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Scaling
The internal scaling (for unity gain parameters) is such that
for ADD, * 6,000 gives £ 0.4 inches,
for MULTIPLY % 3,000 gives ¥ 0.4 inches,
and for CHANNEL INPUTS I 600 gives = 0.6 inches,
Diming
It tekes an hour and a quarter to preduce the paper tape required

to plot figures 28, 29 and 30.

Date tape
TNN NSTART NEND OURSTEP
if 4096 UP GAINADD(1) GAINADD(2) eessseess GAINADD(nvi)
if 2048.UP GATNMULT(4)  GAINMULT(2) +eoseeo GATNMULT(nvi)
if 1024 UP CHANNEL GAIN(4) CHANNEL GAIN(2) ... CHANNEL GAIN(10).

Specimen data tape used for simulation (figures 28, 29, 30).

100 0 1 2

1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
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p—— ]

Flow disgram of programme 2

Read TNN, NSTART, NEND, OURSTEP.

Read EE of first second from film and read velocity filtering
parameters

Inner b1|ock declarations

Set valuis of tg, ty, for each velocity VV,

Read key?laoard

Print STARTTIME, VV(p)

|
If keyboard 1 = 4096 then go to P1

f

Set counters to initial values depending on whether first
second to be plotted was the first second to be
velocity-filtered or not.

Y
Read GAINADD for each velocity.

Punch tape for ADD graph frame,
For each second
For each velocity
Read ADDMUL from film
Plot function ADD on graph, going
alternately from left to right and from

right to left for successive velocities.

¢
End for each velocity

If first second, reset initial values.

——EBEnd for each second

If keyboard 2 = 2048 go to P2

Set counters to initial values.

l
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S———

p-—-——-—PZ

P3

Read GAINMULT for each velocity.

Punch tape for MULTIIFPLY graph frame
For each second
For each velocity
Read ADDMUL from film,

|
\ Plot function MULTIPLY (as above for ADD).

Y
L End for each velocity
Y

If first second, reset inmitial values.

———— BEnd for each second.

Ir kiyboard 3 = 1024 go to P3
RealeAINCHANNm for channels 1 to 10,
Punclt tape for CHANNEL INPUT graph frame.
For each second

Re\t.d. AA from film

Fo\t' each of ten channels

Plot input signal available in second block

. L____End for each second

Read EE for last second
Y
Print ENDTIME and check contimuity of last second

with the first second

Y
WATT

go to Pl
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A,L,Lucas, Programme 3 - Graph plotter output;

begin real x,y,step,ourstep?tend,xx,interval,zeroy,gain,signal;
integer x0,y0,n,scale,nn,nnn,p,qq, tnn,nstart,nend, tnnf,
starttime,nvliyann0,11,0ldtnn,startn,endn,q,pp,cokeyl,
cokey2,cokey3,cokeyd,keybdl, keybd2,keybd3, keybd4,xx0,
WW,8,t,Tyvy,add0,multO,u,z, jyaa0,lasteci, first,endtime;
roal array b,a[1:101],gainchannel[1310],2a[51:153,1210];
integer array ee[1:4,1:12],aaa[1:10];
switch sssssi=p4;
procedure pattern(word,n); value n; integer word,;n;
begin integer mask,m,storel,store2;
mask3=1;
for m3=n-1 step -1 until O do
begin storeli=word;
) elliott(3,0,store1,0,0,0,0);
elliott(0,0,m,1,5,1,0);
elliott(0,3,mask, 0,2,0,8tore2);
elliott(0,0,store2,1,7,4,4112);
end;
end;

INSERT REMAINING FILM PROCEDURES

punch(3) ;sameline;
p4: read tnn,nstart;nend,ourstep;
nngz=nend-nstart+l;
tanfi=tnn+75*nstart+73;
locate(tnnf,2);
filmread(ee,2) ; print £211? blocknumber?, blocknumber;
starttimet=ee[4,2];
nvlg=eel4,5]1;
nn0s=ee[4,6];
11:=0e[4,7];
oldtnns=eel4,8];
startni=ee[4,9];
endnt=ee[4,10];
iﬁ oldtnn¥ tnn then
begin print £213? tnn error?, tnn,oldtnn;
wait;
end;
if endn<nend then
begin print £213? future time continuity error £11??, endnynend;
wait;

[-%

end;
begin real array vvl[linvi],addmul[132,-50:8101],
gainadd,gainmult[1snvl];
integer array tt0,tt2,tt5,ttt[1tnvl];
switch ssi=pl,p2,p3;
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procedure framel (nn,ourstep,nnn,x0);
real ourstep; integer nn,nnn,x0;
begin switch sss3=pll,pl2;
origin(x0-penx/200,-peny/200);
xaxis (2, ,1,0urstep,nn);
tend$=2+ourstep*nn;
xxi=tend+l;
writex(xx,0,1,5,28econds?) ; ,
for pp3=1 step 1 until 10 do Egﬁ%g.a[pp]:ztend;
blpplt=-,54pp;
end;
plot(a,b,1o,1o,£+?)
xx2=tend+0,4; qqi=1;
plas writex(xx,9.4,5,£10?);
writex(xx,8,4,5,297?);
writex(xx,7.4,5,88?);
writex(xx,6,4,5,27?);
writex(xx,5,4,5,86?);
writex(xx,4,4,5,25?);
writex(xx,3.4,5,247);
writex(xx,2,4,5,23?);
writex(xx,1.,4,5,227?);
writex(xx,0,4,5,21?);
if qq=0 then goto pl1;
stepi=-ourstep;
xaxis(tend,9,9,8tep,nn);
qq:=0; xx3=1,5;
goto pl12;
pll: for pp:=1 step 1 until 10 do alppli=2;
plot(a.b.1o,1o £42);
if nnn=0 then
begin writex(-1,7,6,2 sum(t)?);
writex(~1,6,5,6,2 for?);
writex(~1,6,6,2different?);
writex(-1,5,5,6,2 tuning?);
writex(~1,5,6,8velocities?);
end;
if nnn=1 then
begin writex(~2,7,6,¢ cross?) ;
writex(-2,6,5,6,2 correlation?);
writex(-z,e,a.etime funetion?);
writex(-2,5,5,6,2for different?);
writex(-2,5,6,2 tuning?);
writex(-2,4,5,6,2 velocities?);
if nnn_z then
begin wr1tex(-1,7,6,£channel?);
writex(-1,6,6,2 input?);
writex(-1,5,6,£signals?);
end;
end of procedure;
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for p3=1 step 1 unt;l nvl do

begin ttO[pls=ee[l,pl;
tt2lpls=eel2,p];
vvlplt=ee[3,p]/1000;

end;

keybdl:=4096; keybd2:=2048;

keyhd33=1024; keybd4:=512;

penxi=peny$=0;

wait;

elliott(0,6,0,0,7,0,0);

elliott(2,3,keybd1,0,2,3,keybd2);

elliott(2,3,keybd3,0,2,3,keybd4d) ;

print££13? starttime?; pattern(starttime,23);
for p:=1 step 1 until nvl do print 2211?2?,vvipl;
x0:=3; tends=0;
lastcit-ee[4,11];
if lastci=10 then firsti=l else firsti=lastci+l;
for pt=1 step 1 until 10 do
if p<first then aaalpl:=10 else aaa[pl:=0;
intervali=ourstep/1l;
for p:=1 step 1 until nvl do tt5[p]s=ttOlpl+ll-1;
if keybd1=4096 then goto pl;
if nstart=startn then for ps=1 step 1 until nvl do ttt[pl:=tt2[p)
+1
else for p:=1 step 1 until nvl do ttt[pl:=0;
add0s=address (addmul)+50;
for p:=1 step 1 until nvl do
begin read gainadd[p];
- gainadd[p]ls=gainadd[pl*2,,~4/3;
end;
framel (nn,ourstep,0,x0) ;
for qi=1 step 1 until nn do
begin xx0:=2-ourstep+q*ourstep;
tonfi=tnn+75*(nstart-1+q)+33;
locate(tnnf,2);
wwi=+1;
for p:=1 step 1 until nvl do
begin gaing=gainadd[pl; r:=tttlpl;
zeroyi=-5+p; vi=tt5[pl;
588=1;
filmread (addmul,2);
if ww=+1 then
—— r———
M&tzzrste 1 until v do
begin a[s]t=t*interval+xx0;
z3=t+add0;
elliott(0,0,2,1,3,0,0);
elliott(2,0,8ignal,0,0,0,0);
b[slt=signal*gain+zeroy;
sg=8+1;
end;
83=8-1;
plot(a,b,s8,1,2,?);

]
<]
a

l

167



if ww=-1 then
begin for t:=v step -1 until r do
begin a[s]:=t*interval+xx0;
z$=t+addO;
elliott(0,0,2,1,3,0,0);
elliott(2,0,signal,0,0,0,0);
bis]s=signal*gain+zeroy;

83=s+l;

end;

8i=8~1;

plot(a,b,s,1,2+?);
end;
wwW=~1%ww;
end;
if q=1 then for j:=1 step 1 until nvl do ttt[jls=ttO[j];
end ;

pl: if keybd2=2048 then goto p2;
if nstart=startn then for p:=1 step 1 until nvl do
tttipls=tt2[pl+l
else for pt=1 step 1 until nvl do ttt[pl:=0;
multO:=address (addmul)+202;
for p:=1 step 1 until nvl do
begin read gainmult[pl;
gainmult{p]:=gainmult[pl*4,-4/3;
end;
x0s=tend+8;
framel(nn,ourstep,1,x0);
foxr q:=1 step 1 until nn do
begin xx0:=2-ourstep+q*ourstep;
tnnfi=tnn+75* (nstart-14q)+33;
locate(tnn£,2);
wwg=+1;
for pt=1 step 1 until nvl do
begin gaint=gainmult{pl; r:=ttt(pl;
zeroyt=-,5+p; vi=tt5[p]l;
s3=1; filmread (addmul,2);
if ww=+1 then
begin for t:=r step 1 until v do
begin a[s]z-t*interva1+xx0°
zi=t4+mulito;
elliott(0,0,z,1,3,0,0);
elliott(2,0,signal,0,0,0,0);
b[s]¢=signal*gain+zeroy;

82=8+1;
end ;
83=8-1;

plot(a,b,s,1,2,7);
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i; ww=-1 then

begin for ti=v step -1 until r do
begin a[s]s=t*interval+xx0;
Z$=t+multO;
elliott(0,0,2,1,3,0,0);
elliott(2,0,8ignal,0,0,0,0);
b[8]s=signal*gain+zeroy;

83=8+41
end;
8s=s8~-1;
plot(a,b,8,1,8+?);
end;
ww:*ww*(—l)'
end;
if q=1 then for js=1 step 1 until nvl do ttt[jl:=ttO[j];
end;

p2: if keybd3=1024 then goto p3;

aa0s=address(aa)-1;

intervalg=ourstep/1000;

for p:=1 step 1 until 10 do

begin read gainchannel[p]
gainchannel[p]:=gainchannel[p]*1w-3;

end;

x0s=tend+8;

framel{nn,ourstep,2,x0);

for qz=1 step 1 until nn do

begin xx03=2-ourstep+q*ourstep;

tnnfs=tnn+75*(nstart-14q)+1;

locate(tnnf,2);

filmread(aa,2);

wwiz=+1;

for ps=1 step 1 until 10 do

begin gain:_gainchannel[p],
zeroys=-0,5+p;

8:=1;

rt=aaal[p]l;

if ww=41 then

begin for t:=0 step 10 until 990 do

begin al[s]t=(23-first+r+p+t)*interval +xx0;
z3=aa0+r+t+p;
elliott(0,0,2,1,3,0,0);
elliott(2,0,8ignal, 0, 0,0,0);
b[s]s=signal*gain+zeroy;
83=8+1;

end;

S3=8~1;

plot(a,b,8,1,2,7);
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if ww=-

end;

1 then
begin for t:=990 step -10 until 0 do
begin als]:=(23-first+r+p+t)*interval+xx0;

z3=aal+r+t+p;
elliott(0,0,2,1,3,0,0);
elliott(2,0,8ignal,0,0,0,0);
bl[s]:=signal*gain+zeroy;
s3=8+1;

end;

83=8~1;

plot(a,b,s8,1,2+?);

wwizwwk(-1);

end;
end;
P32

tanfi=tnn+75%*nend+73;

locate(tnnf,2);

filmread(ee,2);

print£€11?blocknumber?, blocknumber;

endtimes=eel4,3];

print £213? endtime?;
pattern(endtime,23);
if lastcitee[4,11]then print ££13? lastci not continuous?;
print £end of run?;
wait;

goto p4;
end of inner block;
end of programme;
end for precompiled package;

end also for precompiled package which contains both

plotter and film packages;

170



AFPENDIX 40

Miniature frame and zﬁiniatgg graph plotter output programmes

ose

The object of these programmes is to produce a quicker plotter
output of the MULTIPLY functions only in the form shown in figure 3i.
The routine 'frame' function is separated from the graph plet function,
which is a degenerate form of programme 3., The extent to which the
size of the graph may be reduced is limited by the plotter increments

of 0,005 inches,

MINIATURE FRAME PROGRAMME
This programme uses the final form of the graph plotter package
DP301, in which the plotter output is on channel 2 (5 hole).
XSTEP is the x distance in inches per second,
YSTEP is the y distance in inches per plot,
(XZERO, YZERO) is the origin of the graph in inches,
and NN is the number of seconds.

Data tape
XSTEP YSTEP XZERO YZERO NN

Specimen data tape (frame of figure 31)

0.5 0425 0 0 2

MINIATURE GRAPH PLOTTER OUTPUT
This is a degenerate form of programme three giving the cross-correlation
functions only. Consequently, the arrangements of the precompiled input

packages and of the output channels are the same as programme 3.
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Data tape

TNN NSTART NEND
OURSTEP YSTEP XZERO YZERO

GAINMULT(4)  GAINMULT(2) .oeeee GATNMULT(nv4)

Specimen data tape (figure 31)

100 0 1
0.5 0.25 0 0
1 1 1 1 1 1
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miniature frame a,lucas;

begin real xstep,ystep,xXzero,tend, yzerozxend, ytop;
integer nn,p;
array a,b[1:10];
read xstep,ystep,xzero,yzero,nn;
origin{xzero,yzero) ;
xaxis (0,0,xstepynn);

tends=xstep*nn;
for p:=1 step 1 until 10 do begin a[pls=tend;

blpls=p*ystep;
end;
plot(a,b,1,10,5,8+?);
ytops=11*ystep;
xaxis (tend, ytop,~-xstep,nn) ;
for p3=1 step 1 until 10 do begin alp]l:=0;
blpls=(11-p)*ystep;
end;
plotay,b,1,10,5,84?);
al1Js=b[1]2=0;
plot(a,b,1,1,1,2,?);
end;
end;
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A,L.,Lucas, miniature graph plotter o,p, oross correlation;

begin real x,y,step,ourstep,tend,xx,interval,ystep,xzero,yzero,
zeroy,gain,signal;
integer x0,y0,n,scale,nn,nnn,p,qq,tnn,nstart,nend, tnnf,
a0, b0, starttime,nvi,nn0,11,0ldtnn,startn,endn,q,pp,cokeyl,
cokey2, cokey3, cokeyd,keybdl,keybd2,keybd3, ke ybd4,xx0,
WW,8,t,7,v,2dd0,mult0,u,z, j,a00,1lasteci, first,endtime;
real array b,a[1:101],gainchannel[1:10],aa[513153,1:10];
integer array ee[1:4,1:12],aaa[1:10];
switch ssssst=p4;
procedure pattern(word,n); value n; integer word,n;
begin integer mask,m,storel,store2;
masks=1;
for mt=n-1 step -1 until O do
begin storel:=word;
elliott(3,0,storel,0,0,0,0);
elliott(o,0,m,1,5,1,0);
elliott(0,3,mask,0,2,0,store2);
elliott(0,0,store2,1,7,4,4112);

end ;
end;

INSERT REMAINING FILM PROCEDURES
punch(3) ;sameline;

p4: read tnn,nstart,nend,ourstep,ystep,xzero,yzero;
nn$=nend-nstart+l;
tnnft=tnn+75*nstart+73;
locate(tnnf,2);
filmread(ee,2); print ££11? blocknumber?, blocknumber;
starttimest=ee[4,2];
nvlg=ee[4,5];
nnOs=ee[4,6];
11s=ee[4,7];
oldtnns=eeo[4,8];
startn:=eel4,9];
endns=ee[4,10];
if oldtnn{ tnn then
begin print 2213? tnn error?, tnn,oldtnn;
wait;
snd;
if endn<nend then
begin print £213? future time continuity error £11??, endn,nend;
wait;

(]
[}

ng;

i

eal array vv(linvi],addmul[1:2,-50:101],
gainadd,gainmult{isnvi];

integer array tt0,tt2,tt5,ttt[1ltnvl];
switch ss:=pl,p2,p3;

g
=}
L]
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for p:=1 step 1 until nvl do

begin ttO[pls=eel1,p];
tt2[pls=eel2,p];
vvipls=ee[3,p]/1000;

end;

keybd1:=4096; keybd2:=2048;

keybd3:=1024; keybd4:=512;

penxg=peny2=0;

wait;

elliott(0,6,0,0,7,0,0);

elliott(2,3,keybdl,0,2,3,keybd2);

elliott(2,3,keybd3,0,2,3,keybd4) ;

print2213? starttime?; pattern(starttime,23);
for ps=1 step 1 until nvl do print £211??,vv[pl;
x02=3; tend:=0;

lastcis=ee[4,11];
if lasteci=10 then first:=1 else firsti=lastci+l;
for p:=1 step 1 until 10 do
if p<first then aaal[p]:=10 else aaa[p]:=0;
intervals=ourstep/11;
for p:=1 step 1 until nvl do tt5[pls=tto[pl+11-1;

if nstart=startn then for p:=l step 1 until nvl do
tttpls=tt2{pl+1l

else for pizl step 1 until nvl do ttt[pl:=0;

multO:_address(addmu1)+202-

foxr p:=1 step 1 until nvl do

begin read gainmultlpl; .
gainmult[pl:=gainmult[pl*ystep/2500;

end;

origin(xzero, yzero);
a03=address(a)-1;
b0s=address(b)-1;
for q3=1 step 1 until nn do begin
tnnfi=tnn+75* (nstart-1+q)+33;
locate(tnnf,2); wwiz+l;
for ps=1 step 1 until nvl do begin
gaint=gainmult[p]; s3=1;
filmread(addmul, 2);
origin(-penx/200, ystep-peny/200) ;
if ww=+1 then begin r:=tttlpl; vi:=ttS[pl; end
else begin ri=tt5[pl; vi=tttlpl; end;
for ti=r step ww until v do begin
signalg=t*interval;
zs=a0+8;
elliott(3,0,8ignal, 0,0,0,0) ;~
elliott(0,0,2z,1,2,0,0);
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z$=t+multO;

elliott(0,0,2,1,3,0,0);

elliott(2,0,signal, 0,0,0,0);

signal¢=signal*gain;

z3=b0+s;

elliott(3,0,8ignal,0,0,0,0);

elliott(0,0,2,1,2,0,0);

88=8+1;

end;

sg=s~1;

plot{a,b,8,1,2,?);

wwizww*(-1);

end;

signals=nvlk*ystep;

origin(ourstep-penx/200,-signal-peny/200) ;
if q=1 then for js=1 step 1 until nvl do ttt[jl:=ttO[j];
~ end; a[l]lt=-nn*ourstep; b[1]:=0;

plot(a,b,1,1,£,?);

tnnf=tnn+75*nend+73;
locate(tnnf,2);
filmread(ee,2);
print£211?blocknumber?,blocknumber;
endtimes=ee[4,3];
print £€13? endtime?;
pattern(endtime,23);
if lastcikee[4,11]then print £€13? lastci not continuous?;
print fend of run?;
wait;
goto p4;
end of inner block;
end of programme;
end for precompiled package;
end also for precompiled package which eontains both
plotter and film packages;

176



APPENDIX 11

Maximum Correlation Prozr

ose

This programme examines the results of the velocity filtering
calculation on the film and, at each computation point, picks out
the velocity with the maximum velue of the MULTIPLY function, and
prints ocut the number of the velocity and the corresponding value
of the MULTIPLY function.

The results for the simulated data are shown in figure 32. These
results, which have been fully checked, indicate the difficulty of

using this type of programme for interpretation.

Data tape
TNN NSTART NEND
Specimen data tape for simulsted data (figure 32)
100 0 1
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maximum correlation programme A,Lucas;

begin real vv,element,mulmax;
integer tnn,nstart,nend, tnnf,starttime,nvl,11,tsec,endn,0ldtnn,
startn,p,q, t,maxstart,ttt,tttt,ttnnf,low,high,z,y,pp,mull,
crossO,mint3,minend, seccount, tt0, pmax;
array addmul[1:2,-503101],cross[1:8,-50:101];
integer array ee[134,1:12],tt,t0,t2,t3,count[118];

procedure pattern(word,n); value n; integer word,n;

begin integer mask,m,storel,store2;
masks=1;
for m¢=n-1 step ~1 until O do
begin storels=word;
elliott(3,0,store1,0,0,0,0);
elliott(0,0,m,1,5,1,0);
elliott(0,3,mask,0,2,0,store2);
elliott(0,0,store2,1,7,4,16);
end;

end;

sameline; aligned(2,2);
read tnn,nstart,nend;
mulO:=address(addmul)+202 ;cross0s=address(cross)-102;
tnnf3=tnn+756%*nstart+73; ttOs=address(tt)-1;
locate (tnnf,2) ;filmread(ee,2) ;tnnf=tnn+75*nsatart;
starttimes=ee[4,2];
nvlis=ee[4,8];113=ee[4,7]; startns=eel4,9];
oldtnng=ee[4,8]; endns=ee[4,10];
if tnnioldtnn then begin print £212?tnn error?;
wait; end;
if nstart<startn or nend>endn
" then begin print ££12? processing time discontinuity?;
waitjend;

maxstart:=-80;mint3:=100;
print £€12?velocities?;

checks(2enter p loop?);

for p:=1 step 1 until nvl do begin
t0[pls=eell,p]l; t2[p] ee[z,p],
vvi=ee[3,p]/1000; print 2211??,vv;
t3[ple=t0o{pl+11;
if nstart>startn then begin
if tO[p])maxstart then maxstart:=tO[pl; end
else . if t2[pI>maxstart-1 then maxstart:-tZ[p]+1;
if t3[pl<mint3 then mint3:=t3[p];
ttnnfi=tnnf4+28+5%p;
locate(ttnnf,2); filmread(addmul,2);
highs=t3[pl-1;pps=p*152+cross0;
count[pls=0;
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for ttti=maxstart step 1 until high do begin

zi=ttt+mulO; ys=pp+ttt;
elliott(0,0,z,1,3,0,0);
elliott(0,0,y,1,2,0,0); end;

end of p loop;

checks(2exit p loop?);

minendt:=(nend-nstart)*1l+checki(mint3)-1;

tsecs=checki (maxstart) ; seccount:=0;

print ££12?7?;
aligned(4,0);

for pt=1 step 1 until nvl do tt[pl:=maxstart;
digits(2);
for ti=maxstart step 1 until minend do begin

if tsec=11l then begin
tsect=0; seccounts=checki(seccount)+1;
ttnnfi=tnnf+75%seccount+73;
locate (ttnnf,2) ;filmread(ee,2);
print £212?7second marker?; pattern(ee[4,2],23);
end;
for p:=1 step 1 until nvl do begin
if tt{p]>t3[p] then begin
count[pls=checki{count[pl)+1;
ttiple=tO[pl;
ttnnfi=tnnf+75%count{pl+28+5*checki (p);
locate (ttnnf,2) ; filmread (addmul,2);
lows=tO[p];highs=t3[pl-1;ppe=p*152+cross0;
for tttizlow step 1 until high do begin
zi=ttt+mulO;ys=pp+ttt;
elliott(0,0,2,1,3,0,0);
elliott(0,0,y,1,2,0,0); end;
end;
tttts=ttlp]l;
z3=p*182+tttt+crossl;
elliott(0,0,2,1,3,0,0);
elliott(2,0,element,0,0,0,0);
if p#l then begin if elementd>mulmax then begin
mulmaxs=element ;pmaxs=p;end;end
else begin pmaxi=1;mulmaxs=element;end;
ttlple=tttt+l;
end of p loop;
print pmax,mulmax;
if tsec=5%entier(tsec/5) then print ££11??;
tsecs=tsec+l;
end;end;end;
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APPENDIX 12

Progrsmme L4 - dats tape simulation

ose

The object of this programme is to simulate NBO seconds of seismic
array paper tape corresponding to a square pulse crossing the array
each second. There is no system parity generater in the pregramme,
so that if a full simulation is required, it is necessary to select
both signal levels of all ch;nnels except number two to have an even
number of '1' in the ten A.,D.C. bits, and to select both levels of
channel two to have an odd number of '{1'. Alternatively, the parity
check in programme I ceuld be suppressed.
Notation

8A(p), BB(p), (P =1, 2, ceees 10), are the two signal levels
of channel p, and DD(p) is the delay distance of chamnnel p in metres.
V is the assumed velocity of the pulse in km/sec.
CITO is the channel of the first sample of the second.
TSTART is the starting time, in milliseconds, referred to the

array reference point of the pulse with signal levels BB(p).

TEND is the end time, in milliseconds, referred to the array reference

point of the abeve pulse,

Data tape
AA(4) EB(1)
AA(2) BB(2)
44(10) BB(10)

DD(4) DD(2) DD(3) DD(L) DD(5) sseecceccssccccosessss DD(10)

v CITO TSTART TEND NBO
118 0



Specimen data tape used for simulation

513
516
528
510
526

1500

960
963
972
1008

990

1200 900

-300 =600

2 75

512
520
Sldy
550
53k

600 300

-900 ~1200

525
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A,L,Lucas Programme 4 Data tape simulation;
begin integer array aa,bb,ttstart,ttend,dd,fca,fcb,sca,scb[1:10];

p3s

integer coll,col2,wordl,word2,word3,charl,p,char2,v,t,cit0,
tetart,tend,nb0,ciring,nb,cibit, tebit,parity;

switch sst=pl,p2,p3;

c0l1:=992;

col2:=31; ’

for p:=1 step 1 until 10 do read aa[pl,bblp];

for pi=1 step 1 10 do read ddipl;

wait;

read v,cit0O,tstart,tend nb0;

foxr p3=1 step 1 until 10 do
begin ttstart[p]l:=entier(tstart+dd[pl/v+0,5);

ttend[plt=entier(tend+dd[p]/v+0,5);

end;
for p:=1 step 1 until 10 do
begin wordl:=aa[p];
elliott(0,6,0,0,3,0,wordl);
elliott(0,3,c011,0,5,1,3);
elliott(2,0,word3,0,0,0,0);
fcal[plt=word3+1;
word2:=bb[p];
elliott (0,6, 0,0,3,0,vord2) ;
elliott(0,3,c011,0,5,1,3);
elliott(2,0,word3,0,0,0,0);
feblpls=word3+1;
elliott(0,6,0,0,3,0,wordl);
elliott(0,3,c012,0,5,5,2);
elliott(2,0,word3,0,0,0,0);
scalp]i=word3;
elliott(0,6,0,0,3,0,word2);
elliott(0,3,c012,0,5,5,2);
elliott(2,0,word3,0,0,0,0);

scblpli=word3;
end;
t3=950;
cirings=citO;
nbg=-1;

if ciring=2 then cibit$=2 else cibit:=0;
if t=0 or t=2 or t=22 then tchit:=

else tcbit:=0;
if tcbit=1 then parity:=2 else parity:=0;

if t>ttstart[eciring] and t<ttend[ciring] then goto pl;

pl:

pa2s

charls=fcalciringl+parity;
char2s=scalciring]+cibit+tebit;
goto p2;
charl:=fcbleiringl+parity;
char2:=scblciringl+cibit+tcbit;
elliott(0,0,char1,1,7,4,0);

if t=999 then t:=0 else ti=t+l;
if ciring=10 then ciring:=1 else ciringi=ciring4l;
if t=0 then nbiz=nb+l;
elliott(0,0,char2,1,7,4,0);

if nbznb0 and t=30 then stop;
goto p3;

end of programme;
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APPENDIX 13

Example of calibration (cg;culatedl

Nominal geophone sensitivity for
damping 056 critical 1= 0+70 volts/cm/sec at 3 c¢/s
0°96 volts/cm/sec at 6 c/s

078 volts/cm/sec at 20 ¢/s .
A.,D.C. sensitivity :- 1 volt imput = 113 units output.

Standard effective line length

of Feldom array :=- 1600 yards.

Calculate nominal sensitivity of channel one for shot 11 at 6 ¢/s :-
Main amplifier gain 1000
Channel attenuator x 8 (i.eo # 2)

DeA.C. channel calibration :- 102 3 units = 48 cm.

Then 1 cm. of D.A.C. deflection is equivalent to 150 volts
at the A,D.C. imput,
and the nominal analogue channel gain = 200 . 1000 . % . 7=F=
= 77,000,
so 1 cm. deflection is equivalent to a ground velocity of 2+6 10™2
cm/sec. This is equivalent to a displacemént of 0+7 10~6 cm.

at 6 ¢/s.

Similarly, at 3 ¢/s, a deflection of 1 cm. is equivalent to a ground
velocity of 3+6 10~ cm/sec and a displacement of 1+9 10~6 cm. The
microseismic noise level on this channel is about 0.5 cm. peask-to-peak at
about 4 c/s, which corresponds to approximately 10 millimicrons (pwto-p).
When considering this figure it must be remembered that the geophones

were selected to attenuate frequencies below 3 c/se
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Results at Feldom for first arrivels at ranges of about 280 kilometres

APPENDIX 14

o

Shot Range in Azimuth in Travel time

No, kilometres degrees ir seconds
94 A
.9 B 265.9 228.8 40,35
8 281.9 22742 42.75

7 295.0 227.4 B

6 308.1 227.8 B

1 322,2 228.2 B

5 33244 228.5 B
b 346.1 228.8 B

3 359.6 229.0 B

2 373:4 2294 B
10 284.7 219.4 42,6
1 283.5 222.0 k2.5
12 282.3 22L,6 42,0
13 282.5 229.7 42,0
175 282,2 232.6 42.3
14 283.0 23541 L2l
15 28L4.6 237.6 L5.7
16 287.6 24041 42,5
18 288.0 2L3.2 44,0
19 276.2 24263 40,8
20 268.5 24 L0.3
21 260.4 246.0 38.9
22 A
23 A
2L A

A

B

- system not rumnning at the time of the shot.

- not pessible to read this phase.
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II STRESS SYSTEMS IN AN INHOMOGENEOUS CRUST.
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CHAPTER I

THE APPLICATION OF THW MATHEWMATICAL THEORY OF ELASTICITY

T0 CRUSTAL PROCESSES

(1) Introduction

Field observations of the faulting and folding of originally horizontal
strata are the most obvious indication that large stress differences must at
some time occur in the crust of the Earth. Many workers have studied the
mechanisms of failure under conditions of stress. The simplest theoretical
treatment of the deformation of matter is the mathematical theory of elasticity
for the infinitesimal strain of perfectly elastic isotropic materials. This
theory is built up from the initial assumption that the components of strain
are homogeneous linear functions of the components of stress and vice versa.
These simple assumptions allow a great number of static and dynamic problems
to be considered. Other theories consider finite strains or anisotropic
materials, but as the complexity of the model increases so the mathematical
difficulties limit the range of successful applications. The behaviour of
actual materials depart in different ways and to different extents from the
elastic model, and crustal processes clearly involve fiﬁite strains, but
nevertheless the elastic theory may be applied as a first approximation in
order to study the onset of deformation in the crust.

Two models that have been used for the crust and upper mantle as opposed
to the whole Earth are the plane strain solutions for the semi-infinite half-
space with various surface loads and the s0lid crust resting on a substratum of
negligible strength (Jeffreys, 1962). An alternative approach used by

Hafner (1951) is to consider stress systems within crustal blocks due to various



boundary stresses. The location of likely failure and the probable mode of
failure can be determined from the stress distribution‘by the application of

an appropriate criterion. Further data on crustal stress systems has been
derived from direct measurements of stress in mine shafts and from well fracture
data. Also thers have been model experiments to éupport the theoretical investi-
gations of the relatiomships between the stress distributions supposed to exist
in the crust, the criteria for failure and the mechanisms of non-elastic geo-
logical processes. Indeed, much of the great volume of work currently being
carried out under the international Upper Mantle Project is of some relevance to
the perticular problem of ¢rustal processes,

The purpose of the present work is to extend the plane strain half-space
model to include the case of a half-space in which there are discrete variations
in density over rectangular areas of the cross section and in which there is
therefore a stress distribution due to variable gravitational body forces. Thus
in this work an inhomogeneous crust is isotropic and is homogeneous with respect
to the two elastic parameters which therefore fully describe its elasticity, but
is inhomogeneous as regards density. This independence of the density and the
elastic cégstants follows from the equations of the plane theory of elasticity
(Muskhelishvili, 1953, § 28). Recently Durney (1965) has published a paper
concerned with the same problem in which he considers generalized harmonic
variations of density and topographical surface irregularities. The approach
used in the present work only permits static models to be considered and does not
. allow the sequence of deformation of one structural situation to be traced with
time. A subjective study of this type of sequence might be made by considering
a series of different models. The results will be used to calculate the stress

distributions caused by isolated density anomalies such as granite batholiths

and by surface loads with isostatic compensation at depth.



(ii) The mathematical theory of elasticity

The aim of this section is to introduce withoutmroof the equations of
the mathematical theory of elasticity for an isotropic, elastic solid. A
comprehensive account of this theory is given by Love (1927). TFinally, a
brief review is given of the results for concentrated forces acting within a
semi-infinite, elastic half'-space.

The six independent components of the symmetrical stress tensor are
%%, ¥¥, £%, ¥z, X and iy. The components ¥z, 7X and Xy are called "shear
components of stress'. At any point within an elastic body it is always
possible to define a set of mutually perpendicular directions, called "princi-
pal directiomns” sugh that the shear components referred to these directions
are zero. The corresponding normal stress components are the "principal
stresses” §b11 , 5@22 and §b33 « Throughout this work positive normal
stresses are tensile stresses, and negative normal stresses are compréssive
stresses. The greatest shear stress occurring at a point is equal to half the
diff'erence between the greatest and least principal stress and occurs across a
plane whose normal bisects the angle between the difections of greatest and
least principal stress. The most elegant representation of the variation of
normal and shear stress at a point is Mohr's circle diagram, described for
example by Jaeger (1962).

In a body in equilibrium under body forces equal to (X,Y,Z) per unit of

volume and under surface tractions, the components of stress satisfy the follow-
ing equations at every point in the body:

la) ” A
22m 2 &, 34, W2 O
k-4 23 ¥z
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These are the "equations of equilibrium".

The relative displacement (U, V, W) at a point may be represented as
the sum of a rigid body anti-symmetric component and of a pure strain com-
ponent associated with some internal deformation of the material. The six
components of the symmetrical strain temsor are denoted by exxs Cyy» €uzs

eygs Czx and e,.,.. The components of the strain tensor are defined by

xy
Ju v _ w
€xx = ™ ) e!‘j = 3—5‘ ? €2z = 2z *
- dw_ 3V = oV _ w . v v
2@-53 = ;S + 2 ) 2621 = i = and Ze’j T * 2y .

Love (1927) omits the half in the expressions for the shearing strains
and consequently his components of strain do not constitute a second

order tensor., The quantity A which is defined by the equation

A=-en+eﬁ+ezz = 2. N i

is invariant for changes in the directions of the axes and is often called
the "dilation" and represents the increment of volume per unit volume.

The six components of strain are not arbitrary functions since they are
all related to the partial differentials of the displacement (U, V, W)
through their defining equations. These equations yield a set of six
"equations of compatibility" which the strain components must identically
satisfy. It will be useful here to assume the relationship between stress
and strain discussed in the next paragraph,and give the equations of

compatibility in terms of stresses rather than strains. By using the



equilibrium equations, the equations of compatibility may be expressed as

2z _~ [ 31 o) " "
KX A ——— — .
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and Vz‘€2+‘—:_;%::tli\z+j‘\3+z‘z}=—[ iy 5;] .

wheve V2 = [ 3:-:.,,+;§1 +24£,.}
and o 1is Poisson's ratio.

The other four Beltrami-Michell compatibiliity equations are obtained by
the cyclic transposition of co-ordinates. Equations for evaluating the
displacement (U, V, W) may be formulated in terms of integrals of functions
of strain, since strain components were originally defined as partial
differentials of displacement.

The theory of elasticity for infinitesimal strains is based on a
genéralized form of Hocke's Law, and assumes that each of the six components
of strain is s homogeneous linear function of the components of stress, and
vice versa. It can be shown that for a perfectly elastic isotropic material
there are just two independent parameters relating stress and strain. If
these parameters are taken to be the Lamé elastic parameters A and p » then

Xx= AAD~ 2p€ay 3\3':)‘13*2}"5\3 Zz= ANA+2pe,,

2 ] 2

3"2=P‘€31 N | 'z"z-;Psz and ::?3:};{23 .

If these equations are solved for strains in terms of stresses, then

ot
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The quantity £ is "Young's modulus", the number o is "Poisson's ratio", the
quantity p  is the "rigidity" and the quantity A+ %P is the "modulus
of compression',

A simplifying approximation that is sometimes made is to assume the
material to be incompressible by letting 4 +tend to zero and A tend to
infinity in such a way that ha has a finite limit. This corresponds to
the limiting value of Poisson's ratio equal to a half.

The stresses representing a unique and valid solution of an elastostatic
problem must satisfy the following three requirements:-

(1) +the boundary values of the problem,
(2) the equations of equilibrium,

and (3) the.Beltrami—Michell compatibility equations,

The exact solution of the three dimensional, elastostatic problem is
usually only practicable for simple models with some symmetry. Consequently,
it is often necessary to consider two dimensional approximations, and in the
present work the "plane strain" assumption will be used, It should be noted
that the mathematics of the "generalized plane stress” problem, which is
applicable to the treatment of thin plates, differs from that of the plane

strain problem only in that a different value is given to a constant.



For the plane strain problem, assume

xx = o (x,3) , =gy (x,3> Zz2=0 (ec:u-\y_,) ,
::23: 25'3(3‘9 , 15'2.: o] amd Zx= O

It can be seen from the stress-strain relations that bzz is zero.

For such a two dimensional stress system, the two principal stresses

with principal directions lying in the x~y plane are given by

(.2.1a)
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The third principal stress with its principal direction parallel to the

z axis 1is given by

(r2.1c)

PPss = 'ZAZ = c(:‘x-nsts): O’(PP“+ PF11>-

The angle & between the principal direction of the principal stress PP1]

and the positive x axis is given by
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The equations of equilibrium now reduce to the form
2_.':&‘ -+ '}__5:‘5 + >< = O
o= 2y ?

(.2.3)
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where (X, Y, 0) is the body force per unit volume, and the six compatibility

equations reduce to the four equations

Tt s B (o) = ;_Ti-’:(% S 2B e
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It can be shown that only three of the above six equations are independent, so
that it is sﬁff’icient to find a solution that satisfies the equilibrium
equations (1.2.3) and one of the compatibility equatioms, (1.2.4).

Introduce Airy’ § stress function, tf s such that

A . 4 . 4
*"‘_”‘gz*—l > bj“;;*—”- 5 “D"'";;;: > - Gase)

where  £L(x,y) is a known potential function such that the components of



the body force are given by

X=-2 | y--wm (25V)
The equations (1.2.3) are identically satisfied by the definitions of

equations (1.2.5) and equation (1.2.4c) is satisfied if

|-

Y+ 2% - o L (29

4 ~4 4
he ‘*=<?_ fAlS 2%
whee ax‘+23=‘35*+ 2y*/ .
Thus the problem of solving three equations is reduced to solving one equation

for Airy's stress function. In particular, equation (Le2.6) reduces to the

"biharmonic equation®
<74-¢ - 0O ) o (L257>

in the absence of body forces.

It seems that two general techhiques have emerged for the solution of
advanced two dimensional problems. The approach described by Muskhelishvili
(1953), Sokolnikoff (1956), Green and Zerna (19'54) and others using two
potential functions of a complex variable stems from the fact that the
general eﬁpression for Airy's stress function which satisfies the biharmonic
eqpétion may be expressed in terms of two such functions. This approach
simplifies the formulae for the transformation of stress and strain under an

orthogonal transformation of co-ordinates and allows regions with complicated



boundarieé to ye studied by the use of conformal representation.

The second technique using integral transforms is described by Sneddon
(1951). The effect of applying an integral transform to the biharmomic
equation is to exclude temporarily a chosen independent variabie and to leave
for solution an ordinary differential equation of the fourth order in one less
variable. The solution of this equation is a function of the remaining
variable and a parameter, and when the solution has been obtained it is
"jnyerted' to recover the second variable;‘ The complex Fourier transform is
used for éhe plane strain problem and the Hankel transform is used for axially
symmetric stress distributions. According to Sneddon, the integral transform
method has the advantage of being more suited to extension to three dimensionsl
problems, |

Consider now the theory of concentrated forces acting at a point. Love>
shows ( ¢ 144) that the plane strain equilibrium equations in the absence of
body forces expressed in terms of the dilatation A and the rotation © are

()4,,)2—2——2;.)2—-—; =0 (sza)-:—jéé-ZIaE‘::O ,

and hence that ((»+2p) & + 12 P.; ) is a function of the complex variable
(x + diy) obeying the Cauchy-Riemann equations. If one introduces a function
({+3m ) of (x + iy) equal to the integral of the above function with respect
to (x + iy), thgn the displacements U and V may be expressed in terms of f and
1 and an arbitrafy plane harmonic function. In order to investigate the
problem of point forces, Love ( § 147, 148) considers solutions which tend to
become infinite at specific points. OSuch points cannot be in the material of the

body but may be in cavities within the body. .The simplest form of singularity

10



at the origin,

' A
(2R d+i2p5 =y

defines ( +3 ) equal to the logarithmic function, and the arbitrary harmonic
function in the eipressions for U and V has to be selected to remove the term
containing the multi-valued argument. Hence equations for the displacements
and therefore also the stréss components are derived, and the resultant of the
stresses acting on the surface of the circular cavity may be shown to be
equivalent to a point force of known finite magnitude.

The problem of a concentrated force acting within a semi-infinite half-
space requires a solution that gives the necessary boundary conditions at the
free surface and also has a singularity at the point of application of the
type shown by Love to represent a concentrated force. The present discussion

 will be restricted to the case of forces acting in a direction normal to the
free surface,

Sneddon(194) considers an equilibrium system of two equal and opposite
"image" point forces acting in an infinite medium. This configuration makes
the sheaf stress at the "surface" zero, and ah additional solution is found
such that the total shear and normal stresées at the ;surface" are zero, so
that the physical model may now be divided along the "surface" without altering
the stresses. Sneddon also gives the result, obtained by integration, for a
force acting along 'a finite line parallel to the free surface. This result
is given in Appendix I.

The solution of the problem using complex potential methods is given by
Green and Zerna ( § 8.8) and the method is indicated by Muskhelisfxvili (§112, 1

working in the other half-plane. The approach here is different from that of

11



Sneddon.‘ From the start the material is aséumed_to occupy only one half-plane,

so that the two compiex potential functions are only defined in this half-
plane., The definition of one 6f the potential functions is extended to. the
other halffplane in such a way that using fhe theory of complex integration and,
in particular, the Plemelj formulae, the necessary free surface boundary con-
ditions can be enforced, and the general expressions for the stress components
be accordingly transformed.

The problem of an ipternal point force applied in a direction normal to
the free surface of a three dimensional semi-infinite body was solved first by
Mindlin (1936) and later by Dean, Parsons and Sneddon (1944). The latter
authors also considered the case of a force uniformly distributed over the
area of a circle of radius a at depth h lying in z plane parasllel to the
surface of a semi-infinite body. The surface stress components are tabulated
for a range of values of h/g , assuming the medium to be incompressible, and
for Poisson's ratio equal to 1 and 5 (incompressible médium) for the case be =
0.2. These are thought to be the most significant stresses’because, for the
two dimensional line force analogue, the maximum stress differences occur at the
free surface. It is found that the effect on the surface stresses of the
assumption of incompressibility does not significantly alter the shape of the
surface stress distribution but alters the magnitude by a factof that.ﬁay be
readily calculated. Sneddon (1944) gives furthef results for stresses in the
planes z=h (r > a) and z ='% for an incompressible medium. The treatment

by Sneddon of the plane strain solution for a line force is an approximation to

2/\
~wa< 2 T
this three dimensional problem. The function T is compared to the
2a ~
corresponding plane strain function F and is shown to be similar in

form and magnitude. It is also concluded that the assumption that the medium
is incompressible does not affect the physics of the problem in any significant

manner.
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(1ii) The application of the theory of elasticity to crustal processes

The deformation of the crust of the Earth cannot be fully described by any
rheological model. The principal difficulties apart from the mathematical com=-
plexity arise from uncertainties in the behaviour of materials azt great confining
pressures and over long periods of time. Two simple rheological models that give
useful theories of deformation are the infinitesimal theory of elasticity, which
is defined by assuming that displacements are always small and that Hooke's Law is
obeyed, and the hydrodynamic theory of.viscous fluids, which assumes that a fluid
cannot resist transverse shearing but that a resisting force acts with a magnitude
proportional to the rate of shear. A further model is the perfectly plastic solid
whose behaviour is elastic for stresses below some "yield stress”, but which can
sustain no stress greater than this. Another model for materials possessing a
yield point is the Bingham body which behaves as an elastic body for stresses less
than the yield point, and for greater sfresses gives a steadily increasing strain.
There are many properties of deformation that linear models such as these fail to
explain. In the present context the most important of these is probably "steady
state creep”, ﬁhich can over long time intervals produce slow steady deformation
under load even for stresses in the elastic range. The rate of this creep
increases rapidly with both the magnitude of the stresses and the temperature
(Jaeger, 1962). Another non-linear process is discussed by Orowan (1965) who
points out that the mantle is usually believed to be substantially crystalline,
and that crystalline materials show no viscosity but only plasticity with trans-
ient creep in the low temperature range, and a characteristic non-Newtonian viscos-
ity at higher temperatures. For meny materials the gradual transition between the
two temperature ranges takes place around one-half of the absolute melting
temperature. This typical non-Newtonian viscosity of crystalline matter was

recognized, and separated from transient creep, by Andrade (1911). Transient
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creep is the process whereby, in the plastic range, strain is not taken up
instantaneously but is approached asymptotically. Andradean viscosity is closer
to ideal plasticity than to Newtonian viscosity, for if the shear stress sinks
below the creép limit, the strain rate vanishes, but if it rises above the
limit, the flow rate increases rapidly in a quasi-exponential manner. Gravimetric
evidence also indicates that crustal processes cannot be explained by a viscous
flow mechanism in the upper mantle which Wéuld tend always to produce exact
isostasy, but are not inconsistent with what would be expected if the rocks at
great depth have a non-zero sfrength and flow is negligible unless thé stress-
dif'ference exceeds the strength (Jeffreys, 1962, p. 347)e Thus a model is built
up of a relatively strong lithosphere deforming elastically or behaving as a
series of separate blocks overlying an asthenosphere in which Non-Newtonian flow
occurs. Criteria for fracture will be applied to the crust and yield criteria
will be applied at depth in the mantle. The application of the theory of elastic-
ity to the crust is therefore valid so long as brittle failure or flow do not occur
in the vicinity. If they do occur there will be. stress re-adjustment and the static
model will no longer be applicable. However, it is the purpose of such studies to
determine the likelihood of such processes occurring.

The supplementary st?ess system due to some structural situation under study
has to be added to the "natural state” of stress in the uniform crust due to
gravity. Any supplementary or natural state stress distribution must satisfy the

boundary condition that, at the free surface y equals zero,

w o= & = & = 0

One possible natural state is to suppose that rock pressure is essentially that

due to the weight of the overburden with the lateral pressures adjusting themselves
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according to Poisson's ratio of the material. If it is assumed that there is
no horizontal displacement, then the principal stresses at a depth y below

the surface are equal to the Cartesian components given by

~ -~ o A

Yy= - €3y | Fx =2z = 25 WY e (\.3.\)'

This system has the feature that the stress-difference increases rapidly with

depth, and if the magnitude of the stress-difference is a valid criterion, flow
will occur. An alternative assumption is that because of such flow or because
of steady state creep, the stresses at any depth will tend to become hydrostatic

so that at a depth y +they are given by

Ix =y=£z= - €3Y L (e 2)

- Equation (1.3+2) is not a plane strain solution, but nevertheless is a valid
solution of the general equations of equilibrium and of compatibility. The

corresponding plane strain system is

== fy=—g9y, Xy=o, Fz=-Zoesy,

which is only identical to equation (1.3.2) for liquids, ( & = ). The
difference between the states of stress represented by equations (1le.3.1) and

" (1.3.2) is not fundamental in the sense that it may be represented by a super-
posed horizontal stress of the form

Xx =22 = TTo 93'5 , A:): O
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which agein is a valid solution of the equations of elasticity.

Many writers follow Anderson (1951) and regard the hydrostatic assumption
of equation (1.3.2) as the sfandard reference state and refer to increase or
relief of stress relative to it. ¥jeld measurements of stresses in mine
shafts tend not to clarify the problem of the natural state because of the
uncertainties of the effects of irregular terrain, tectonic influences and of
the mine itself. Jaeger (1962) concludes that the results given by Talobre (1957)
give some support to the hydrostatic assumption. Murrell (1965) reports the work
of Hast (1958) who has shown that the stresses in the groundrock around mining
excavations in Scandanavia are related to the tectonic structure of the region,
Kehle (1964) has advanced the theory of the determination of tectonic stresses
from the analysis of hydraulic well fracture daté and gives five examples where
the tectonic stresses in apparently orpgenically inactive continental areas are
in a relaxed state which approximates to a hydrostatic pressure. However, this
- method is still the subject of controversy (Gretener, 1965). The assumption of
| a hydrostatic natural state does give a workable model that permits the relatively
simple treatment of stress distributions within the Earth. In particular, the
stress-difference and the orientation of the principal directions are independent
of the hydrostatic pressure.

The approach to crustal problems indicated above implies that the anomaly
giving rise to the supplementary stress system is not erased by steady state
creep. This is only a re-statement of the fact that for stress—differeﬁces less
than the strength, the apparent influence of flow on geologicél processes 1is
negligible, and also that large anomalous crustal loads are known to exist for
long periods of time.

Before discussing the stress distributions obtained in crustal models, the

16



driteria for interpreting these systems will be considered. Brittle materials
such as rocks suffer "shear fracture’ under compression and "brittle fracture"
under tension. However, brittle materials tend to become ductile under high
confining pressures. Orowan (1960) concluded that the mechanism of seismic
faulting must be based on some such plastic phenomenon, and a great deal of
experimental work has been done on the brittle-ductile transition.

The simplest criterion for fracture that goes some way towards explaining
experimental observations is the Coulomb-Hopkins Law that failure occurs when
the maximum shear stress reaches some definite value which is called the shear
strength of the material., The main faults in this criterion are that it implies
that the tensile and compressive strengths are equal and that failure should
occur across a plane inclined at 45° to the direction of the greatest principal
stress, Navier modified this criterion to overcome these two difficulties by
assuming that the shear strength is increased by a constant multiple, P R
of the normal pressure across the plane of fracture. The constant }) is called
the "coefficient of interna 1 friction". This modification yields the rule that

failure takes place when

Fﬂ\{P*(V+D%}*'th{P'(V*O%}:=2-$° ; Y (%))

where So is the shear strength and ppq4 > PP22 ;; PP33 , across two planes whose

normals are at an angle ¥ to the pP44 principal direction which is given by

*awa/:f;. _ L (1.3.4)

Thus the planes of fracture pass through the axis of the intermediate principal

w
stress and make an angle = (-ﬁ + .é ) with the greatest principal stress
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where ,é equals (arctanp ) and is the "angle of internal friction". In the
present work the function equal to So in the above eqguation will be called the
Coulomb~Navier fracture function", since failure will occur when it equals the
shear strength. This theory gives a reasonably accurate quantitative account
of the behaviour of rocks under compression and below the yield point. Labor-
atory experiments on rocks at moderate confining pressure and room temperature
give values of So ranging usually between 100 and 300 bars and values of z°
between 30° and 55° (Jaeger, 1962, p. 173). The shear strength So increases
with increasing confining pressure and decreases with increasing temperature.
However, under tensile siresses failure generally occurs by brittle fracture
with the plane of fracture normal to the direction of tension. According to
the Griffith theory of brittle fracture (Griffith, 1920) it is supposed that
the material contains a large number of randomly orientated,incipient cracks
and that failure occurs when the highest local stress at the longest crack of
the most dangerous orientation is equal to some critical stress dependent on
the properties of the material according to a simple theory of crack formation.
In this theory the crack is likened to an elongated ellipse and the approxima-
tion is made that the radius of curvature of the ellipse at the end of the major
axis is of the order of the intermolecular spacing., This theory which fits

quantitatively with experimental resultis gives the criterion for failure

PFII-;—I: ) .“F S PPu* PPag D © R
- (13.5)

2 ' )
(Fru—ﬂ’zz) +81(PP,."'PF21>=O ) 'f 2 PPu* PP2a o,

where To is the tensile strength in uniaxial tension,

Jaeger (1962, p. 75) quotes tensile strengths of rocks in the range from 20 to

18



60 bars. The above criterion is expressed in terms of ppyq and ppoy because
its derivation uses a plane two-dimensional model for a crack. Sack (1946)
extended the model to three dimensions with axial symmetry by considering the
tensile strength of 2 brittle body containing circular cracks. McLintock and
Walsh (1962), Brace (1960) and Murrell (1964a) have considered the form of the
criterion under general plane two dimensional conditions of stress. Murrell
(l96hb) adopted a reasonable hypothesis in order to extend the criterion to
triaxial stress systems and tested‘the results experimentally (Murrell, 1965),

Mohr's theory of fracture takes a generalized form in which it is only
assumed that at failure across a plane the normal and shear stresses across
the plane are connected by some functional relationship characteristic of the
material. The "Mohr envelope" is the envelope of Mohr circles corresponding
to all conditions &t whichvfracture takes place. The Coulomb-Navier criterion
corresponds to a Mohr envelope made up of a pair of intersecting straight lines
and the Griffith criterion for fracture under tension to a parabolic envelope.

The mechanics of a fluid filled porous solid was considered by Hubbert
and Rubey (1959) who discussed its application to overthrust faulting. In
discussion in 1960 they defended their model against criticism from Laubscher
| (1960); The influence of fluid pressure on both the Coulomb-Navier and the
Griffith criteria is to reduce the effective prinéipal stresses by the magnitude
of the pore pressure (Jaeger, 1962, p. 166).

In order to formulate the equations of a rheological model to study ductile
matérials a generalized yield criterion is required. Such a criterion is
applicable to the processes of flow occurring at depth in the mantle., The
simplest criterion is that yield occurs when the maximum shearing stress (or

the stress-difference) reaches a critical value. This law which is analogous
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to the Coulomb-Hopkins Law for the fracture of brittle materials is called
Tresca's criterion. The von Mises criterion may be introduced either from the
concept that anyyield criterion that is to be independent of the mean normal
stress must be expressible in terms of invariants of the stress deviation or
from the criterion that yield takes place when the elastic strain energy of
distortion reaches a value characteristic of the material. The invariant

equal to

7‘; { (13"3—2"2)14— (f1—£x>1+ (::'Ex—j'j)z} -+ '34214- 2+ :?Jl (e

will in the present work be known as the "von Mises function". Failure occurs
when this function equals one third of the square of the yield stress in
uniaxial tension or compression. The results of experimental work on yield
sfresses tend to support the von Mises criterion rather than Tresca's criterion.
Consider the application of these theories of fracture and flow to the
features of crustal and mantle dynamics. Anderson (1905, 1951) used the
Coulomb-Navier criterion to explein the three major types of fault. It is
asspmed that one principal siress is nearly vertical and always compressive and
that the natural state is approximately hydrostatic. It is then feasible to
distinguish the three cases in which the compressive vertical stress is the

greatest, intermediate or least principal stress in magnitude and which give

rise to normal, transcurrent or thrust faults respectively. The dips of thrust
and normal faults (Hubbert, 1951) and the orientation of transcurrent faults
(Moody and Hill, 1956) measured in the field give values of the angle of internal
friction agreeing with laboratory measurements. Hubbert also performed
experiments to demonstrate these mechanism of faulting. Vertical dykes are

tensile in origin, at least in the sense that they occur under conditions when
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the magnitude of the horizontal stress is considepably less than the magnitude
of the vertical compression. It is generally supposed that they are opened by
the magma pressure so the theory of fluid pressure in a Griffith crack may bé
applied. The formation of large scalé joint systems is considered by Price
(1959) who concludes that they are post tectonic phenomena which develop as a
result of uplift.

It is now necessary %o consider the interpretation of two dimensional
plane strain stress distributions Which might be supposed to exist in the
crust in terms of these processes. It will be assumed that the calculated
supplementary stress system is superimposed upon a hydrostatic natural state
so that the "isostatics", which are the orthogonal system of curves whose
directions at any point are the directions of the principal axes, are unaltered
by the naturel state. Then, assuming it is known which family of curves
correspond to the greatest principal stress, a set of curves may be plotted
using the Coulomb—Navier theory for a specified value of the aﬁgle of internal
friction % , Which, if the Coulomb-Navier fracture function was large
enough, would represent the possible fault planes, Then the Coulomb-Navier
fracture function could be plotted and contoured for the same value of the
angle, # s This approach has the disadvantage that although the variation
of the potential fault surfaces with the value of % is easily visualized,
.the variation of the Coulomb-Navier fracture function is much more complicated.
Also, this function is not independent of the hydrostatic pressure except in the
special case where % is zero. Such potential fault surfaces are of course
based on the original stress distributions and nc allowance is made for the
alteration of stress due to fracture. Anderson (1942) considered a model for
the relief of stress by a transcurrent fault and found that pronounced changes

in both the intensity and magnitude of stress occur in the immediate neighbourhcod

21



of the fault but that they diminish rapidly with distance.

Assuming a hydrostatic natural sta@e and the absgnce of any tectonic
stress, the principal directions at depth can deviate considerably from the
horizontal and vertical, and if this occurs then the interpretation of failﬁ}e
in terms of, for example, normal faulting is meaningless. However, consider

the effect of a horizontal tectonic tension

:IAQ= Cx ; ag.j-; o , £2=C Cz L. .o (|.3.7>

where the mégnitude of the tectonic stress is much greater than the components
of the supplementary stress system. There does now exist at depth a vertical
principal direction and the corresponding prinéipal stress is the greatest
compression, so that failure will be by normal faulting. Similarly, for a
horizontal tectonic compression, the compression of least magnitude has a
vertical principal direction and failure is by thrust faulting.

At shallow depths where one principal direction must tend towards the
vertical, the justification of the hydrostatic natural state hypothesis becomes
less likely, and, indeed, absclute tensions as opposed to tensional relief
of the hydrostatic state can occur. In this circumstance the Griffith criterion
is applicable. The simple model used to represent a tectonic tension breaks
down at the free surface, where the natural state does not contribute, in the
sense that it gives a large absolute tension which, if it did in fact exist,
would certainly cause brittle fracture.

Two useful yield criteria for plastic solids are the magnitudes of the
"stress-difference" and the von Mises function, which have already been discussed.

The stress-difference is defined to be the positive difference between the
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greatest and least of the three principal stresses. In the presence of a
horizontal crustal tension, a large value of the stress-difference in the
elastic crust indicates that the supplementary stress system tends to
reinforce the tectonic stress and increase the likelihood of normal faulting.
Conversely, a low value of the stress-difference in the crust would indicate
the decreased likelihood of normal faulting. Similarly, in the presence of
a horizontal crustal compression, a large stress-diff'erence indicates an
increased likelihood of thrust faulting, and a low stress-difference
indicates that thrust faults would tend to be inhibited.

In general the numerical results obtained in Chapter 3 will be inter-
preted using this stress-difference technique, although the use of some of
the other criteria will be demonstrated.

Finally, the published work relating to the application of the theory
of elasticity to crustal processes will be reviewed.

If studies of stresses in spheres due to their own gravity are excluded,
three elastic models have been used to consider stress distributions in the
crust of the Earth (Jeffreys, 1962). It should be noted that, unless the
mode of formation is considered, stresses in spheres under their own gravity
cannot satisfy the requirement of zero initial stress implicit in the theory
of elasticity. The first model is that of a shere with a load expressed by
surface harmonics. The second is the plane strain solution for a semi-
infinite elastic half-space with surface loads. Since this model neglects
the curvature of the Earth, its application is restricted to features with a
naximum horizontal scale of some hundreds of kilometres. Other restrictive
assurptions are those of homogeneity and isotropy. Solutions for various
surface loads of this model have been used to estimate the maximum stress-

difference that must occur in the crust in order to support the topography,
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and thereby give a minimum estiﬁate of the strength at the corresponding depth.
Non-elastic solutions, in which the relationship between the stresses and the
displacements are relaxed, have been considered, but give very similar results.
It is found that stress-differences equal to about half the surface load will
occur somewhere. The third elastic model, which is particularly relevant to

the question of isostasy, is that of a'surface layer resting on a substratum

of negligible strength. In the case of a horizontal feature large compared to
the thickness of the layer, it is found that the stress-difference may be up to
ten times the surface load, and also that isostatic compensation for loads of
less than several hundreds of kilometres in extent is poorer than is indicated
in practice by gravity measurements. However, a non-elastic solution of this
problem may be obtained in which not only is the isostatic compensation improved
but also the greatest Etress-difference is reduced and is about equal to the
load. When investigating isostasy using the floating crust model with allow-
ance for the curvature of the Earth, Jeffreys (p. 206) found that the condition
that mass per unit area is uniform did not quite correspond to the distribution
of stress that gives the smallest stress-difference. In considefing the résult#ﬁ
of the present work, which of course uses the half-space model, we will find
that isostatic compensation greatly decreases the stress-difference below the
level of compensation, but tends to increase it above this level. Vening Meinesz
(193__‘_9,;,\__ 1941) modified the Airy theory of local isostatic compenSati:oﬁ to permit
regépéél compensation by considering the elastic deformation of‘g}"floating“.
crust.. The stress required for the elastic buckling of the crust is far
greater than the strength of the crust, so that elastic buckling would not be
expected to‘occur. He also introduced a theory of plastic deformation of the
crust leading to downward buckling, and used this theory to explain the occurrence

of the.negative gravity anomalies associated with island arcs.
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Bott (1965), using the half-space model with a uniform surface load of
finite lateral extent, considers the effect of a superimposed uniform horizontal
tension and shows that under regional tension the maximum stress-difference is
increased beneath the load and reduced beneath the adjacent regions. This is
interpreted in the manner discussed earlier to indicate that normal faulting and
other tensile features are enhanced at depth in regions of positive isostatic
anomaly and inhibited in regions of negative anomaly. It is suggested that the
tectonic and igneous history of the Midland Valley of Scotland offers sﬁme
confirmation of this hypothesis. Hafner (1951) considered the two dimensional
stress distribution within a block in static equilibrium subject to various
boundary forces, and plotted isostatics and planes of potential shear for
equal to 300. He uses an empirical form of the Coulomb-Navier criterion in
which some zllowance is made for the increase of the shear strength So_with
confining pressure. The results of this study are confirmed by the model
experiments of Hubbert (1951). Sandford (1959) considered analytically the
elastic response of a homogeneous rock layer which is 5 kilometres thick %o
three types of displacement applied along its lower edge. The displacement
field, isostatics and distortional strain-energy density (i.e. von Mises function)
diagrams are presented, and the modes of failure predicted analytically are
largely confirmed by model experiments.

In a recent paper Durney (1965) considered the plane strain model of the
‘homogeneous half-space with harmonic surface loads and anomalous internal density

distribution of the form

e(ac,g) = ﬁ 2?3 Coskx

where, in his notation, the material is situated in the negative y half-space.
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A linear increase in density with depth decreases the significance of "induced
body forces" due to increases in density under deformation. This secondary
density contrast which Durney calculates for his examples of stress in a
homogeneous half-space is therefore an overestimate, and because this induced
density 6ontrast is numerically much less than the primary density anomaly, it
has no significant effect on the stress distribution in the two dimensional model.

Durney finds that a one dimensional model with a surface load and also the
two dimensional model with a harmonic surface load in the special case of the
wavelength tending to infinity both give very large, or even infinite, surface
displacements., Also, the one dimensionzl model gives finite stresses at
infinite depth. He attributes these effects to the need to add material to the
half-space to maintain the boundary conditions as the boundary deforms under the
imposed load. The author of the present work wrote to Durney, (21 March, 1966),
expressing concern about this dynamic interpretation of a solution of the elasto-
static equations and demonstrating that, for a simpie model, these large displace-
rents and non~zero stresses at infinity could be exactly emplained by the fact
that the system of forces to which the model was subjected did not preserve its
equilibrium. Consequently, the equations of elasticity, which are derived from
lthe equations of eguilibrium and not from the equations of motion, are invalid.
. It is necessary to allow for the additional effects of the simplest force distri-
bution necessary to preserve equilibrium.l

The reply, (hxh April), dealt only with the case of the harmonic load, and
the inte:pretation of infinite displacements in the case of k equal to zero was
agreed. The point was made that for the case of a "Gaussian" mountain the removal
of the Fourier components for smell k was not arbitrary, but was such that the
total surface force was reduced to zerc and equilibrium was maintained.

Durney's general results for harmonic loads and density anomalies are, of

' 26



course, not affected by these problems. He discusses Gaussian mountain profiles
and density distributions and, in general terms, their application to isostasy.
He shows that if the horizontal dimension, D, of a density deficiency is much
larger than its vertical dimension, ( % ), an equilibrium situation exists
formed by the density deficiency and a mountain above it such that stresses are
small for depths large compared to -% . In a numerical example, ( %- = 20 km,,
D = 400 km.), the stresses at a depth of 2 hundred kilometres are said to be

less than a tenth of those due to the density deficiency alone. In this case the
compensation is "local" in the sense that the topography directly reflects the
mass deficiency beneath. As an illustration of the generel results the magni-

tudes of the stress components are plotted with depth for a density excess of the

form

e, (‘QPLQ‘W) cos li:)c , o (l.'s.%>

a1 A o
where p and q equal 300 km_1 and 200 km 1 respectively and fo equals 0.35

gm/cc, for three different values of %’ equal to 100, 250 and LOO kilometres. The
induced density anomalies are calcula ted and shown to be insignificant.

In a second paper (to be published) entitled "Equilibrium configurations
between density and topographic surface irregularities in a purely elastic Earth
mocel", Durney derives the shape of the mountain in equilibrium with a density
deficiency by specifying that the vertical displacement due to both the mountain
and the density deficiency vanisﬁ at the "surface". He considers a Gaussian
late¥al distribution of density but a “"square pulse" distribution with depth, as

in the present study. This model yields regional mass compensation (as opposed

to local mass compensation) and it is found that the height of the "mountain"
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decreases as the depth of the density deficiency increases. He also considers

one model of local mass compensation occurring within the half-space.
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CHAPTER 2

A MODEL FOR CALCULATING STRESS SYSTEMS IN AN ELASTIC CRUST

OF VARYING DENSITY

(1) The.initial equations

The model used for this work invoelves the double integration of the plane
strain solution for a concentrated force acting at a point in a semi-infinite
elastic half-plane in order to simulate the effect under gravity of a density
anomaly existing over a rectangular area of the cross section, (see figure 1).
Throughout this work the ancmalous body forces will ge assumed to be balanced
analytically by concentrated forces at great depth so that the eqpilibrium of
thé half-space is not affected.

In ignorance of the work of Sneddon using Fourier transforms, the probiem
was approached using complex potential functions (see(ii) of Chapter 1). The
derivation of the point force result is indicated by Muskhelishvili, (1953,

§ 112, 113), and is given in full by Green and Zerna, (1954) in paragraph 8.8,

If the x axis is teken to represent the free surface and the y axis to be
positive into the half-suace (see figure 1), fhen the Cartesian stress components
at a point z(x,y} due to a concentrated force P equal to iY acting at a point

Zo (u,v) may be shown to be given by

. ==Y |k _Z~Ze (3+WZ — (2+K)2-Z, (2-2) (2%, n
xXx=Gy+ 2ify = o {___-i—i. Mi‘:z, (————5—50)1 + T -7 N__L__% } @)
amd
N NS B A Y u 2av, | + W 23 A ¢ X
= 33 fr(|+k){z z.  z-%. (z sz ——i F—=. (E}-\;Jz} | ( 7~)
. ‘ >

where, for a plane strain solution, k = 3 - L& .
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Note that X%, ¥y and xy all tend to zero in the special case of l}«’{. s -}
and '% all tending to infinity. Referring to diagram (1) of figure 2, this

means that if the point force required for equilibrium is considered to be

applied at very great depth, then the point force does not contribute to the

stress components in the region of the density ancmaly.

(ii) The first integration

The next stage was to replace Y in equations (2.1.1) and (2.1.2) by the
infinitesimal element L du where L is the magnitude per unit length of the
line force in the positive y direction, and integrate with respect to U between
the limits + a to - a, so obtaining the result for a line force acting along
a finite line in the cross section. This line is parallel to the free surface

and of length 2a., The results were obtained in the following forms

ue+q

:c.a: 1_13+21. xy = )[(I—K){ l93 (z-%a- l’J(z-Z.)} +21V{_‘° + _;L;J + 14){2_2‘ +zfz° (z—z.) ] (22 ‘

and
usaa
2-Z. -Z, L o . . ) o 2.2.2
:=+33=;(—|:;) [l °9i% * K l°3-3{:}-£.-, —Ztv{z_z + _zo}jl ( : )
Wz —a

Separating the real and imaginary parts of equation (2.2.1), remembering that

(arc tan % ) is an odd function of y, gives

L. W ot 'm‘hm v _ mtav v 1 Z(‘j'v>(1‘“) - z(k‘l"")(x'“) - 83"(7““)&*\’)‘ T (2'7“
xx ) I:(K ){“ x—w x-wu } (3'“71" (3_\/)1 (z_.‘)z.‘. (3+v)7- [(z_“)z_._(y;v)‘}z

2 kS
and Y (x-uz-r( -v2 - lo (3-0-)’:0-( -pv)l }—— _Z_Q:Q_—— -+ 4‘ v -E—EZ:M‘_
% szw)[ teofleglird i byl 7] et 7 e o]
_ 2 (my-9(5m) ... @
(=) (j-@v)”
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Equation (2.2.2) gives

us+o
a A _ 2L .*: y-v t yrv Zv (-.x—m! ) (2 2.5
x = — ——— K oW S . . Y
T Yy ‘n’(n-n) [ amclay = arclow =— (u—u)"-o-(\’.,v)l ] )
o

It is shown in Appendix I that equations (2.2.3), (2.2.4.) and(2.2.5) agree
with the results obtained by Sneddon (194l).
The standard case of a normal surface load may be considered by putting

V equal to zero in equations (2.2.3), (2.2.4) and (2.2.5) as follows

’ L W Y _L_ R+a . X —o
XYy = o2 23 {(:c+c)"4-5" (:.—a)z-+\37'} )

- - L 2 1 _ \
XYy - 3 {(24_‘71._*31 ("_“)'1“"‘31}

x+a x— o

awnd 'J?:x-*gb = _2:__'__':. {Mc{aw__"_ - m%aw—“—-‘ S
] .

These equations are commonly expressed in the forms

nm = _:_T { M;tmﬂi—‘i—;—‘ Mc{-ﬁw;":; _ Z“S(zl_qi_n") } . ) ) (2'1_ é Q)

Aj = :,LT { Mc%&w;{l —_ M‘{:““';:’:a. -+ Zay (11"“'1—‘31) ‘ ‘ . (2.2" L)
{vtg] (e

and Hys - b Hea=s L (@269

" {(OC-HL)‘L* ‘:)1} {(:—n)z-b ¥ } .

Before proceeding to the second integration it is necessary {to examine equations
(2.2.3), (262.4) and (2.2.5) in order to determine whether for any values of

%Z(x,y) equations (2.2.1) and (2.2.2) are invelid. Clearly the stresses cannot

be evaluated at the two end points of the line force, where |x| = aend y = V.
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Also, log 2z has a branch point at the origin, and the principal value of log z
is that such that l 5 (L"S z)\( - , which corresponds to a cut along the

negative real axis. (Jeffreys and Jeffreys, 1946, p. 332). This cut makes
y-V
X~ a

the inverse tangent of (%) an odd function in y. Thus, the term arc tan

—

is indeterminate if y =V and x -~ a <= 0, and the results for a line force

along y = V,|x| < a, are not applicable at points (x, y) along the semi-infinite

line, y=Vand —o & x & + %

(iii) The second integration

In order to simulate the effect of a body force of magnitude P units per

unit of cross sectional area acting in the positive y direction over the area
x| € a3, y1 €& ¥ £ y2, substitute the infinitesimal element P dv for L in

equations (2.2.1) and (2.2.2) and integrate with respect to V between the limits
V=yl and V = y2, It has been shown in the previous paragraph that the stress
due to a line force cannot be evaluated at all points in the half plane, and
because of this it is necessary for the second integration to divide the cross-
section into three zones denoted by A, B and C, (see diagram (1) of figure 2).

Consider a point z (x, y) in zone C defined by y D> y2 or y < yl or
X > a. For such a point the stress distribution &t z due to a line force along
y=V, |x| £ a, maybbedetermined for any value of v in the range yl g v ¢ ¥2,
and thus equations (2.2.1) and (2.2.2) with P dv substituted for L may be
integrated directly with respect to v between these limits. Taking real and

imaginary parts of the resulting equations and introducing the notation

R?*-= (:x-u)z-c- (ij-f\/)z ) T*= (x—u)"—r (5—v)"
+QN G’ - -5_-0_'_\/_ _I-Q'V = —‘i—-:v'u.
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gives
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Solving equations (2.3.1) and (2.3.3) gives

A P
XX =

: 5 [["i (e (=D log (RY) 4+ & (-0 (x-w) L.J (r9 —{(5x+q)3+(3k-9v} & +(3-W(-) ¢

: we4+a Vaya
A yv (x-w)
) -+ =Rz ] Y . @,
W= —a
and

V=y'
A P \ e 4-\IV(=""*) ws+q V< Ya
By =y | |2 e leg(F)+ (e d (5D (849) — ]

fRZ

(z.».¢
vy, o

Thus expressions have been derived for ix, ¥y and Xy at a point (x,y) in the
infinite zone C.
Now consider the cases of Z (x,y) in zones A or B. Remembering that the

results for a line force acting along y = V,Ixl £ a, are not applicable at z

35



on the semi-infinite line y = Vjyegxga, it follows that for Z in zones

A or B it is necessary to replace the integral with respect to v by the sum

of two integrals between the limits v = y1 tov =y -4 | and v =y +9d to
v = y2, where 4§ is positive and tends to zero. This procedure excludes the
theoretically indeterminste effect of the force acting along a2 particular line,
but the body force acting along a particular line is zero so that this omission
has no effect. An equivalent viewpoint is that Integration across the discon-
tinuity in the zngle ¢ is avoided by this process. Terms other than those in
4 are continuous and are therefore not affected by this infinitesimal break

in the integration path.

In fact it is found by letting & tend to zero that Xx and ¥y given by
equations (2+3e¢4) and (203.5) are directly valid in zones 4 and B, This comes
about because whenever g is indeterminate it is multiplied by a zero factor,
so effectively removing the discontinuity. Thus equations (2.3¢4) and (2¢3.5)
are the required expressions for ix and Yy for z in any of the three zones, and
are continuous aﬁd may be evaluated throughout the positive half-plane except
at the corners of zone A,|x|= a, ¥y = y1 or y = y2., where the logarithmic terms
have poles.

Divide the expression for Xy given by equatién (24362.) into two components
such that o= R o+ o creesees (26306)

where, for all z ,

. us+a Veyg
P -p [ [Lz (K_‘) (3_v> tej (T,_ + _lz_ 5(3“+g)3...(n_u)v] L’J (Ri)... (r+) (x-w) & — 4yv (y+ ) ] ] .

Bl =ZT(K+B -Rq_
V:-h
V:j-d‘ vy, wz4a
awd :x/\bz-_—, L'IM'I{' —-F [ [ (z—“>%] -+ (:x-u)?{
Sﬁ e ol Vel Ve B'“r uz—a

36



The component £y1 has poles at the four corners of zone A, but is other-

wise continuous.

Equation (2.3,8) may be evaluated for Z in any of the three zones, For

Z in zone A, (defined by x| < a and ¥yo, » ¥ P ¥y ),
V=Y
:251: 1—% [(:r-a.) Mcl’uw_lzi—\:’“) + (x+a) arnctow :L——_:-; ]V ) . . (2.3.1)
/]

for Z in zone B,(defined by x < -a and ¥y2 > y » yl),

~(x-w)

U er,

= 2 [[(z-@mtwi—_r ]““ ]’ L (239
Ve

and for Z in zone C, (defined by x>a or y> y2 or y< yi),

£31 . -i::—- [ [(‘x—u) % ]v=‘/.‘ ]h‘—'—#q . ‘ | | (2..5.l9

V=7|

The expression for :%rZ givén by equation (2.3.11) is, of course, identical with
the term inﬁ in equation (2.3.2). _

It can be demonstrated that Xy2 as defined by equations (2.3.9), (2.3.10)
and (2.3.11) is a contimuous function throughout the half-plane.

In the circumstance y = y1l = 0, x - u £ 0O the angle & is analytically
indeterminate but may be given the value ( +-T ) since there is no question of
the integration path crossing the discontinuity.

To summarize, the stress components may be evaluated throughout the x - y
half-plane except at the four points |x{ = a, y=yl or y = y2. The com~
ponents xx, ¥y and Xy4 are given for all other values of z by equations (2.3.4),
(24345) and (2.3.7) respectively, and xyp is defined for all z by equations

(2.3.9), (2.3.10) or (2+3.11).
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(iv) The symmetry of the general result

Consider firstly the symmetry of the general result with respect to x in
order to check that Xx and ¥y have even and % has odd symmetry with respect to x.

The general form of the expressions for the stress components is

b= [[F=w]

®=~—a

- s [T 7]

L) W

U=—a

vey, :
] . , , . )

It follows from equations (2e¢k4.1) and (2¢42) that the symmetry of ﬁh_with
respect to x is the opposite of that of the function f with respect to (x - u).

By inspection, the logarithmic and algebraic terms (i.e. all terms excluding
the inverse tangent terms) within the double brackets of equations (2,3.4) and
(2e305) for xx and y¥ are odd functions of (x - u), and the corresponding terms
in equation (2.3.7) for Xyq are even functions of (x - u). Therefore the
contributions of these terms to ®x and Fy are even functions of x, and the contri-
bution to Xy4 is an odd function of x.

Now consider the contributions of the remaining inverse tangent terms which

are of the form

N W u=+q V=y.._ .
Py (x,\b = [ [E (v x- u.) am_{a.w-:‘i -+ (V =—u~> cvr;{cwz " ] . . (2.4.'9
Uz —-a vgyl .
. . . y . L
Using the relationship arctan < = (signof y) x "W - arctan

an analysis of pg (-X,y) where Fy and F, have the forms occurring in equations

(26304), and (2¢3¢5) and (2.3.7), shows that, for such Fy and F, ,
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u=+a Vzya
61 (-'x,\g = [ [F! (V,—(x—@) Mckaw;’tﬁ -+ Fz (V,—(:—u)) Mg{fawa%-_——z- ] e (2.

vay,
Thus, for these terms, the symmetry of ﬁq (x,y) in x is the same as that of the
coefficients of the inverse tangent terms in (x - u). It follows from inspection
of equations (2.3e4), (2¢345) and (2.3.7) that it has now been proved that Xx and
¥y are even functions of x and that £y1 is an odd function of x.

It only remains to prove that Xy, is an odd function in x. This is easily
done by using equations (2¢3.9), (2.3.10) and (2.3.,11) to prove the following
three identities

(1) fory< y1 or y>v2, (£, (x,5) ) Zone ¢ = - (xy (-x,y)) Zone C

) ) 2o Ae L () (-x,5)) Zome A

(2) for yi¢y ¢ yp and |x| € a, (Fy2 (x
and (3) for yy¢y ¢ypamd x > a, (X, (x,¥)) Zone C = ~ (Kyp (-x,y)) Zone Bis

Hence it can be shown that the general result satisfies the fundamental require-

ments with respect to symmetry in x.

(v) The siresses at infinity

A further fundamental requirement is that the stress components ®x, ¥y and
Xy should, for finite a and ¥o, tend to zero as (x| or y tend to infinity.
By considering the expressions within the double brackets of equations (2.3.4),
(2e365), (263e7), (2e349), £223410) and (2.3.11) term by term for the three cases,
X e , Y= and y = 0x —> o , (where ¢ is a positive constant),
it can be simply shown that the terms inside the brackets tend either to zero or
a function independent of the limits which yields zero on expansion of the
brackets,.

It follows from consideration of the physical model that the general result

should contract to the point force result given by equations (2.1.1) and (2.1.2)
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for the case U equals zero if a tends to zero, y; and y, each tend to v, and P
behaves in such a manner that Za (yp - y7) P tends to a constant Y, which is the
magnitude of the equivalent point force. Vhen this arduous task is carried out

it is found that the general result does satisfy this check. The process used is
of course basically a double differentiation carried out from first principles,
but it has the advantage that it can be thought of purely in terms of the physical

model rather than the mathematical model.

(vi) The equations of equilibrium

In order to prove the validity and uniqueness of the general solution it
is necessary to show that the stress components satisfy the equations of equilibrium
and the equations of compatibility. For the plane problem, the equations of equil-

ibrium reduce to equations (1l.2.3), which are

2 (@) *3; @ + X=0 N XS
an ’a 3 -+ 3_ v — o . . . .6.1
G Slipey =0 (z-62)

It must be remembered that in the original point force model X and Y were zero,
but now there is a simulated body force in zone A so that X is zero for all Z,
and Y is zero in zones B and C but equal to P in zone A,

Remembering that (yx) equals (Xy), differentiate and add equations (2.3.L)

and (2.3.7), giving, for all (x,y),

3 (z:x-i- 3 (z:) ——21-(““) [ [2 (3K+@{(o3('&‘) 2(=-“) }+.—- CED) {l03(¢1>+ 2(;:‘_:23

v ayp 820 =) 2 @
R

- i (5K<-‘7)3+ (SK-D‘U'] 3;: - (3"‘)(‘3—\’) ‘::
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-4 om0 {log (19+ 229Y 5 (o {1y (w0 22L2 )

2

v (y+V) (™ Zyrv 2y (y+) R Mt
- () — ()2 +4v{ v 2a(ye }
hz—a

V"‘J\
which, since constants within the brackets cancel on expansion, can be reduced

to the form

T2

2 (94 2 (fy) o F [ [ @‘-ur]“:“ ]V“” L @)

-

V“Jl -

Subtract equation (2.6.3) from equation (2.641) and put X equal to zero for

all (X:y)’ giving, for all (x,y),

35(“32) = — [[(x-u) ]u—“ ]V—h | L @ed)

uz -a

If the expressions for Xy, as given by equations (2.3.9), (2+3,10) and (2.3.11)
‘for (x,y) in zones A, B and C are examined in turn, it may easily be shown that
they all satisfy equation (2.6.4) and that therefore the general results satisfy
equation (2.6.1).

Similarly, differentiating and adding equations (2.3.7) and (2.3.5) gives,

for all (x,y),

3—1 (‘;5,) + 2 (3‘3) =_F [ [ (n—\)(\’—v) z(* “) ~% {(3n+5)5+(.<_\)v} 2(:;_“) — (w+) {_ &-u);?:v) + @-}

-

R“'

‘;"3"(3*“)1’-(%%"2 + % (K+’->(=f DG LAY v f 2 =21y}

=92
+(K+‘)(‘j-v)(=—“)1 a“*‘r‘] (rad(o+#) 1 ]

% I
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which reduces to

uera V=4
3 (R4 2 (§) =2 [ [_w+¢] N )
¥ 33 27 a3 w=-a lvzy, W

Subtracting equation (2.6.5) from equation (2.6.2) gives

V=31

2 (y +y= __'E_H_(x—u)(§—v>+ ]uﬂ] A (X))
x T vy

Zzw u=-—a

It may readily be shown from equations (2.3+9), (2+3.10) and (2.3.11)
that equation (2.6.6) is satisfied for (x,y) in zones B and C where Y equals
zero and 2lso for (x,y) in zone & where Y is put equal to P,

Thus the general results are seen to satisfy the equations of equilibrium.

(vii) The equations of compatibility
If stress components are to represent a valid solution of the elastic
problem they must satisfy the equations of compatibility (see (ii) of Chapter 1).

ziz = ¥ = 0 everywhere,

Assuming a plane strain solution and that ” 55
the equations of compatibility reduce in number to four of which only one is
independent of the other three and the equations of equilibrium., The present
model is such that although changes in the body forces occur at the boundaries
of zone £, it is not possible to specify co—ordfnafes at which the differentials
of ¥ are not equal to zero.

Consequently the egquations of compatibility are proved to be satisfied if it
is shown, for example, that

<11: ~ )(x"a:-«-";):O L . - (2.7-9)

ax* Bb"

which is equation (1.2.k4c).
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It follows from equation (2.3.3) that for (x,y) in zones A, B or C,

W= +a V.'-\a.,~
" ~ P
11*53-—-1%”*‘) [[FJ J

h=—o V:j, 2

where F = {Lz (we) (=) log () = 5 (=) log (v9) = (4= § = { (h+D)y+ kvl o}° .o (@)

“Thew,

‘é?_ {1 (K*z){i(z w) +2 'Rz‘).(::-u) Z(a:_“)“} { 2 (=-w .2 T Z(x—u)—Z(x_u)‘* }
Tz

ax? R4 T4

+ (13-v)z -z—(?r'—_f} —_ (\J-&V){ (K+2.)j+ kvl z (:;—,:) S : . . . (27'5)

awd

*F _ z( )

} N )

It follows from equations (2.7.3) and (2.7.4) that

Ea ) F=0

and therefore that equation (2,7.1) and all the equations of compatibility

are satisfied by the general result.

(viii) The stresses at the free surface

Consider the stress system at the free surface by putting y equal to zero
in equations (2+3eh), (2e3¢5), (263¢7), (20369), (243410) and (2.3,11). Making
use of the fact that (arctan % ) is an odd function of ¥, it follows that, ex-

cluding the two points ( |x| = a, ¥ = 0) in the special case where yq
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equals zero, then

Vayg

25 (k1)

(£g)‘s=° = P [ [2 (“"'D(!"‘Q l°3{ (I-UD‘L-E-V"} —_ 4-(}(—\) v o.-rc{cwl';c%; ] ) :z

V=‘)|

- (2.8.9)
and (.S“J)\J.-.-c: (3“3) _ = O .

Thus the inherent boundary conditions at a free surface are satisfied.

(ix) The plane substratum

Consider the case of an infinite, plane, horizontal substratum by letting
the dimension a tend to infinity in the general results. The corresponding
simplest equilibrium system is shown in diagram 2 of figure 2, It is necessary
to maintaiﬁ the equilibrium of the half-space by a line force applied along a
line at great depth and of infinite length. Unlike the point force or line
force of finite length used to maintain eqpiligrium in the general case, this
line force distribution of infinite length does not have a negligible effect
near the surface, and the assoclated stress system must be regakded as part of
the main solution, since equilibrium is a primary requirement.

Consider first this supplementary stress system by letting a and v in
equations (2¢2.2), (242.3) and (2.2.4) tend to infinity in such a way that '%
also tends to infinity. The only terms that are significant as a tends to
infinity and the expressions are expanded are those in which the limit is a
function of V of such a type that the terms do not cancel. This is true whether
the "limit" of the term be finite or infinite. Thus only the inverse tangent
terms prove to be significant as a tends to infinity.

Assuming y € V and putting L = -P (y2 - ¥4) into equations (2.2.2),

(22.3) and (2.2.4) gives, as a tends to infinity, the supplementary stress
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system defined by

~ 1(\1—‘) ~
2x=PEED (oy) | Hy=F=0, S )
yiv
Now let a tend to infinity in the main results. Since arc tan
X+ a

tends to zero as a tends to infinity for all (y ¥ v), it follows from equations

(2.3.4) and (2.3.5) that

V:“i

xX-a

~x _>21r(w-n) [(3 K)(\s-v) anctan ¥ — { ($K+q)3+(3k—-\)V}mJCa —

Y=y,

v

V=Y
——“ “» Qe owhl—/
awd 33—927014—‘) [(K*D(‘)—‘Q{Mt{ﬁw -a x— m} ] .
V=31

The limits of these equations as a tends to infinity are functions of y, so

that the three ranges of y must be considered in turn. The results obtained are

~ l(K—Q

'F"." Yy< Y1 4Ya ) xx= = Py (‘31 ‘Jl) ? A:) ) ’

-Fav‘ lj,ébsjz s xXx = —;—}{(3—\«')34-2("-;)31—(»{4-9)'}’ €j='?(3_5'> R
avi foyey oy, dx= =Py o B Pl @

The stress component Xy defined by equations (2.3:6), (2e3¢7), (2e¢309) and
(263+11) may be treated similarly except that both limits of u have to be
considered since when the inverse tangent tends to zero, it is multiplied by a

term tending to infinity. The result obtained is



-Fo'r 3(\5\431 (zmvc.C) R £3= (o] .
.Fo'r \ng 5\51 (zam. H) R £3 =0 R

gy () A0 S ew

Add the stress system given by equations (2.9.1), (2.9.2) and (2.9.3) to

find the following final results for the case of the plane substratum,

'F" Y<h<y xx= O s 43=0 ’ :G:’:O ’
for yitygy, o A= -PIET (), 5 Ry , Fy=o
and ‘(“ 3|<‘31L3 N k+| (\5& 5) ‘_‘)A‘j: ':P(‘J!—j') s 3?5':0 . . ,(7..7.4)

A further special case is that of the homogeneous half-space in
equilibrium. This may be considered by putting y; equal to zero in equations
(249.4) for the case Y1 & T & Y2
Thus, ax = -Pki-:—i ¥ = - Py, ¥ = 0,  (2.9.5)
which is, of course, the expected result. Note that the plane strain soclutions

for the substratum and half-space are complete solutions in that the physical

assumptions in the x and z directions are identical and

Fr o () o

(x) The terminated substratum .

A further case of interest is that of the terminated, semi-infinite substratum
46



shown in diagram 3 of figure 2, The results for this case may be regarded as
an alternastive expression of the general result since a finite rectangular
density anomaly may be built up by adding two terminated substrata. This is
illustrated by figure L.

The method of obtaining this result from the earlier general result is to
move the origin to -a, so that (x - u)u . is replaced by (x - 2a) and
(x - u)u _ -a; is replaced by x, and then let a tend to infinity.

Consider firsf the stress system due to the line force required for
equilibrium. Applying the above procedure to equations (2.2.2), (2¢2.3) and
(2e244), and assuming that v also tends to infinity, but in such a way that'%

tends to infinity, it can be shown that for finite x and y,
:?::-.:—- _— L "\3=£D= o . R ., . (Z.IO.I)

If this process is now applied to the general results given by equations

(2.30L4), (2.3.5),'(2.3.7), (2.369), (23¢10) and (2,3.11) it is found that

—-‘i (3w+6) x lea{ a2y (j+v)z} - %L' (rn-0x loj{‘.’:‘_.. (-J—v)‘}

R>
il
oy
,;\ <
¥
<
—

V:tjz
-+ - “qvx .
= [y Grodv] rctan 2L+ (30 (4-) ameton L —;':‘(;—)] o

V=wj' b

vz

.(K.’._s)x lcjg:_,ﬁ’_(_‘lﬂ)l . (K*D(‘J-V){MC{—“V% + Mctuv"-_v} -+ _iﬂ_ai_,——-] 71. (2. ‘o

X
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hor3 >
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x>+ (y-v)?2 - ~Z 4 (3_,‘,)1
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= iﬁ»[— 5 (ed(y) log fos (gt = 4 [ (areedys (v log [oe yan]

Vi
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for z in zones A or C,

V=I31
2y = P 3=y
'.:31=__[v+:>c MC.'EQN—&— . . . . (2.!0.5)
1w Vs \3|

and for z in zone B,

" -
'131.-

Sl

-

[v— = avctaw Limad ] o . ) ) . (2.!a.6>

V':jl

On adding the supplementary system given by equation (2.10.1), with L-equal

to -P(y2 - y1),0only equation (2.10.2) is modified and becomes

: 2 * ! 2 * arctan 1Y
R =T [_5(3""5)" logfacta (o} = £ (n-D3 by fare (g} = {(S ey (30-Dv] =
: vey,
+ (3-%) (y-v) arcban 37V _ AV + Z—,;(K_Dv] .o (@2a1e)
T el vay, .

Thus the full solution for tge case of the terminated semi-infinite
substratum is given by equations (2.10.7), .(2;10.3), (2.346), (2.10.4), (2.10.5)
and (2.10.6). '

In order to find expressions for the surface stresses in the case of
the terminated substratum, put y equal to zero in these equations.

Then,

v Y
(:fx ] = -P [(K-ﬂ)x lo'j (:z“-vv") -+ (k—l)'U' {Mc{avv _l_"-_,': —_ Mc{aw = } ] s . (1-‘0-%>

V:\J‘
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(xi) Summary

Plane strasin solutions have been derived for the stress components at
points within an otherwise homogeneous elastic half-space in which there are
various rectangular zones of the cross section with a contrasting density.
These zones are defined by planes parallel or normal to the free surface.

It is emphasized that the solution has been obtained to a static problem.
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CHAPTER 3

SOME NUMERICAL RESULTS AND THEIR INTERPRETATION

| (i) General considerations

The results of Chapter 2 are to be applied to geological models, and
therefore only the plane strain solution will be used. The work of Dean,
Parsons and Sneddon (1944) and of Sneddon (1944), which was described in Chapter

1, suggests that the effects of this approximation are unlikely to be serious.

The stress field is a function of only one elastic parameter, namely Poisson's

ratio. It has been shown numerically from equation (2.8.1) that the stress
distribution over the free surface for a wide range of models is not unduly
sensitive to changes in the value of Poisson's ratio.; A similar conclusion was
reached with respect to their own model by Dean, Parsons and Sneddon. In the
numerical work described in this chapter Poisson's ratio is equal to 0.25,
except for the simulation of the results obtained by Durney, where his value of
0.28 is used. Similarly, the acceleration due to gravity is put equal to

1000 cm/seo2 in this special case but is otherwise taken as 981 cm/secz.

The values of the stress components given by the results of Chapter 2 are
directly proportional to the density contrast, the acceleration due to gravity
and the linear scale of the model. Thus, when considering only the form, (and
not the magnitude), of the stress field, models may be scaled so that one
dimension is always constant. If this is done, then there are generally two
independent dimensional parameters required to specify the shape andllocation of
a single mass anomaly.

The method of applying the expressions derived in the previous chapter is
to evaluate the state of stress at a series of grid points over the area of the

cross section of the model. If the model is symmetrical, then only half of the
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cross section need be considered. As indicated in Chapter 1, the function
most generally evaluated and contoured will be the positive stress-difference
of the three principal stresses. The main problems that will be considered
mumerically are the general variation of stress at the free surface, two
models representing a mass anomaly within the crust and presented here as
models of a granite batholith either outcropping at the free surface (first
model) or existing at considerable depth (second model), and a set of models
representing the Airy isostatic compensation of a surface load such as a large
mountain chain., The granite batholith models are defined by (y2 - yl) equal
to eight kilometres, 'a' equal to eleven kilometres, the density contrast
equal to -0.1 gm/cc, and yl equal to zero (first model) or to eight kilometres
(second model). The compensated mountain chain model is made up of a uniform
surface load, which represents a mountain with a width of 600 kilometres, an
average height of 3 kilometres and a density of 2.8 gm/cc, and which is
compensated by a rectangular mass deficit of equal magnitude defined by y1 equal
to 30 kilometres, y2 equal to 51 kilometres, 'a' equal to 3C0 kilometres and a
density contrast of -0.4 gm/cce

The stress-difference used for the numerical calculations is defined as
the positive stress-difference of the three principal stresses. This is
contrary to the practice of many authors who consider the difference of the two
principal stresses in the x - y plene. This two dimensional definition
corresponds to the function determined by photoelastic results. There are two
reasons for using the three principal stresses invthe present problem. Firstly,
the plane strain assumption assigns & value to all three principal stresses, and
therefore it is necessary to include 2ll three stresses in the definition in order
to be consistent with the implications of this initial assumption. Secondly,

the defimnition involving all three principal stresses has physical significance,
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because it is a measure of the approximation of the stress to the hydrostatic
state. Jeffreys (1962) uses this definition of the stress-difference while
discussing harmonic surface loading of an elastic half-space when at small

depths his ppoo, ( = £z ), is an extreme stress.

(ii) The half-space stress computer programme

A computer programme has been written in the Algolprogramming language
which calculates the state of stress at any point in a half-space of specified
density due to any number of rectangular density anomalies, infinite or semi-
infinite plane substrata and uniform surface loads., The position of each of
these components along the horizontal x - axis 1is variable, and tectonic
stresses may be allowed for according to equation (1e¢3.7).

The programme and its specification are given in sppendices 2 and 3
respectively. The programme consists of a series of "procedures" (sub—routines)
corresponding to the different model components and stress functions that may be
required, and a main part which reads the model parameters from data tapes,
calls up the required procedures, and controls the form of the output.

The following is a brief description of the procedures.

INVTAN This procedure evaluates inverse tangents in the range +7 to - .
Unusual precautions are necessary since the procedure operates upon
identifiers of type real, which are often the small difference between
two large numbers, and therefore lisble to significant error, which
might prove critical in evaluating a discontimuous function such as
the inverse tangent. The numerical constants used in this procedure
imply that when the programme is used to study geological models, the
unit of length should be of the séme order of magnitude as the

centinetre,
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INSIDE and RECTANGLE These procedures calculate the Cartesian stress
components *x, ¥y and Xy, given by equations (2.3.4), (2.3.5),
(2.3.7), (2.3.9), (2.3.10) and (2.3.11), at a given point (x,y) for
a rectangular density anomaly.

INSURECT and SURECT These procedures calculate £x given by equation (2.8.1)
at a given point (x,0) at the free surface for a rectangular density
anomaly.

SUBSTRATUM This procedure calculates ¥x and 7y given by equations (2.9.4)
at a given point (x,y) for a plane substratum model.

SURFACE This procedure calculates XX, 7y and iy given by equations (2.2.6) at
a given point (x,y) due to a uniform surface load.

INNER and TERMINATED These procedures calculate ik, 7y and £y, given by
equations (2.10.7), (2.10.3), (2e366), (2610ek), (2410.5) and (2.10.6),
at a given point (x,y) for a semi-infinite substratum model.

SURTERM This procedure calculates %x given by equation (2.10.8) at a given
point (x,0) at the free surface for a semi-infinite substratum model.

PRINCIPAL STRESSES This procedure calculates the three principal stresses of
the plane strain solution from the values of Xx, ¥y and Xy according
to equations (1.2.1), and prints out these three principal stresses,
the angle ® given by equation (1e2.,2), and the positive stress-
difference of the three principal stresses.

MISES This procedure calculates the von Mises function given by equation
(1.3+6) from %x, ¥y and &y, assuming a plane strain solution.

CLASSIFY 1In order to reduce the considerable labour of examining the results,
this procedure may be used to classify the state of stress at a

point (x,y) given in terms of the principal stresses in the following



manner:-

(a) A 'g', 'i' or '1' is printed according to whether the third
principal stress, %z, is algebraically the greatest, inter-
mediate or least principal stress.

(b) An 'a', 'b', 'c' or 'd' is printed according to whether three,
two, one or zero principal stresses are less than zero,

(i.e. compressional).

(¢) If the sum of three principal stresses is less than zero, then
print 'cn' and the values of the Coulomb-Navier fracture
function, which is the value of So given by equation (1.3.3),
for the cases 6 = 30° and b = 55o . Otherwise, if
3pp4q + PPoo D> O print 'ga', else print 'gb', and then the
value of the tensile strength necessary for failure according
to the Griffith theory of equation (le3.5). In the programme
which has been used for production work and which is given in
appendix 2, this part of this procedure is not strictly correct
in that the Griffith criterion is evaluated in terms of the
greatest and least principal stresses instead of PPy and PPy
The significance of this distinction is indicated in Chapter 1.
However, in all the cases that it has been used, zz has been the
intermediate principal stresse.

In the main programme parameters such as the density and Poisson's ratio
of the half-space, the acceleration due to gravity, tectonic stress systems
represented by equation (le3.7), the programme control integers which determine
the sequence of the calculations, and the parameters of the mass anomaly models
are read from data tapes. The values of(x,y) are either read directly from data

tapes or defined by a grid. The common case of the supplementary stress for a
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hydrostatic natural state is treated by putting the half-space density equal
to zero. 4 flow diagram of this programme and details of the data tape format
are included in appendix 3.

The reasons for writing the programme with so many distinct special cases
were to check the consistency of the different equations derived in Chapter 2
and to save computer time during production runms. This saving of computer
time was of coﬁrse reduced by the extra time taken to compile the programme
during testing. Numerical calculations using the results of Chapter 2 were
first carried out in 1963 using a Pegasus Autocode programme which was thoroughly
tested by comparing the results with hand calculations. The programme described
here, which was written in 1966 using the much simpler Algol language, was
fully tested and found to be self consistent (e.g. simulation of a rectangle by
two semi-infinite plane substrata) and also to give identical results to the
Autocode programme. New results such as SURFACE, MISES or CLASSIFY were tested
by hand calculations.

The accuracy of the calculation is limited by the number of significant
figures used for constants such as w . The accuracy of about 1 in ZI.OLF is
clearly more than adequate for the type of problem considered, and the error

is insignificant in comparison to the effects of the various approximations

implied in the model.

(iii) The stresses at the free surface

The discussion of the state of stress at the free surface of the elastic
half-space due to internal density anomelies is simplified by the facts that
the principal directions are orientated parallel and normal to the free surface
and that only one principal stress, (equal to xx), is. not zero. Also, in the
absence of tectonic stresses, the surface stress is independent of the assumed

natural state at depth.
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The variation of surface stress over a semi-infinite terminated substratum
with a density contrast of + 0.1 gm/cc and thickness of one kilometre is shown
in figure 3 for different depths (yl) to the upper surface. The magnitude of
the surface stress is zero directly above the énd of the anomalous mass, (x = 0),
and increases steadily as |x| increases, reaching a maximum value when |[x]
equals 1.25 - 1.5 times y2, (y2 is the depth of the lower surface of the
anomaly). The magnitude of the surface stress decreases only slightly for
further increases in {x| e The magnitude of the maximum surface stress is
largely independent of the depth of burial, and is equal to about L;..lO6 dyne/cmz,
(i.es L4 bars). The use of these curves for interpretation tends to be misleading
becaﬁse qf the infinite extent of the model. The importance of these results
is the understanding that they give of the variation of surface stress over a
rectangular density anomaly of finite lateral extent. The relationship between
the two cases is demonstrated in figure L. The distribution of surface stress
due to a rectangular density contrast of + 0.1 gm/cc, with a thickness of one
kilometre and various widths, is shown in figures 5, 6, 7 and 8, The surface
stress is greatest and compressional over a positive density anomaly, and tends
to be tensile outside the limits of the anomaly. Except for the case of anomalous
bodies with a width, 22, much greater than the depth to the lower boundary, y2,
the maximum surface stress amplitude occurs over the centre of the body. In the
exceptional case, it occurs over the limits of the body, but the value over the
centre is still high.

The surface stress over the centre of a finite anomaly of width 2a equals
twice that over the corresponding terminated substratum at x equal to a. Thus,
for fixed thickness (y2 - y1), the central surface stress increases steadily as
'a' increases from zero to about 1} times y2, and then decreases slightly for

further increases in 'a'. For a positive density anomaly of 0.1 gm/cc, with a
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thickness of one kilometre, the surface stress of greatest magnitude,
(corresponding to an optimum value of 'a'), is equal to about -8 bars.

The surface stress over an anomalous mass of general thickness may be
considered by summing the effects of the constituent one kilometre layers.
In particular, if 'a' is greater than about 14 times y2, each layer makes
_ an equal contribution to the maximum surface stress of approximately -8 bars
per 0.1 gm/cc positive density contrast per kilometre thickness. The magnitude
of the surface stress at the secondary maxima or minima lying outside the limits
of the anomaly is at least an order of magnitude less than the value over the
centre of the anomalous body, and is greatest for a body at or near the surface.

Before considering the interpretation of the surface stress results, two
comparisons will be made with available similar results.

Taking fr or &e of Dean, Parsons and Sneddon (1944) to be analagous
to #£x, then, from their figures 5 and 6, (where o = % and '% = 0.2), their
results give

3%( = OOBBXF 3

where F is the force per unit area of the circle of radius a and
depth h, acting towards the free.surface.
Putting F = -gp (y2 - y1)

~107 dyne/cm2 per 0.1 gm/cc per kilometre thickness,

then Tx ~5.5 bars.

Considering the great difference in the two models, this value is
consistent with the value of -8 bars obtained in the current work.

A second opportunity for comparison is given in the second unpublished paper

by Durney, where the density excess
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2
( «l(zoo km, 400 km) e - ,

for D = 100 km, (°= 3.5. 1072 gn/cc, and “'((l,d) =1 for d2>y»l and

. zero otherwise,
is said to give a surface compression at the centre of about 185 bars. This
distribution may be crudely simulated by model I of figure 5, with a linear
scaling factor of 200 and a correction factor of %? for an equal total mass
anomaly.
Thus from figure 5,

B = - 3.9 x 200 x 0,35 x 0,886 bars

- 242 bars.
The discrepancy in magnitude is not unexpected in view of the significantly
different lateral mass distribution and the different value of Poisson's ratio
used by Durney.

The application of these theoretical results to the surface of the Earth
in the absence of tectonic stresses naturally concentrates on the surface tensions
produced by a structure of anomalously low density, because much lower stress
magnitudes are required to initiate failure under tension than under compression.
For example, a density anomaly of - 0.1 gm/cc and thickness 5 kilometres could,
according to this theory, give a surface tension of LO bars, which is the
approximate tensile strength of granite (Jaeger, 1962), Thus,according to this
theory, significant tensions can occcur at the surface of an inhomogeneous crust
without the occurrence of regional tectonic stresses. However, it seems unlikély
that the existence of the stresses due to density anomalies could be proved in
the field, since this would require the elimination of effects due to the mode of
origin of the density anomaly and due to other consequences of external tectonic
stresses.,

The justification for assuming a hydrostatic natural state of stress becomes
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uncertain near the free surface. The state of stress at shallow depths was
investigated using various failure criteria for the first granite batholith
model and a half-space of density 2.7 gm/cc. The resulis are demonstrated

in figure 9. The first point is that, in spite of the overburden, the main
stress is tensile to a depth of about 150 metres. This indicates that

tensile phenomens caused by this effect could appear at the surface as quite
major features. The Griffith theory is the appropriate criterion in this
tensile zone. The second point, which relates to the use of failure criteria,
is that the trends of the contours of the stress-difference and the von Mises
function are similar, (i.e. the two criteria are approximately consistent,)
but that the trends of the Coulomb-Navier fracture functions for the angle of
internal friction, g , equal to 300 and 50o are entirely different., Note
also that this natural state yields an increasing positive stress-difference,
(d = o), with depth and an increasingly negative Coulomb-Navier fracture
function with depth for ¢ equal to 55°, For Poisson's ratio equal to 0.25, this
natural state does not contribute to the fracture function if g equals 300.

The effect on the surface stress of a uniform tectonic stress represented
by equation (1.3.7) is to move the zero stress axis of the surface stress
diegram, but to leave the shape of the distribution unaltered. Under conditions
of increasing crustal compression, failure at the free surface will first occur
at the location where the anomalous surface stress has its greatest compressional
value, and similarly, under conditions of increasing crustal tension, failure
will occur where the supgementary surface stress has a maximum tensile value.
?his approach assumes that failure will not occur elsewhere in the model for a
tectonic stress of lower magnitude.

Thus the Bollowing trends for failure at the free surface are indicated.

For a positive density anomaly, failure under crustal compression will generally
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occur sbove the anomaly, and failure under crustal tension will generally
occur outside the limits of the anomaly. For a negative density anomaly, the

reverse is true.

(iv) The stresses due to a uniform surface load

In diagrams (a) of figures (16), (17) and (18), the stress-difference
within an elastic half-space due to a uniform surface load is considered for
models corresponding to cases of no tectonic stress, tectonic tension and tec-
tonic compression. The uniform crustal load is a large feature corresponding to
a mountain range with an average height of 3 kilometres, a width of 600 kilo-
metres and a density of 2.8 gm/cc, and the assumed tectonic stresses are of
the same order of magnitude as the stresses due to the surface load. The case
of a crustal tension has bcen considered by Bott (1965), and although his results
appear slightly different because here the stress-difference is defined as the
maximum positive difference between the three principal stresses, it still
follows from the results that normal faulting is most likely to occur beneath
the load and is least likely to occur in the adjacent regions. Diagram (a) of
figure (18) shows that for the case of a crustal compression large stress-
differences occur throughout the diagram and particularly beneath the extremities
of the surface load. One could speculate that this large stress-difference
beneath the limits of the surface load, which is 2 featurg of the uniform
surface load result for depths much less than the width éf the load, might
favour the onset of local isostatic compensation by permitting the crustal block
bounded by these regions of likely failure to sirk under the surface load.
Comparison of diagrams (a) and (c) of figures (16), (17) and (18) show that the
effect of any isostatic compensation according to the Airy hypothesis, (see
section (vi) of this chapter), has the effect above the level of compensation of
tending to exaggerate the features of the stress-distribution due to the surface

load alone,.
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(v) The stresses due to an internal density anomaly.

Three different models for a rectangular density anomaly within an elastic
half-space model of the crust will be considered, and each will be examined
under conditions of crustal tension and crustal compression represented by
equation (1.3.7). General conclusions will be drawn from these models, but the
first two models are particularly selected to represent granite batholiths
occurring within the crust and the third model is designed for use in the
discussion of the isostatic compensation of surface loads. The parameters of

these three models are given in the table below.

density
a, yi, y2, contrast | figure
in km. in km. in km. in gm/cc | numbers
First granite model 11 0 8 -0.1 10, 11, 12,
-Second granite model 11 8 16 ~0.1 13, 14, 15.
liountain root model 300 30 51 -0.4 16B, 175, 18B.

TABLE e5.1) ~ The peremeters of the rectangular density anomaly models

However, before these models are discussed, a calculation wiil be described
which aimed to compare the results of chapter 2 with those of Durney (l965>.

Durney considers the density distribution
.—P -
F (.e, 5—613>Cosk'1

1 -1 1 =1 .
where p equals 356 km , q equals 500 km ea equals 0.35 gn/ce
1
and T equals 100,250 or 400 km.

The functions T (v), Tp (y) and T3 (y) defined by

Tax® Ty (9) coska | Ty =T (1) siwhx | Tyu= T (y) coska

are plotted for the three values of k. A simulation using the same values of
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Poisson's ratio and the acceleration due to gravity was carried out for the
case of k equal to 5%6 km_1 using six rectangular anomalous blocks of identical
total mass per wavelength of x, This simulation is demonstrated in figure (19).
The functions £x (o,y), =Xy ( %% , y) and Py (o,y) are anologous to T¢(y),
To(y) and T3(y) respectively, and are illustrated for this one value of k. If
these curves are compared with those of Durney's paper, ¥y and Xy show good
agreement over the range of y considered, but Xx, which shows good agreement at
the free surface, is too large at the maximum occurring at a depth of about 800
kilometres, (490.bars instead of about 250 bars). This discrepancy, which is not
so significant if it is related to the free surface value of -1680 bars, can be
attributed to the effect of the large step in the simulated density function
occurring at a depth of 500 kilometres. In general, the agreement between the
results is unexpectedly good when the method of simulation is considered.
Consider the contours of equal stress-difference for the three models of a
low density anomaly in the crust which is free from tectonic stresses. Figures
(10) and (13) include the isostatic curves for the two granite models., These
curves represent the orientation of the principal directions, and are drawn to
indicate whether the principal stress whose principal direction is parallel to
the curve is compressional or tensile. They also indicate the orientation of
possible fault planes according to equation (1l.3.4). It can be seen that the
stress-difference is large at the free surface above the density anomaly and at
the side contact and below the anomaly. t is low at the centre of the anomalous
body and near the surface outside the limits of the body. This is true whatever
the sign of the density contrast. For a mass deficit, (negative density contrast),
the average stress is tensile except very near the free surface outside the limits

of the body. The comverse is true for a mass excess, (positive density contrast).
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The maximum stress—difference for the two granite models occurs at the free
surface. The maximum value in the mountain root model occurs at the side
contact of the mass deficit, but is only very slightly larger than the
maximum stress-difference at the surface. The interpretation of surface
stresses has been discussed in section (iii) of this chapter.

General conclusions about the influence of density anomalies in an
inhomogeneous elastic crust on tectonic stresses will be derived from
consideration of the two granite models only. . This is because the mountain
root model is complicated by the fact that the stresses due to the mass
anomaly are of the same order of magnitude as the assumed tectonic stresses.
However, the stress-difference follows the same general pattern as will be
deduced from the granite models. This wouid be more evident if the mountain
rcot model were extended to a depth comparable to its width. The general
conclusions derived from figures (11), (12), (14) and (15) of the granite
models are as follows:-

for a density low and a crustal compression

or a density high and a crustal tension,
the stress-difference is increased below the density
anomaly and is decreased above and to the side of the
anomaly,

and for a density low and a crustal tensicn

or a density high and a crustal compression,
the converse is true;

that ié, the stress-difference is increased above and to the
gide of fﬁe density anomaly and is decreased below the
density anomaly.

It 'will be recalled that, according to the principles outlined in section(iii)

of chapter 1, a large-stress difference under a crustal tension tends to increase
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the likelihood of normal faulting, and a large stress-difference under a crustal
compression tends to increase the likelihood of thrust faulting. If one
considers only faulting occurring above or within the upper half of the density
anomaly, it may be postulated that in a region of uniform topography, the likeli-
hood of normal faulting is increased in an area of anomalously low gravity and
the likelihood of thrust faulting is increased in an area of high gravity. OFf
course, these two different types of failure would not occur at the same time,
but under conditions of regional crustal tension and compression respectively.
Conversely, if one considers processes in the lower half of the anomalous region
or below, normal faulting is most likely in regions of high gravity and thrust
faulting in regions of low gravity anomaly.

It is worth repeating here the opinion expressed during the discussion of
the interpretation of surface stresses, derived using the present relatively
simple model, that the mechanisms of crustal processes are so various and relatively
complex that it is very unlikely that one can isolate an effect such as those
discussed above and prove its occurrence in‘the field. At the best, one can use
some reasonable theory to explain trends of behaviour which are consistent with
the field data. However, the uncertainties of geological science are such that
this consistency is in no way a proof of the theory.

The second case considered above corresponds to that treated by Bott (1965),
since the distributed load was simulated by a surface load, and the entire half-
space was necessarily below the anomaly. He cites the tectonic and igneous
history of the Midland Valley of Scotland as a possible example of this mechanism,
and attributes the normal faulting and dyke-intrusion of late Palaeozoic and
early Mesozoic age to a positive gravity anomaly due to either a thinner or a

denser crust. It is postulated that the high regional Bouguer anomaly over the
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north-eastern Irish Sea similarly corresponds to a load on the underlying mantle
and enhances the likelihood of normal faulting therein, leading to the formation
of sedimentary basins. Subsidence is supposed to be initiated by local flow in
the upper mantle due to the uplift of nearby mountains in response to erosion
(Bott, 1964D).

The present work emphasizes the point that this theory requires that the
initiation of normal faults and dykes occur below the mass anomaly and therefore
near the bottom of the crust or in the upper mantle., The state of stress above
the anomaly is such as to inhibit the origination of these tensile features,
However, once the initial breakdown has occurred at depth beneath the load, the
state of stress is greatly modified and the current model is invalid. In
particular, large stress-differences will occur above the region of yield, and

faults or dykes may propagate to the surface.

(vi) A model with mass compensation

Consider the mountain range model for an unstressed crust as shown in
figure (16). Diagrams (a) and (b) represent respectively a uniform surface load
and an internal mass deficit of equal magnitude situated at the base of the crust.
In both cases it can be seen that the stress-differences are still large at
depths of a hundred kilometres. In diagram (c) the two models are combined
to give simple local mass compensation at depth. This corresponds to a form of
Airy-Heiskanen isostatic compensafion, (Heiskanen and Vening Meinesz, 1958), with
a non-standard value of the density contrast and ignoring the effect of curvature
of the Barth., It is immediately apparent from diagram (c) of figure (16) that the
stress-differences below the level of compensation are an order of magnitude
smaller than those at the same location in diagrams (a) or (b), and that large

stress-differences occur in the layer between the two compensating mass anomalies.
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The diagrams of figures (16), (17) and (18) also indicate whether the average
principal stress is tensile or compressional. The average principal stress
is compressional in the layer between the two compensating mass anomalies.

It is seen from figures (17) and (18) that the effect of a crustal stress
(represented by equation (1.3.7)) on the compensated model is to give
approximately the tectonic background stress-difference below the level of
compensation and to the side of the anomalous region. In the case of a crustal
tension large stress-differences occur above the compensating mass deficit, but,
for a crustal compression, these values are not much greater than the background
level., In both instances the average stress in this region is compressional.

Two features of these diagrams which may seem unexpected are the facts that,
firstly, the 'surface' stress-difference is the same in diagrams (b) and (c) of
figures (16) and (17), (the same is true of figure (18) for x » 300 km.), and,
secondly, the largest stress~difference in the layer between the mass anomalies
occurs for a tectonic temsion, even though the average stress in this zone is
compressionale,

The first feature is a consequence of the fact that the solution of the
uniform surface load problem gives x = Jy = Lat y = 0, so that, for
Poisson's fatio.eqpal to &, the éorresponding stress-difference is 3L. Thus,
when the surface load is added to diagram (b), #x and ¥y are changed equally, so
that, if zz is the intermediate principal stress, the stress-difference is
unaltered. The second feature is a consequence of the fact that the stresées
occurring in this large scale crustal model are larger than the assumed tectonic
stress magnitude of LOO bars. The dominant principal stress in the layer above
the compensating mass deficit is a near-vertical compression of sufficient
magnitude to keep the average stress compressional. The effect of a horizontal
tension represented by equation (1.3.7) is therefore to increase the stress-

difference, and the effect of a horizontal compression is to decrease it.
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(vii) Conclusions

The exact solutions of chapter 2 for a two-dimensional, elastostatic
model of an isotropic half-space with homogeneous elastic properties but
inhomogeneous density have been used for numerical calculations of the
supplementary stress systems due to the variations of the density. The elasto-
static stress fields have been described for models corresponding to certain
geological situations, and the results have been used to discuss some of
the non-elastic, dynamic processes that are thought to occur in the crust of
the Barth and the upper mantle, Consequently, the approach to the interpreta-
tion has been cautious.

It has been shown that density anomalies in the crust can induce stresses
of sufficient magnitude to have a significant effect on the tectonics of the
region. It seems from the models examined that, in the absence of superposed
tectonic stresses, the stress-difference nmever attains a value that is
significantly greater than the maximum stress at the free surface. Data has A v
been presented which enables the surface stress to be estimated in the vicinity
of any uniform, rectangular density contrast. This rectangular density contrast
must be defined by planes which are parallel or normal to the free surface. The
stress at the free surface can be as large as - 8 bars for a density anomaly of
+ 0.1 gm/cc magnitude and one kilometre thickness. Because the tensile strength
of rocks is much less than their strength under compression, the most important
case is the surface stress existing above a mass of anomalously low density.

In the absence of tectonic stresses, the stress-difference is small at the
centre of an anomalous body, and is larger above and below the body and at the
side contact. The effect of a superposed tectonic stress is either to make the

stress-difference larger above the anomalous mass and smaller below, or vice
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versa. For example, a tectonic tension enhances the likelihood of the
initiation of tensile features atove a mass deficiency or below a mass
excess.

A model of Alry isostatic compensation of a surface load in the
~absence of tectonic stresses shows that the stress-difference is greatly
reduced below the compensating mass deficiency, but that the maximum

stress-difference within the crust is increased by isostatic compensation.
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APPENDIZ I

The plane strain solution for a line force within a half-space

The purpose of this appendix is to gquote the results obtained by Sneddon
(1944) for the components of stress at the point (x,y) in the interior of a
semi-infinite elastic medium defined by x > 0 due to the action of a force
of magnitude F distributed uniformly over the strip x = h, -a <y < a,
and in the direction of the negative x direction, and to show that Sneddon's
result is identical to equations (2.2.3), (2.2.4) and (2.2.5) obtained by
integrating the point force result derived from complex potential theory before
Sneddon's paper was found.

Introducing the notation

™= (”t"")""'}(am)z . T @R (g , two: = , tov e, = if: -7
o@Dt RIS et L dege 25 beds iR

then Sneddon's results are

:E‘J:E-;f(—:;[(l-zo-)lﬁ%.f(x-kf L >+4xk(z+l.)*(—- ——2— {(3 4-«):-—4«1-«—1-}(’;"1‘_;';1)] ’ (a.

1133

ey [9 -0+ (m49)(f-4,) + 2 (s-wz,gaswz,g)] . . . (01.2)

9

LGy =

[(l 2,)(01 ..§£ 94 )_,_ L (_«,.., 28,-siw 28 > + (3—-40)x?+ 4 (1-0) hx —L* (3"”2*2‘5."” 2;‘|>

41‘@(»—«) 2 (luv:r)z

vhx (s-.w,g-m.a,,g,)] S (a1.3)

2 (hex)

90



The notation of equations (2.2.3), (2.2.4) and (2.2.5) may be converted to that
F

of Sneddon by substituting (-y) for x, x for y, h for v and (-2-—) for L., Putting
a

also (3 - 4o ) for K into equation (2.2.3) and transforming both sides of the

equation gives

. A —F x~h _ x+h 2 (::—k)( 3—“) 2{(3—4»0)::-—“} (— )
- = 2(-2 “"‘t“":‘ arc v T —~a ~ E
Y Baﬂr(u-c)[ ( U>{ s 3 } (y-) e (x-R)* (-y-w)* + (xoh)*
Uu==+a
_ 2 xh (—5—0;)(‘.&4-"\) }
{ (—3—@1-.- (::-rk)z}z we—a )
o  aou. F N w5t m +u L (3—4)x-h (=+W(y+w
s XX-4y —411n.(|-¢) [0 20) {m{ s —h M‘{ :u»h} "'(Hiu)lz((i_z)z N E :*)l:‘ '(5_._“)2_’?:*2)1

+ 4 hx ' (31-u>(:z+l\)3 i
2 2 212
(x+ “> {(:yu) +(:x+k7 }

W=—a

4_”“('_6) {(I 2«)(& % G, +9§ )+ siv®, o0&, —sind, 05O + ..3_4")_:‘__&_ (sw# co.u% —-s..,’( w#)

- ..,.(:i‘sz (ccs 5‘1 54-V9{ —-cos¢ s!vv,‘ )}

Sivce siwdx = Bswx Ceszx—— 4 sivx Cosx l{ ‘{euows +I\&+

N 1‘5‘_33317:(.-0) (I—ZaD(Gz—él—&‘.;’é)..._% (,-,,,292,5;,,29')_’_{ (3—::):-11 . zksz} B szg -smz,&)

_z_é-‘%i Siv 4#1—siw 4-,£‘)}

9
which can be seen to reduce to the form of equation (Al.3). Similarly

transform equation (2.2.4), remembering that Xy transforms to -yx.
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Thus

;uﬁ,:mi,,_@{(. 2oy ( 55 -2 e (2 ) - 2{ (4= R o) (e — )

R2? LY

2 2 2
b SR aiostet) |
2

which reduces to equation (Al.1).

Finally, transforming equation (2.2.5) gives

A ~ - F x-h x- x+h . an x+h
3+zz=m{—m awSTg +amlen y - (3~ M){mfw_y_ arct —3+a]
(-y-) _ (=y+=) ]
" ZL [ (5-&&)1-; (x.,ln)z (5—172'-9- (:x-q—k)z
— F {mv —:.. — mceﬂv =% (3= [m":qy Y+a y—a ]
T 4% a(1-0) {w x—h ( +) x+h x+h
h z &+h) (y+a) _ (x+h)(y-2) }
* 2
SR (R S R SN

which is equivalent to equation (Al.2).
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APPENDIX 2

The half-space stress computer programme

A, Lucas Halfspace stress programme;

begin real pr, density, k, scale, conl, con2, con3,con4, con5,
-—-L—_—- y 9 ’
econ6, con7, gravity, x, y, XX, YyVs XY, 8XX, SyY, 8XY,
ppl, pp2, pp3;

integer nl,n2,n3,n4,ns,p,4q,px,qy,check,11,12,13,14,15,16,17,
18,19,110,111,pxstart, pxend,pxstep,qystart,qyend,qystep;

real procedure invtan(x,y);

real X,y;
comment the numerical constants herein are particular to this problem

overflow and underflow error indicate possible inaccuracy;

begin checks(€enter invtan?);

- if abs(y)>,20 then begin print £€13?y overflow error?,x,y;
invtan:=sign(y)*1,57079;

end

else if abs(x)<1 then begin
if abs(y)sl then begin print££13?invtan indeterminate?;
invtan:=0;

end

1se if abs(y)<1000 then begin
print2213?y underflow error?,x,y;

invtans=sign(y)*1,57079;
ond
else invtani=sign(y)*1,57079;

[

end
else if %<0 then begin
if y20 and y<1 then begin

invtan:=3,14159;

if x>-1000 then print££13?x underflow error+?,
Xy Y5

end

omt—

else if abs(y)<l then begin
invtan:=-3,14159;
if x>-1000 then print££13?x underflow error-?,

XY5
end
else invtans=sign(y)*3,14159+arctan(y/x);

end
else invtan:=arctan(y/x);
checks (€exit invtan?);

end of procedure; 93



procedure inside(a,u,v,sx,y,y1,y2,inxx,inyy,inxy1,inxy2);

value u,v;
real a,u,v,8Xx,y,y1,y52,inxx,inyy,inxy1,inxy2;
comment inner procedure of procedure rectangle;

begin real xlessu,ylessv,bigr2,litr2,theta,epsi,lgbr2,1glr2, ff;

xlessus=sx-u;
ylessvei=y-v;
bigr2:=xlessut2+(y+v)12;
litr2:=xlessut3+(y-v)12;
thetat=invtan(xlessu,y+v) ;
epsit=invtan(xlessu,y=-v);
lgbr2:=1n(bigr2);
1glr2:=1n(litr2);
ffe=4*y*vrxlessu/bigr2;
inxxs=cont*xlessu*lgbr2+con2*xlessu*lglr2-(con3*y+cond*v)
*theta+conS5*ylessv*epsi+ff;

inyy:=coné*xlessu*(1lghr2-1glr2)+con7*ylessv*(theta+epsi)-ff;
inxy1:=con2*ylessv*lglr2+(coni*y+con2*v) *1lgbr2
+con7*xlessu*theta-4*y*v(y+v)/bigr2;
if sx+a<0 and y2>y and y>y1 then
inxy2:=-xlessu*invtan(-xlessu,ylessv)*con7
else if y>y2 or y<yl1 or sx>a then
inxy2:=xlessu*epsi*con7
else if u>0 then
inxy2:=-(xlessu*invtan(-xlessu,ylessv)
+(sx+u) *invtan(sx+u,ylessv))*con7
else inxy2:=0; comment zones in order b,c,a,dummya;

end of procedure;

procedure rectangle(a,y1,y2,sx,y,dcon);

begin

value a,y1,y2,s8x,dcon;

real a,y1,y2,sx,y,dcon;

real inxx,inyy,inxyl,inxy2,£f;

ingide(a,a,y2,8x,y,y1,y2,inxx,inyy,inxy1,inxy2);

Xx$=inxx;

yys=inyy;

Xy:=inxy1+inxy2;

inside(a,~-a,y2,8%,y,y1,¥2,inxx,inyy,inxy1,inxy2) ;

XX =XX-inxx;

yys=yy-inyy;

Xy =xXy-inxyi-inxy2;

inside(a,a,y1,8x,y,¥1,y3, inxx,inyy,inxy1,inxy2) ;
$=Xx-inxx;

yy:=yy-inyy;

Xy:=Xy-inxyl-inxy2;

inside(a,-a,y1,8x,y,y1,y2,inxx,inyy,inxy1,inxy2) ;

XX$ =XX+inxx;

yy:=yy+inyy;

Xy$=Xy+inxy 1+inxy2;

ff:=dcon*gravity/(con7*6,2832) ;

xx3=ff*xx;

yy:=ff*yy;

xys=—1ff*xy;

end of procedure;
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procedure insurect (sx,u,v,inxx); value u,v;
real sx,u,v,inxx;
comment inner procedure for surface stresses for rectangle;
begin real xlessu;
xlessug=sx~-u;
inxx$=2%conT*xlessu*ln(xlessut2+vt2)=-8*con2*v*invtan
(xlessu,v);
end of procedure;

procedure surect(a,y2,yl,sx,dcon);
value a,y2,yl,sx,dcon;
real a,y2,yl,sx,dcon;
comment surface stress for rectangle;
begin real inxx;
insurect(sx,a,y2,inxx) ;
xxe=inxx;
insurect(sx,-a,y2,inxx);
XX $ =xX-inxx;
insurect(sx,a,yl,inxx);
$=XX-inxx;
insurect(sx,~a,yl,inxx);
XX $ =xXx+inxx;
s=dcon*gravity*xx/(con7*6,2832) ;
end of procedure;

procedure substratum(y,yl,y2,dcon);
value yl,y2,dcon;
real y,yl,y2,dcon;
begin real ff,fff;
ffi=-dcon*gravity;
fffs=ff*con5/con7;
if y<yl then xx:=yy:=
else if y<y2 then
begin xx:=fff*(y-y1);
yys=ff*x(y~y1);
end
else begin xx:=fff*(y2-yl);
yys=£f*(y2-y1);
end;
end of procedure;



Az/4

procedure surface(a,sx,load);
value a,s8X,load;
real a,sx,load;
comment uniform vertical load over part of free surface;
begin if abs(y)<1 and abs(sx)<a then
begin xx:=yys=-load*gravity;
xXy:=0;

;

end
else if abs(y)<1 then xxi=yy:=xy3=0
else begin real theta,epsi,bigr2,litr2,ff,fff;
thetat=invtan(sx+a,y) ;
epsis=invtan(sx-a,y);
bigr2s=(sx+a) t2+y12;
litr2:=(sx-a)12+y12;
ff:=load*gravity/3,14159;
fEf3=2%a*y*(sx12-at2-y13)/(bigr2*1litr2) ;
xx$=ff*(theta-epsi-f£f);
yys:=ff*(theta-epsi+fff);
xys=—d4*ffxgrgx*yt 2/ (bigra*litr2);
end of inner block;
end of procedure;

procedure inner(v,sx,y1,y2,inxx,inyy,inxy);
real v,s8X,y1,y2,inxx,inyy,inxy;
comment inner procedure of procedure terminated;

begin real yplusv,ylessv,
bigr2,litr2,lgbr,lglr,theta,epsi ff,thetal,epsitl;
yplusvi=y4v;
ylessvi=y-v;
bigr2s=sxt2+yplusvt2;
litr2:=sxt2+ylessvt2;
lgbrs=1n(bigr3a);
1glr:=ln(litr2);
thetas=invtan(-sx, yplusv) ;
epsis=invtan(-sx,ylessv) ;
thetals=invtan(sx,yplusv) ;
epsilt=invtan(sx,ylessv) ;
ffs4*y*v¥sx/bigr2;
inxx$=—-conl*sx*lgbr-con2*sx*lglr
—-(con3*y+cond*v) *theta+conS*ylessv*epsi
-1££412,56636*con2*v;
inyy$=-coné*sx*(lgbr-lglr)+con7*ylessv*(thetasepsi)+ff;
if sx<0 and y>y1 and y<y2 then
ff£e¢=—asx%*epsi
else ffi=+sx*epsii;
inxys=-con2*ylessv*lglr-(coni*y+con2*v)*lgbx
+con7* (v-sx*thetal)+4*y*v*yplusv/bigr2-con7*(v+££) ;
end of procedure;

@
=1]



A2/5
procedure terminated(sx,y1,y2,dcon); o
value 8x,y1,y3,dcon;
real sx,yl,y2,dcon;
comment terminated substratum for nonzeroy;

begin real inxx,inyy,inxy,ff;
inner(y2,sx,y1,y2,inxx,inyy,inxy) ;
XX$=inxx;
yys=inyy;
Xys=inxy;
inner(y1,sx,y1,y2,inxx,inyy,inxy) ;
XX $ =XX-inxx;
yy:=yy-inyy;
Xy$=xXy-inxy ;
ffs=dcon*gravity/(con7%6,2832) ;

s=ffxxx;

yys=1f*yy;
xys==ff*xy;

end of procedure;

procedure surterm(sx,y1,y2,dcon);
value sx,y1,y2,dcon;
real sx,y1,y2,dcon;
comment surface stress for terminated substratum;

begin yy:=xy:=0;
xx$ ==dcon*gravity*(con7*sx*(1n(sxt2+y212) -1n(sxt 2+y112))
+2*con2* (y2*(invtan(-sx,y2)-invtan(sx,y2))-y1*(invtan(-sx,y1)~
invtan(sx,y1))))/(con7*3,14159) ;

end of procedure;

procedure principal stresses(xx,yy,xy,ppl,pp2,pp3);

real xx,yy,Xy,ppl,pp2,pp3;
comment calculates and prints principal stresses for plane strain
model ;
begin real great,least,dif,ff1,f£2,theta;
ff1s=(xx+yy)/2;
££23=sqrt ((xx-yy) t3/4+xyt2);
ppl1:=f£1+££2;
pp2:=ff1-££2;
pp3:=(pp1+pp2)*pr;

if pp1>pp2 then begin great:=pp1l;
least:=pp2;end
else begin great:=pp2;leasti=ppl; end;
if pp3>great then great:=pp3
else if pp3<least then least:=pp3;
dif:=great-least;
theta:=invtan(xx-yy,2*xy)*28,65 ;
print ££11?ps?,pp1,pp2,pp3,theta,dif;
end of procedure;
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procedure mises(XX,yy,Xy) ;
real XX,yY,Xy;
begin real zz,function;

228 =pr* (Xx+yy) ;
function:=((yy-zz) t2+(2z-xx) t 2+ (xx-yy) 1 3) /64Xy ;
print ££11? von mises criterion?, function;
end of procedure;

procedure classify(pp1,pp2,pp3);
real pp1,pPp2,pp3;
begin real greatest,inter,least,sum,parl,ff,par2;
switch qqq:=q1,q2,q3,94;
if pp1>pp2 then begin greatest:=pp1;
least:=pp2; end
else begin greatest:=pp2;
leasti=pp1l; end;

if pp3>greatest then begin inter:=greatest;
greatest:=pp3; end
else if pp3>least then inter:=pp3
else begin inter:=least;
least:=pp3; end;
sums=pp1+pp2+pp3; ff:=greatest-least; print ff;
if pp3=least then print ££11?1?
else if pp3-1nter then print ££117i?
elso Er;nt ££11?g?'
1£ greatest(O then begin print £a?;
goto q1; end
else if inter<o th then begin print £b?;
goto q3; ggg
else if least<0 then begin print £c?;
goto q3; end

else begin print £4?;
goto q2; end;

q3: if sum<0 then goto q1 else goto q2;

ql: parl:=(greatest*1,732-least*0,578)/2;
par2:=(greatest*3,172-1least*0.316)/2;
print £cn?,paril,pard;

goto q4;
q2 if 3*greatest+least>0 then print £ga?,greatest

else begin parl:=>-(greatest-least)t2/(8*(greatest+least));
print £gb?,pari;
end;

q4: end of procedure;
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scaled(4) jsameline; A2/7
read n1,n2,n3,n4,n5;
begin array al,x1,y11,yi12,dcon1fo:n1],
y21 ,y22,d00n2[03n2],
a3,x3,htxdens[0:n3],
x4,y41,y42,dcon4[02n4],
ex[0:n5]1;
switch ss:=p1,p2,p3,p4,p5,p6,p7;
wait;
read pr,density,gravity,scale;
wait;
if n1f#0 then begin for p:=1 step 1 until n1 do
begin read conl con2,con3,con4 dconiipl;
a1[p]:-con1*scale°
x1[ple:=con2*scale;
y11[pl:=con3*scale;
y12[pl:=cond*scale;
end; wait;end;
if n2%0 then begin for p: e=1 step 1 “until n2 do
begin read conl,con2,dcon2[p];
y21[pls=coni*scale;
y22[pl:=con2*scale;
end; wait; end;
if n340 then begin for p: =1 step 1 unt11 n3 do
begin read con1,con2,con3;
a3[pl:=coni*scale;
x3[pl:=con2*scale;
htxdens[pl:=con3*scale;
end; wait; end,
if n440 then begin for p:—1 step 1 “until n4 do
begin read con1, con2, con3,dcond[p]l;
x4[pls=conl*scale;
y41[pl:=con2*scale;
y42[pl:=con3*scale;
end; wait; end;
if n5#0 then for ps=1 step 1 until n5 do read cx[pl;
k3=3-4%pr;
con1:=(3*k+5)/2;
con2:=(k-1)/2;
con3:=5%k+9;
con4 ¢ =3¥k~1;
con53=3-k ;
con6s=(k+3)/3;
con73=k+1;
wait;
p2:read 11,12,13,14,15,16,17,18,19,110,111;
wait;
if 11=1 then goto p1;
read pxstart,pxend,pxstep,qystart,qyend, qystep;
checks:=(pxend-pxstart)/pxstep;
if pxend{pxstart+check*pxstep then
begin print ££13? px step error?;
wait;

goto p2;

end;

99



check:=(qyend-qystart)/qystep;
if gqyendtgystart+check*qystep then
begin print ££13? qy step error?;

wait;

goto p2; end;
pxt=pxstart-pxstep;
qy:=qystart;

p1: if 11=1 then begin read x,y;
x:=x*scale;
yi=y*scale;

if y<0 then begin wait; goto p2; end;

end
else begin if p;;;xend and qy=qyend then
begin print ££13? end of x,y scan?;
wait; goto p2;
end;

if px=pxend then
begin pxs=pxstart;

qy:=qy+qystep;
end
else px:=px+pxstep;
xs=px*scale;
yi=qy*scale;
end;
print ££12?7?,x,y;
SXX$=Byy:=SXy$=0;

if n1=0 then goto p3;
for p3:=1 step 1 until n1 do
begln if y<1 then
begin surect(ailpl,y12[pl,y11{pl, x-x1[p],dconi1lpl) ;
yyi=xy:=0;

end
else rectangle(ailpl,y11[pl,y12[pl,x-x1{pl,y,dconllp]);

8XX32 SBXA+XX 3
8yy:=8yy+yYy;
8XY$=SXy+XY ;
if 1241 then print £211??,p,xx,yy,Xy;
principal (xx,yy,xy,pp1,Pp3,ppP3) ;
end;
p3:if n2=0 then goto p4;
for p:=1 stqp 1 until n2 do
begin substratum(y,yz1[p],yzz[p] dcon2[pl);
SXX$=8XX+XX ;
8yyi=Syy+yy3:
if 13#1 then print £211? sub?,xx,yy;
end;
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¢if n3=0 then goto p5;
for p:=1 step 1 until n3 do

begin surfaceia3[p],x-xs[p],htxdens[p]);
8XX$ =BXX+XX }
Byy3=8yy+Yyy;
SXy3=SXY+XY;
if 1441 then print £€11? surface?, XxX,yy,Xy;

end;

p5: if n4=0 then goto p6;
for ps=1 step 1 until n4 do
begin if abs(y)<1 then
surterm(x-x4[pl,y41(pl,y42{pl,dcond pl)
else terminated(x-x4[pl,y41[pl,y42[pl,dcondipl);
SXXE =BXX+HXX ;
8YY3=8SYY+YY;
SXY$=SXY+XY;
if 15#1 then print ££11? term?,xX,yy,Xy;
end;

p6s if 18#1 then mises(sxx,syy,sxy);
if 16%1 then print ££11s84??,8XX,8YY,85XY;
sxx$=8xx~-density*gravity¥*con5*y/con7;
syys=syy-density*gravity*y;

if 1741 then print ££11?17?,sxx,syy,sXy;

if 19%1 then mises(sxx,syy,sxy);

principal (sxx, syy, sxy,ppl,pp2,pp3) ;

if 11041 then classify(ppl,pp2,pp3);

if n5=0 then goto pl;

for p:=1 step 1 until n5 do

begin xxt=sxx+cx[pl;
if 1941 then mises (xx,syy,sxy);
principal (xx, syy, sxy,ppl,pp2,pp3);

if 11141 then classify(ppl,pp2,pp3);

end ;
===

goto pl;
end of inner block;
end of programme;
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APPENDIX 3

The specification of the half-space stress programme

This is a detailed description of the use of an Algol computer programme
(Appenaix 2) which evaluates the algebraic expressions derived in Chapter 2.
This programme, which has been run on an Elliott 803 computer, has already been
described in section (ii) of Chapter 3.

(i) Date input

This programme éalculates the plane strain state of stress at points (x,y),
in the positive y elastic half-space, which has a specified density and Poisson's
ratio, (identifiers "density" and "PR")., The state of stress is made up of
additional components due to

nl rectangular density anomalies, each defined by (el, x1, yll, yl2, dcon 1),

n2 plene substrata, each defined by (y21, y22, 4 con 2),

n3 uniform surface loads, each defined by (a3, x3, htxdens),

ny semi-infinite substrata, each defined by (xk, yi1, yi2, d con 4),

and one of nb5 tectonic stresses, each defined by (Cx).

The definitions of most of these parameters follow immediately from a
comparison with the notation of Chapter 2 and, in particular, figure 2. The
parameters x1, x3 and xlt are the values of x at the centre of symmetry of the
component of the model, which corresponded to x equal to zero in Chapter 2. The
parameters d con 1, d con 2 and d con 4 are density contrasts; the parameter
htxdens is a surface load which is represented as the product of a density and a
height, for multiplication by the écceleration due to gravity occurs in the
procedure SURFACE; the parameter Ux is the horizontal tectonic stress component.
Two other parameters which have to be given values are "gravity", which is the
acceleration due to gravity, and "scale", which is a factor by which all linear

dimensions (including 'htxdens') are multiplied at the time of input.
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The values of x and y may either be read in pairs from a data tape, in
which case they are of type real, or be defined by a rectangular grid which is
itself defined by six integer parameters, (px start, px end, px step, gystart,
qy end, qy step), whose names clearly indicate their functions. Both (x,y) and
these six parameters are scaled by the factor 'scale'. A set of values (x,¥)
mzst be ended by a negative value of y, and each new set of (x,y) or x - y grid
parameters must be preceded by a set of control parameters. If it is required
to define a line rather than a rectangular grid, then.either PX STEP or QY STEP
has an arbitrary value., This value must not be zero.

The input and output functions of the programme are controlled by the
eleven integers 11 to 111, which have the following functions,

if 11 £ 1, use x - y grid; otherwise read (x,y),

if 12 £ 1, print xx, yy, xy for each rectangular anomaly,

if 13 # 1, print xx, yy, xy for each substratum,

if 14 # 1, print xx, yy, xy for each surface load,

if 15 # 1, print xx, yy, Xy for each terminated substratum,

if 16 # 1, print xx, yy, xy for total supplementary stress system,
if 17 # 1, print total stress system (no tectonic stress),

if 18 # 1, print MISES for total supplementary stress,

if 19 £ 1, print WISES for total stress system (with and without tectonic stres
if 110 £ 1, CLASSIFY total stress system (no tectonic stress),
and if 111 # 1, CLASSIFY total stress systems with tectonic stresses.
In addition to these optional forms of output, there is also output of
PRINCIPAL STRESSES for each rectangular anomaly and for the total stress system
(without tectonic stress and with each tectonic stress in turn).

The programme has been run using data expressed in c.g.s. units. This is not
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a fundamental requirement of the prégramme, because no dimensional parameters
are assigned fixed values within the programme, but if other units are used
it may be necessary to change the values of the arbitrary constants used in
the INTAN procedure. Similar precautions might be necessary if models of
smaller linear scale than geclogical features are to be considered. In
practice it would be simpler to change the units in such a way as to make the
linear dimensioh between grid points and the values of the stress components
greater than a thousand. Note also that since x ahd y are of type real, the
condition 'y = 0' is always replaced in the main programme by 'abs(y) < 1'.
The most common c.g.s. data tape-format has been with 'scale' equal to 105,
80 that 211 linear dimensions (including 'htxdens') are punched in units of
kilometres. If it is required to use a x - y grid where x or y are not integer
numbers of kilometres, the value of 'scale'! must be reduced because the grid
coordinate parameters must be of type integer.

(ii) Running the programme

Programmed 'data waits' occur between each read instruction, so permitting

the easy use of separate data tapes. A 'data wait' also occurs at the end of
a x -y grid or of a set of (x,y) read from adata tape. The end of such a set
must be indicated by a negative value of y. An entirely new model represented by
a complete set of data tapes may be considered by 'mamually restarting' the
programme, or a new set of coordinates (x,y) for the same model may be con-
sidered by reading in a set of control integers and a dorresponding coordinate
data tape by continuing the calculation. Continuation after a 'data wait' is
effected by changing the most significant F2 bit on the computer keyboard.

A 'data wait', accompanied by an Algol compiler LOG ERROR message, occurs
if (x,y) is located at a corner of the rectangular model (or at an equivalent

singularity of another model). The INVTAN procedure avoids a compiler TAN ERROR
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in these circumstances, but a programme message INVTAN INDETERMINATE is also
printed. The calculation should be continued, and it appears from comparison
with results at points adjacent to the corner that the calculated stress is
probably acceptable.

Warning messages (PX STEP ERROR or QY STEP ERROR) and a 'data wait' are
generated if the x - y grid parameters are not consistent. The programme may
then be restarted with a new model or a further set of (x,y) in the manner
described above. A message END OF X,Y SCAN occurs immediately before the
'data wait' at the finish of the calculations for a complete x - y grid.

The INVTAN procedure was written to eliminate the possibility of stoppages
due to 'floating point overflow'! which is caused when a real identifier is given
a magnitude greater than 5.8 x 1076. If }yl is greater than 1020, the message
OVERFLOW ERRCR is printed. If |x| is less than one and y is greater than one,
then the inverse tangent is given the appropriate value ¥ lg_, and a Y UNDERFLOW
message followed by the values of x and y is printed if |y|/is less than lO3 s
in order to warnd the possible inaccuracy of this value of the inverse tangent.
Ir |l §§ 1 and |yl <€ 1 the message INVTAN INDETERMINATE is printed. In
the region, |y] £ 1, x « 0, of the discontinuity of the inverse tangent
function, INVTAN is again assigned a value, because the general formula breaks
down if y is equal to zero. An X UND:RFLOW MESSAGE indicates possible inaccuracy
of this assigned value.

The approximate time taken to calculate the stress components at one point

(x,y) using this programme on an Elliot 803 B computer and generating a minimum

of output, (i.e. 12 to 111 equal to one), is

(52 + 9.m1 + n3 ¢ k4. nk + 3, n5) seconds.

The time taken to evaluaite the plane substrata contributions is not significant.
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If the five integers nl to n5 are each set to one, the minimum computing time
is 22% seconds for each (x,y); if all possible output is generated, (i.e.

12 to 111 equal to zero), the corresponding running time is 42 seconds. For
a production run such as the compensated mountain chain model, for which more
than 220 grid points were used, the five minutes taken to read in the 'dumped’

version of the programme and the model parameters are relatively insignificant.
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(iii) Data tape format

model parameters

ni n2 n3 nk n5

PR (Poisson's ratio) DENSITY (Half-space) GRAVITY SCALE
nl sets of (al, x1, yi1, y12, d con 1)

n2 sets of (y21, y22, dcon 2)

n3 sets of (a3, x3, htxdens)

nk sets of (x4, yi1, y42, d con L)

n5 values of Cx

X - y parameters

11 12 1% 14 15 16 -17 18 19 110 114

either (11 = 1) Xy Yq Xy Tp eeesees Xg ¥ 0 -1

or (11 £ 1) Px START PX EXD PX STEP QY START QY END QY STEP

Note that further sets of x - y parameters may follow without repeating the

model parameters.
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(iv) Sample date tape

The following is a sample data tape for the compensated mountain chain
model with a hydrostatic natural state and tectonic stresses of 400 bars and

~-400 bars.

Note:-= @ n represents x 10",
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(v) Stress programme flow diagram

Start of programme

Read model parameters

Y
— P2 read control integers 11 +to 111.
Y
A if 11 # 1, read x - y grid parameters and set initisl values
Y
—|—P1 if 11 = 1, read (x,y), and scale,

else calculate next grid (x,y) and scale.

if y;( 0 or end of grid, wait, then go to P2.
print (x,y).

N Y
set stress totals to zero.

— if n1 = 0, go to P3.

for each rectangular anomaly:-

if y = 0 calculate SURECT, else RECTANGLE.
v A add stresses to stress totals.
PRINCIPAL STRESSES.
if 12 # 1, print stresses for each model,
R
—=P3 : if n2 = 0, go to PlL.

—

for each substratum:-

calculate SUBSTRATUM,
add stresses to stress totals.
if 13 £ 1, print stresses for each substratum.

¥

— P4 if n3 = 0, go to P5,

for each surface load:-
A calculate BURFACE.

add stresses to stress totals.

if 14 # 1, print stresses for each model.

L2
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| \{
— P5 : if ny = 0, go to P6,
for each semi-infinite substratum:=-

if v = O then calculate SURTERM else TERMINATED,

N
Y add stresses to stress totals.

if 15 # 1, print stresses for each model

L—p6 if 16 # 1, print stress totals.

Y

if 18 # 1, MISES of stress totals.

l

add half-soace components to stress totals,

Y

A if 17 £ 1, print stress totals
|

if 19 £ 1, MISES of stress totals.
Y
PRINCIPAL STRESSES of stress totals.

if 110 # 1, CLASSIFY total stress system.

—_——

L <«— if n5 = 0, go to P4.

L

for each tectonic stress:-
add stress totals to tectonic stress.
A if 19 # 1, MISES,

PRINCIPAL STRESSES.

if 111 # 1, CLASSIFY.

-

go to Pl

N

AT B
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