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Abstract
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1 Introduction

Since the end of last century, impulsive evolution equations and impulsive optimal con-
trols have attracted much attention because many evolutional processes are subject to
abrupt changes in the form of impulses (see [1-11]). Indeed, we can find numerous appli-
cations in demography, control, mechanics, electrical engineering fields, and so on. Re-
cently, there has been significant development in impulsive differential equations and op-
timal controls. For more details, we refer to the monographs of Ahmed [2, 3, 12], Xiang [7,
12, 13], Ashyralyev [8, 9], Sharifov [8-11, 14], Mardanov [14], and the references therein.
There are many papers discussing the impulsive differential equations and impulsive op-
timal controls with the classic initial condition: x(0) = x¢ (see [2, 4, 7, 12, 13]). How does
one look for suitable optimal controls when the uniqueness of solutions of controlled im-
pulsive equations cannot be obtained? In spite of some attempts and efforts, the previous
method is not entirely satisfactory. New techniques must be given. In particular, nonlocal
differential equations have been studied extensively in recent years [10, 11, 15, 16]. But the
existence of optimal controls of systems governed by nonlocal impulsive evolution equa-
tions with the initial condition x(0) + g(x) = %, seems to be rarely involved. In this paper,

we consider the following controlled nonlocal impulsive equation:

x'(t) = Ax(t) + f(t,x(2)) + Blt)u(t), tel[0,T),t#¢t,
x(o) +g(x) =Xo, UE uﬂd! (1'1)
Ax(t) =Jix(t), i=12,...,q,0<ti<ty<---<t;<T,
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where A : D(A) € X — X is the infinitesimal generator of strongly continuous semigroup
S(t) for t > 0 in a real Banach space X, f is a nonlinear perturbation, J; (i = 1,2,...,9) is
a nonlinear map and Ax(t;) = x(¢/) — x(¢7), g is a given X-valued function, the control
u € U,y, U,, is a control set which we will introduce in Section 2.

By introducing a reasonable mild solution for (1.1) that can be represented by integral
equation, we show the existence of feasible pairs. Moreover, a limited Lagrange problem of
system governed by (1.1) is investigated. Due to the lack of uniqueness of feasible pairs, we
mainly apply the idea of constructing approximating minimizing sequences of functions
twice and derive the existence of optimal controls. It is different from the usual approach
that the Banach contraction mapping theory is applied directly to prove the existence of
optimal controls if the uniqueness of feasible pairs cannot be obtained. Therefore our re-
sults essentially generalize and develop many previous ones in this field.

This paper is organized as follows. In Section 2, we give some associated notations and
recall some concepts and facts about the measure of noncompactness, fixed point theo-
rem and impulsive semilinear differential equations. In Section 3, the existence results of
controlled nonlocal evolution equations are obtained. In Section 4, the existence of op-
timal controls for a Lagrange problem is established. Finally, an example is presented to
illustrate our results in the last section.

2 Preliminaries
Let X be a real Banach space. £(X) is the class of (not necessary bounded) linear op-
erators in X. We denote by C([0, T]; X) the Banach space of all continuous functions
from [0, 7] to X with the norm |lu|| = sup{||lu(t)|,t € [0, T]} and by LY([0, T]; X) the
Banach space of all X-valued Bochner integrable functions defined on [0, T] with the
norm ||u|; = fOT llu(e)|| dt. Let PC([0,T];X) = {u : [0, T] — X : u(t) is continuous at ¢ #
t; and left continuous at ¢ = ¢; and the right limit «(¢;) exists for i =1,2,...,g}. It is easy to
check that PC([0, T]; X) is a Banach space with the norm ||u| pc = sup{||lu(¢)|,t € [0, T]}
and C([0, T];X) € PC([0, TT; X) < L'([0, T]; X).

We introduce the Hausdorff measure of noncompactness « defined on each bounded
subset Q of E by

n
a(R2) = inf{ R > 0; there are finite points x;, %, . ..,%, € E with Q C UB(xi,R) .
i=1

The map Q: D C E — E is said to be a-contraction if there exists a positive constant
k <1 such that «(QD) < ka/(D) for any bounded closed subset D C E, where E is a Banach
space.

The following fixed point theorem plays a key role in the proof of our main results.

Lemma 2.1 ([17]: Darbo-Sadovskii) IfD C E is bounded closed and convex, the continuous
map Q:D — D is an a-contraction, then the map Q has at least one fixed point in D.

Let Y be another separable reflexive Banach space where controls u take values. De-
noted Pr(Y) by a class of nonempty closed and convex subsets of Y. We suppose that the
multivalued map w : [0, T] — P¢(Y) is measurable, w(-) C E, where E is a bounded set of Y,
and the admissible control set {4 = S, = {u € L?(E)|u(t) € w(t), a.e.}, p > 1. Then U4 # ¥,
which can be found in [1].
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Throughout this work, we suppose that
(A) The linear operator A : D(A) C X — X generates a compact Cy-semigroup
{S(¢) : t > 0}. Hence, there exists a positive number M such that

M =supy,.r 1S@I.
For use in the sequel, we introduce the following definition.

Definition 2.1 A function x € PC([0, T]; X) is said to be a PC-mild solution of the nonlo-
cal problem (1.1), if it satisfies

x(t) = S(t) [xo —g(x)] + fo S(t - S)D’(s,x(s)) + B(s)u(s)] ds + Z S(t-¢); (x(t,»)),

O<ti<t

0<t<T.

In addition, let r be a finite positive constant, and set B, := {x € X : ||x|| < r} and W, :=
{y € PC([0, T]; X) : y(¢) € B,, V£ € [0, T1}.

3 Controlled impulsive differential equations

In this section, we consider the following controlled nonlocal impulsive problem:

x'(t) = Ax(t) + f(t,x(2)) + Bt)u(t), tel[0,T],t#t;,
x(0) +g(x) =x0, u € Uga, (3.1)
Ax(t) =Jix(t), i=12,...,q,0<ti<ty<---<t;<T.

First, we give the following hypotheses:

(F) ) f:[0,T] x X — X is a Carathéodory function, i.e., for all x € X,
f(,x):[0,T] — X is measurable and for a.e. £ € [0, T], f(¢,-) : X = X is
continuous.

(2) For finite positive constant r > 0, there exists a function ¢, € L'(0, T; R) such that

If &%) < @)
fora.e. t€[0,T] and x € B,.
(B) B:[0,T] — L(Y,X) is essentially bounded, i.e., B € L*([0, T], L(Y, X)).

(G) g:PC([0,T];X) — X is a continuous and compact operator.
(J) Ji: X — X satisfies the following Lipschitz condition:

||]i(xl)_]i(x2)” Ehi“xl—xzn; i:1;2)~~;q’

for some constants /; > 0 and x1,x, € PC([0, T]; X).
(R) M{llxoll + supyeyy, lg@ll + 1Bl + 325 <o [ O) I + Air] + gyl } < 7.

Remark 3.1 From the assumption (B) and the definition of U4, it is also easy to verify that
Bu e I7([0, T]; X) with p > 1forall u € U,,. Therefore, Bu € L*([0, T]; X) and || Bu|| ;1 < +00.

Remark 3.2 Under the assumption (G), sup,.yy, lg(x)|| < +oc.
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Theorem 3.1 Assume that there exists a constant r > 0 such that the conditions (A), (F),
(B), (G), (]), and (R) are satisfied. Then the nonlocal problem (3.1) has at least one PC-mild
solution on [0, T].

In order to obtain the existence of solutions for controlled impulsive evolution equations
and optimal controls, we need the following important lemma, which can easily be proved
(refer to Lemma 3.2 and Corollary 3.3 in Chapter 3 of [4]).

Lemma 3.1 Suppose S(t) is a compact Cy-semigroup on Banach space X and the operator
B satisfies the condition (B). If p > 1 and define

(Su)() = / S(- —s)B(s)u(s)ds, Vu(-)eU,; C L”([O, T];X).
0

Then 3 : U,q C LP([0,T];X) — PC([0,T];X) is compact. Moreover, if ui(-) € Uy C
LP([0, T); X) satisfies ux(-) — u(-), weakly, as k — oo in LP([0, T1; X), then Suyx — Su as

k — oo.

Proof of Theorem 3.1 The proof is divided into the following three steps.
Step 1. Let xy € X be fixed. We define a mapping H on PC([0, T]; X) by

(Hx)(t) = S(¢) (xo —g(x)) + /0 S(t - s)[f(s,x(s)) + B(s)u(s)] ds + Z S(t-t); (x(ti)),

O<ti<t

0 <t < T.Itfollows from the properties of the Cy-semigroup and all assumptions in The-
orem 3.1 that H is well defined and maps PC([0, T]; X) into itself. Furthermore, one can
also easily see that x € PC([0, T']) is a PC-mild solution of controlled nonlocal impulsive
differential equation (3.1) if and only if «x is a fixed point of H. Therefore, we shall prove
that H has a fixed point in PC([0, T1).

Step 2. We show that H maps W, into itself. By conditions (F), (B), (G), (J), one obtains,
for eachx € W,,

|HR)O]
< ||S(t)[x0 —g(x)] ” + /0 ”S(t - s)[f(s,x(s)) + B(s)u(s)] H ds + Z HS(t - 6)]i(x(2)) H

O<t;<t

= Mlxo —g@)]| + M /0 [ (s:2@) + |Bs)uts)[1ds + M D i) |

1<i<q

T
< M| lxoll + sup [¢()] +M[ /0 ¢r(s)ds + nBunLl} +M ) [0 + k]

reWr 1siq

S (O] + hr] + ||<pr||L1}

1<i<q

sM{ llxoll + sup [g()| + IIBullx +
xeW,
<r.

By (R) we have Hx € W,.
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Step 3. In the sequel, we show that H is continuous in W,. Letting x;,x, € W,, we have
T
| Hxy — Hxp || < M|:”g(x1) —g)| + /0 If (s,21(5)) —f (s,%2(5)) | s
q
+ Z”]i(xl(ti)) = Ji(%2(8)) ||:|
i=1

This, together with (F)(2), (G), (J), shows that H is continuous.
Step 4. Now we prove that H has at least one fixed point. Set

Arx() = S(6)[x0 - g(x) ],
Aqx(t) = /0 St - 9)[f (s, %(s)) + Bls)u(s)] ds,

Asx(t) = ) St - )]i(x(2)),

O<t<t

for any x € W,. By (G), one obtains that the mapping A; is compact in W,, and hence
a(A1W,) = 0. Similarly, it follows from (A), Arzela-Ascoli’s theorem, and Lemma 3.1 that
the mapping A, is also compact in W,. Therefore, a(A, W,) = 0.

On the other hand, noticing that {/',»}f’:1 are Lipschitz continuous, for x;,x, € W,, one has

q
| Asxi(t) = Ao ()] < D M|l () - Ji(wa ()|
i=1
q
<MY hillx - xl.
i=1
Consequently,
q
O{(A3(Wr)) <M Zhia(Wr)¢
i=1

q
a(HWr) = O[(Al Wr) + a(AZWr) + a(AS(Wr)) = M(Z hi)“(Wr)~

i=1

By condition (R) we have
q
M(Z hl> <1
i=1

This shows that H is an a-contraction. Now by Lemma 2.1 we immediately deduce that the
mapping H has a fixed point in W, i.e., (3.1) has at least one mild solution. This completes
the proof. O

Remark 3.3 In [7], the authors obtain the solvability of impulsive integro-differential

equations of mixed type with given initial value on an infinite dimensional Banach space.
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However, they need the locally Lipschitz continuity of f. Here, without the Lipschitz as-
sumption of f, we make full use of the technique of the compactness as regards the solu-
tion operator to obtain the solvability of the controlled nonlocal impulsive equation (3.1).
Therefore, our results improve those in [7, 13] and the references therein, and they have
broader applications.

Remark 3.4 The uniqueness of solution of the controlled impulsive differential equation
(3.1) cannot be obtained. Therefore, we can denote by Sol(x) all solutions of system (3.1)
in W,, for any u € U,,.

Assume that

(@) gx) =g(s1,.rSmrx(81), ... %(81)) = Z;Zl cjx(sj), where ¢;, j = 1,2,...,m, are given con-
stants,and 0 < sy <sy <---<s,, < T.

Corollary 3.1 Let conditions (A), (F), (B), (G'), and ()) be satisfied. Then the nonlocal im-
pulsive equation (3.1) has at least one PC-mild solution on [0, T] provided that

m
M ol + Y lejlr+ 1Bl + Y [JAO) | + hir] + gl § <7

Jj=1 1=i=q

Proof 1t is easy to see that if g(x) = g(s1,...,Su%(s1), .. ., %(S1m)) = Z/'fl cjx(s;), then the con-
dition (G) holds. Thus all the conditions in Theorem 3.1 are satisfied. Then the nonlocal
impulsive equation (3.1) has at least one PC-mild solution on [0, T]. This completes the
proof. d

4 Existence of optimal controls
In the section, we give the existence of optimal controls for system (3.1).

Let x* € W, denote the PC-mild solution of system (3.1) corresponding to the control
u € U,,, we consider the following limited Lagrange problem (P):

Find x° € W, € PC([0, T]; X) and u° € U,; such that

](xo,uo) fj(x”,u), forall u € U4,

where
T
](x”, u) = / l(t,x”(t), u(t)) dt
0

and x° € W, denotes the PC-mild solution of system (3.1) corresponding to the control
u® e lU,y,.
We make the following assumption:
(L) (1) The function/:[0,T] x X x Y — RU o0 is Borel measurable;
(2) IU(¢,-,-) is sequentially lower semicontinuous on X x Y for a.e. £ € [0, T];
(3) I(t,x,-)is convex on Y for eachx € X and a.e. t € [0, T];
(4) there are two constants ¢ > 0, d > 0 and ¢ € L!([0, T]; R) such that

1(t,%,u) = $(8) + cllxll + dl|ully.
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Remark 4.1 A pair (x(-), u(-)) is said to feasible if it satisfies system (3.1) for x(-) € W,.
Remark 4.2 If (x*, i) is a feasible pair, then x* € Sol(uz) C W,.

Theorem 4.1 Assume that condition (L) is satisfied. Under the conditions of Theorem 3.1,
the problem (P) has at least one optimal feasible pair.

Proof The proof is divided into the following four steps.
Step 1. For any u € Uyy, set

J () = x”elgl(ﬁ(u)](xu, u).

If there are finite elements in Sol(u), there exists some x* € Sol(u), such that J(x*, u) =
infyeesolu) J (6", u) = J ().

If there are infinite elements in Sol(x), there is nothing to prove in the case of /(i) =
infyuesoiw) J (6, u) = +00.

We assume that /(1) = infuesoiw) J (2%, 1) < +00. By assumption (L), one has J (i) > —co.

By the definition of the infimum there exists a sequence {x%}°°; € Sol(x), such that
J(x%,u) — J(u) as n — oo.

Since {(x%,u)}:°; is a sequence of feasible pairs, we have

x(t) = S(t)[x0 — g (%) ] + /0 St = 9)[f (s,%4(s)) + B(s)u(s)] ds

+ Y S(E-t)i(xt), 0<t<T. (4.1)

O<ti<t

Step 2. Now we will prove that there exists some % € Sol(x) such that J(x*,u) =
infyuesoi(n J(x*, u) = J(u). To show it, we first prove that {x%}%°, is precompact in PC([0, T'];
X) for each u € U,,. For this purpose, note that

u _ u U u
x, = Mix, + Aox, + Aszx,,.

From Step 4 in the proof of Theorem 3.1, we know that {A1x%}5°; and {Ax%}7°, are both
precompact subsets of PC([0, T']; X). Moreover, by condition (J), we see that A3 is Lips-
chitz continuous in PC([0, T]; X) with Lipschitz constant M(}_Z, &;). Thus, according to

the properties of the Hausdorff measure of noncompactness, we conclude that

Blxitn) = B(A} L) + B(Aafa) D) + B(As{i),0)

(g

Since the condition (R) holds, M(3>"%, 4;) < 1. Thus the above inequality implies that
Bx4}>°,) = 0. Consequently, the set {x}}°, is precompact in PC([0, T]; X) for u € Uy,,.
Without loss of generality, we may suppose that x — x“, as n — oo in PC([0, T']; X) for
u € U,,. Taking the limit # — oo in both sides for (4.1), according to the continuity of S(¢),
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g, Ji» and f with respect to the second argument, and using the dominated convergence
theorem, we deduce that

x(0) = S(6)[x0 — g (%) ] + ./0 St - 9)[f (5, %“(s)) + Bls)u(s)] ds

+ Z St -6)i(x“(%)), 0<t<T,

O<t;<t

which implies that x* € Sol(u).

Step 3. We claim that J(x", u) = infyuesoi) J (%, u) = J(u), for Yu € U,,. In fact, since
PC([0, T]; X) is continuously embedded in L'([0, T]; X), by the definition of a feasible pair,
and using the assumption [L] and Balder’s theorem, we have

T T
J () = ,}Lm 1(6,x%4(0), u(t)) dt > / (6 X(0), u(t)) dt = ] (5", u) = ] (w),
o0 0

that is, J(x%, ) = J(u). This shows that J(x) attains its minimum at x* € PC([0, T]; X) for
eachu e U,,.

Step 4. Find uy € U, such that J(ug) < J(u), for all u € U,,.

If inf,eqz,, J(u) = +00, there is nothing to prove.

Assume that inf,¢;; , /(1) < +00. Similar to Step 1, we can prove that inf,¢;; , /(1) > —00,
and there exists a sequence {u,},°, € U, such that J(u,) — inf,cy; , /(1) as n — 00. We

n=l =
use that {u,}2, € Ua, {u,);2; is bounded in LP([0, T1; Y). Moreover, LP([0, T];Y) is re-
flexive Banach space. Thus there exists a subsequence, and without loss of generality we
may suppose that {u,}°, converges weakly to some 1, € L?([0, T]; Y) as n — oo.

Note that U, is closed and convex, so it follows from the Mazur lemma that 1y € U,,.
For n > 1, " is the mild solution for (3.1) corresponding to u,, where J(u,) attains its

minimum. Then (*”, u,) is a feasible pair and satisfies the following integral equation:

xn(t) = S(t)[xo —g(%””)] + /0 S(¢t —s)[f(s,a_c”” (s)) + B(s)uy,(s)] ds

+ Z St -t)Ji(x*(8)), 0<t<T. (4.2)

O<t;<t
Set
t
AL (t) = / S(t— s)f(s, xtn (s)) ds,
0
t
Su,(t) = / S(t - s)B(s)u,(s) ds.
0
Then
() = A x™ (8) + ASx" (8) + Su(8) + Asx™(¢), t€[0,T].
We know that {A;x"7}52; is precompact in PC([0, T]; X) and As is Lipschitz continuous
in PC([0, T];X) with Lipschitz constant M(>"7, &) < 1. Furthermore, by the compact-

ness of the semigroup {S(¢),¢ > 0} and Lemma 3.1, it is easy to prove that {A}x""}°2, C
PC([0, T];X) is precompact, and Su,, — Jug in C([0, T]; X) as n — oo.
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Similar to Step 4 in the proof of Theorem 4.1, we deduce that S({x""}$2,) = 0, i.e.,
{x“"}2, € PC([0,T];X) is precompact. Thus there exists a subsequence, relabeled as
{x"}2°,, and ¥° € PC([0, T]; X) such that " — %"°, as n — oo in PC([0, T]; X). Taking

the limit # — o0 in both sides for (4.2), we have

x10(t) = S(6)[x0 — g(3")] + /0 St - 9)[f(5,%(s)) + Bls)uo(s)] ds

+ Y SE-t)i(Eew), 0<t<T,

O<ti<t

then (x*, uo) is a feasible pair.
Since PC([0, T]; X) — LY([0, T]; X), by the condition (L) and Balder’s theorem, we obtain

T T
inf J(u) = lim / (65" (t), un(t)) dt > / 1(£,%"0 (), uo(t)) dt
0 0

uel,y n—00

=J(%,u0) > inf J(u).

uel,y

Therefore,

](E”O,uo):](uo): inf ](x”",uo).

xM0 €Sol(ug)

Moreover,

J(up) = inf J(u),

uell,y

i.e., J attains its minimum at o € U,,. O

Remark 4.3 Constructing approximating minimizing sequences of functions twice plays
a key role in the proof of looking for optimal controls, which enable us to deal with the
multiple solution problem of feasible pairs. More importantly, this will allow us to study
more extensive and complex evolution equations and optimal controls problems. More-

over, we have the following consequences.

Corollary 4.1 Assume that conditions (A), (F), (B), (G'), (J), and (L) are satisfied. Then the
problem (P) has at least one optimal feasible pair on [0, T| provided that

m
M ol + Y lejlr+ 1Bl + D [JAO) | + hir] + gl <7

j=1 1=<i=q

Proof If condition (G’) holds, then we conclude to the existence of feasible pairs on [0, T']
from Corollary 3.1. Similar to the proof of Theorem 4.1, we can obtain the optimal feasible

pair on [0, T]. This completes the proof. d

In particular, if g(x) = xo, we have the following result.
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Corollary 4.2 Assume that conditions (A), (F), (B), (]), and (L) are satisfied and g(x) = x.
Then the problem (P) has at least one optimal control on [0, T provided that

M{ loll + 1Bull + Y [ + k] + ||¢r||p} <r.

1=<i=q

We use the following assumptions instead of (J) and (R):

(J) Ji: X— X,i=1,2,...,q, are continuous and compact mappings.
(R') M{llxoll + sup,c, lge)ll + [|Bulln +sup,cy, >y @@ + ll@rllp} < 7.

We may apply Schauder’s second fixed point theorem to obtain the existence of PC-
mild solutions. Note that H is a continuous mapping from W, to W,. We need to prove
that H is a compact mapping. In fact, we already proved that A; and A, are both compact
operators in Theorem 3.1. The same idea can be used to prove the compactness of Az due
to the assumption (J') and the Ascoli-Arzela theorem. The rest of the proof is similar to
that of Theorem 4.1. So we can obtain the following result.

Corollary 4.3 Let (A), (F), (B), (G), (J), (R'), and (L) be satisfied. Then the problem (P) has
at least one optimal control on [0, T].

5 An example
In this section, we shall give one example to illustrate our theory.

Example 5.1 Consider the following semilinear partial differential system:

2x(t,y) = %x(t,y) +F(t,x(t,9) +ut,y), tel0,T],yel0,1],¢t#t;,
x(¢,0)=x(t,1)=0, te[0,T],

x(tf,y) —x(t7,y) = Lix(t ), i=12,...,q,

20,9 = [y fy o(t,y,6x(t,8))dtds, ye[0,1],

(5.1)

where w: [0, T] x [0,1] x [0,1] x R— Rand F:[0,T] Xx R — R.

Take X = L?[0,1] with the norm || - || and we consider the operator A : D(A) € X — X de-
fined by A = % with the domain D(A) = {z € X : z,7” are absolutely continuous and z” €
X,2(0) = z(1) = 0}. It is well known that the operator A generates a compact semigroup

S(¢) on X (see [18]). Define x(-)(y) = x(-,y), B(-)u(-)(y) = u(-,»). Let

1 T 1 T
_ 2 2
J(x, ) /0 /0 |x(t,€)| dtd§+/0 /0 |u(t,&)|” dtdt.

Suppose that w : [0, T] x [0,1] x [0,1] x R — R satisfies the Carathéodory condition,
that is, w(t,y,&,r) is a continuous function about r for a.e. (¢t,y,&) € [0, T] x [0,1] x [0,1];
o(t,y,&,r) is measurable about (£,, &) for each fixed r € R.

Further, we assume that w satisfies:

(i) lo(ty,&,r) -6y, &, 1) < g(t,y,y,§) forall ¢,5,§,7),(t,y,§,r) € [0, T] x [0,1] x
[0,1] x R with |r| < k, where g € L}([0, T] x [0,1] x [0,1] x R;R*) satisfies
lim,_, fol fOTgk(t,y,y/,S)dtdé =0, uniformly in ¥’ € [0,1].

(il) |o(t,y,& 1)) < %|r| +(t,y,&) for all ¥ € R, where ¢ € L%([0, T] x [0,1] x [0,1];R")
and § > 0.
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Now we assume that:
(1) f:10,T] x X — X is a continuous function defined by

ft2)(y) =F(t,z(), 0<t<T,0<y<L

Moreover, for given r > 0, there exists an integrable function ¢, : [0, T] — R such
that ||f (¢, 2)|| < ¢,(¢) for t € [0, T], z € B,.
(2) g:PC([0, T];X) — X is defined by

1 T
gW0) = /0 /0 o(b3,6,2(6,8)) deds, ye[0,1].

From Theorem 4.2 in [19], we directly see that g is well defined and it is a continuous
and compact map by the above conditions (i) and (ii) about the function w.
(3) Ji: X — X is a continuous function for each i = 1,2,...,q, defined by

Ji®) () = Ji(x()).

Here we take J;(x(%)) = (ilx()| + )™ 0;>0,i=1,2,...,q,0 <ty <ty <--- <ty < T,
y € [0,1]. Then J; is Lipschitz continuous with constant 4; = ;/t?,i=1,2,...,q, i.e.,
the assumption (J) is satisfied.

Let us observe that the problem (5.1) may be reformulated as

x'(t) = Ax(t) + f (¢, x(t)) + B{e)u(t), tel0,T]t+#t;,
x(0) = g(x), (5.2)
Ax(t,') =]i(x(t,v)), i= 1,2,...,q,

with the cost function

u r u 2 2
) = [ (ol + ] e

where (x%, i) is a feasible pair. If the inequality

M { sup @] + lullzs + S )] +r-cite?] + ||¢>r||u} <r

1<i=q

holds, (5.2) satisfies all the assumptions given in our former theorems. Therefore our re-
sults can be used to deal with (5.2).
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