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Abstract

Audio classification, classifying audio segments into broad categories such as speech, non-speech, and silence, is an
important front-end problem in speech signal processing. Dozens of features have been proposed for audio
classification. Unfortunately, these features are not directly complementary and combining them does not
improve classification performance. Feature selection provides an effective mechanism for choosing the most
relevant and least redundant features for classification. In this paper, we present a semi-supervised feature
selection algorithm named Constraint Compensated Laplacian score (CCLS), which takes advantage of the
local geometrical structure of unlabeled data as well as constraint information from labeled data. We apply
this method to the audio classification task and compare it with other known feature selection methods.
Experimental results demonstrate that CCLS gives substantial improvement.
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1 Introduction
Initial classification of audio segments into broad cat-
egories such as speech, non-speech, and silence provides
useful information for audio content understanding and
analysis [1], and it has been used in a variety of commer-
cial, forensic, and military applications [2]. Most audio
classification systems involve two processing stages: fea-
ture extraction and classification. There is a considerable
amount of literature on audio classification regarding
different features [3] or classification methods [4]. Many
features [5] have been developed to improve classifica-
tion accuracy. Nevertheless, using all of these features in
a classification system may not enhance but instead de-
grade the performance. The underlying reason is that
there can be irrelevant, redundant, and even contradict-
ory information among these features. Choosing the
most relevant features to improve the classification ac-
curacy is a challenging problem [6].
Feature selection methods can be divided into three cat-

egories: supervised, unsupervised, and semi-supervised.

Supervised approaches require a large quantity of labeled
data, and they are apt to ignore the internal structure of
data by focusing too much on label information. Unsuper-
vised feature selection fails to extract more discriminative
features which may yield worse performance. Semi-
supervised feature selection focuses on maximizing data
effectiveness by using labeled and unlabeled data together
[7]. In this case, the amount of unlabeled data is much lar-
ger than that of labeled data. Semi-supervised algorithms
have attracted attention for their ability to model the in-
trinsic structure of data.
Approaches to feature selection are generally catego-

rized into filter, wrapper, and embedded techniques. Fil-
ter methods use scores or confidences to evaluate the
importance of features in the learning tasks and include
algorithms such as Laplacian score (LS) [8], constraint
score (CS) [9], and constrained Laplacian score (CLS)
[10, 11]. Wrapper approaches evaluate different subsets
of features and select the one with the best performance.
The embedded model techniques search for the most
relevant and effective features for models. The most
common embedded methods are regularization-based
[12], including LASSO, elastic net, or ridge regres-
sion. Since filter approaches can be applied to a broad
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range of classification and learning methods, they have
been widely used for their better generalization properties.
For audio classification, it is computationally challen-

ging to evaluate the features’ properties by testing them
individually [13] or analyzing their characteristics indi-
vidually [14]. Although some recent work on feature se-
lection algorithms has focused on improving these
weaknesses [15, 16], an efficient and effective method
has yet to be developed. This is primarily because most
approaches rely on labeled data. It is hard to get suffi-
cient labeled data for the evaluation of features’ scores in
practical applications. Thus, semi-supervised feature se-
lection can play an important role.
In this paper, we propose a novel semi-supervised filter

method called constraint compensated Laplacian score
(CCLS), which is similar to Laplacian score. The differ-
ence is that CCLS uses constraint information generated
from a small amount of labeled data to compensate
for the construction of local structure and global
structure instead of unsupervised construction.
Hence, CCLS has better locality discrimination ability
than LS.
The outline of this paper is as follows: the back-

ground and motivation of this paper are given in Sec-
tion 2. Section 3 enumerates several main methods
used in feature selection. The CCLS method is pre-
sented in Section 4. Section 5 depicts the experimen-
tal setup and analyzes the results. Finally, conclusions
are given in Section 6.

2 Semi-supervised feature selection for audio
classification
Audio segmentation is the task of splitting an audio
stream into segments of homogeneous content. Given a
predefined set of audio classes, the process of segmenta-
tion involves joint boundary detection and classification,
resulting in identification of segment regions as well as

classification of those regions. Assuming that an audio sig-
nal has been divided into a sequence of audio segments
using fixed window segmentation, our works focus on cat-
egorizing these audio segments into a set of predefined
audio classes. Although there may be some differ-
ences between the traditional definition of audio clas-
sification and that in our work, the essential issues
are the same.
Figure 1 illustrates the process of audio classification.

In an audio classification system, every audio signal is
first divided into mid-length segments which range in
duration from 0.5 to 10 s. After this, the selected fea-
tures are extracted for each segment using short-term
overlapping frames. The sequence of short-term features
in each segment is used to compute feature statistics,
which are used as inputs to the classifier. In the final
classification stage, the classifier determines a segment-
by-segment decision.
In audio analysis and classification, there are dozens of

features which can be used. A number of novel fea-
ture extraction methods have been proposed in recent
years [17–19]. In this paper, some classical and widely
used acoustic features are selected for feature selection
sources. Widely used time-domain features [5] include
short-term energy [20], zero-crossing rate [21], and en-
tropy of energy [22]. Common frequency-domain features
include spectral centroid, spectral spread, spectral entropy
[23], spectral flux, spectral roll-off, Mel-frequency cepstral
coefficients (MFCCs), and chroma vector [24].
There is a lot of complementary information among

these features which can improve classification accuracy
when used together; however, there is also a lot of re-
dundant and even contradictory information which can
degrade performance. It is hard to judge which combin-
ation of features is most likely to have a positive effect
on classification. Furthermore, it is computationally in-
feasible to select the optimal feature subset by

Fig. 1 The audio classification framework
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exhaustive search. Thus, it is important to implement an
effective feature selection method for this task.
Most supervised feature selection methods are

dependent on labeled data. Unfortunately, it is difficult to
obtain sufficient labeled data for audio classification, while
unlabeled data is readily available. Semi-supervised feature
selection methods can take good use of both labeled and
unlabeled data; thus, this approach is more practical.

3 Related work
Let the training dataset with N instances be X = {xi ∈
ℝM}, where i = 1, 2,⋯,N. Let f1, f2,⋯, fM denote the cor-
responding feature vectors, where fri denotes the rth fea-
ture of xi, where r = 1, 2,⋯,M. In semi-supervised
learning, the training dataset X can be divided into two
subsets. The first contains data Xl = {x1, x2,⋯, xL} with
labels Yl = {y1, y2,⋯, yL}, where yi = 1, 2,⋯,C and C is
the number of classes. The second set has only the un-
labeled data Xu = {xL + 1, xL + 2,⋯, xN}.

3.1 Laplacian score
Laplacian score is a recently proposed unsupervised feature
selection method [8]. The basic idea is to evaluate features
according to their locality preserving ability. If two data
points are close to each other, they belong to the same class
with high probability, so local structure is more important
than global structure. The Laplacian score of the rth feature
is a measure of local compactness computed as follows:

Lr ¼
X

i;j
f ri−f rj

� �2
SijX

i
f ri−urð Þ2Dii

; ð1Þ

where ur ¼
XN

i¼1
f ri=N denotes the mean of the rth

feature of the whole data set. D is a diagonal matrix with
Dii = ∑jSij, and S denotes the similarity matrix whose ele-
ments are defined as follows:

Sij ¼ wij if xi and xj are neighbors
0 otherwise:

�
ð2Þ

The similarity wij between xi and xj is defined by:

wij ¼ e−
xi−xjk k2

2σ2 ; ð3Þ

where σ is a constant. xi and xj are considered to be
neighbors if xi is among the k nearest neighbors of xj or
xj is among the k nearest neighbors of xi in terms of Eu-
clidean distance.
In the score function in Eq. 1, the numerator indicates

the locality preserving the power of fr, with smaller values
indicating more local compactness in the feature space.
The denominator is the weighted global variance of fr.

Thus, the criterion of the Laplacian score approach is to
minimize the relative local compactness given by Eq. 1.

3.2 Constraint score
Constraint score is a supervised feature selection al-
gorithm [9] which requires a relatively small amount
of labeled data. For any pair of instances (xi, xj) in the la-
beled data set Xl, there is a constraint assigned, either
must-link (ML) or cannot-link (CL). The ML constraint is
constructed if xi and xj have the same label, and the CL
constraint is formed when xi and xj belong to different
classes. Then, ML and CL constraints are grouped into
two sets ΩML and ΩCL, respectively.
In the constraint score approach, the pairwise con-

straints between all pairs of data points are generated
using the data labels, and a score function is computed
as the following:

Cr ¼
X

xi;xjð Þ∈ΩML
f ri−f rj

� �2

X
xi;xjð Þ∈ΩCL

f ri−f rj
� �2 : ð4Þ

This score represents a ratio of pairwise distances be-
tween same-class pairs and different-class pairs. Features
are selected through minimizing this constraint score,
with maximizes class separability.

3.3 Constrained Laplacian score
3.3.1 The score function
Constrained Laplacian score [10, 11] combines the above
methods. The objective function of CLS is as follows:

φr ¼
X

i;j
f ri−f rj

� �2
SijX

i;j
f ri−α

i
rj

� �2
Dii

; ð5Þ

where Sij = Sij +Nij, with Sij computed as in Eq. 2 from
both labeled and unlabeled data and Nij is given as
follows:

N ij ¼

−wij if xi and xj are neighbors
and xi; xj

� �
∈ΩML

w2
ij if xi and xj are neighbors and xi; xj

� �
∈ΩCL

� �
or

xi and xj are not neighbors and xi; xj
� �

∈ΩML
� �

0 otherwise:

8>>>><
>>>>:

ð6Þ
In addition, Dii = ∑jSij, and αirj is defined as follows:

αirj ¼
f rj if xi; xj

� �
∈ΩCL

ur if i ¼ j and xi∈Xu

f ri otherwise:

8<
:

ð7Þ
CLS combines Laplacian score to represent the internal

structure characteristics of the entire data space and
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constraint score to incorporate class separability of the la-
beled data. However, this algorithm may be not suitable for
some scenarios, as discussed in the next section.

3.3.2 The shortcomings of CLS
CLS uses constraint information from labeled data to help
construct the local structure, represented by a matrix with
elements Nij. The elements of the similarity matrix used
for local structure construction are Sij = Sij +Nij, where Sij
is defined as follows:

Sij ¼

0 if xi and xj are neighbors and xi; xj
� �

∈Ω′
ML

wij þ w2
ij if xi and xj are neighbors and xi; xj

� �
∈Ω′

CL

� �
or

xi and xj are not neighbors and xi; xj
� �

∈Ω′
ML

� �
wij if xi and xj are neighbors

� �
and xi ∈Xu or xj∈Xu

� �
0 otherwise:

8>>>>>><
>>>>>>:

ð8Þ

As shown in Eq. 8, when two samples with the same
labels are close to each other, the similarity between
them is set to 0. In other words, CLS does not use close
neighbors to construct the local structure. However,
these example pairs are of high importance, because the
local structures of neighbors are the most reliable. The
preservation of such structure is an important measure
of feature quality.
Moreover, when the constraint information from labeled

data has conflicts with the local structure, CLS adds an
additional item w2

ij to the similarity. This is problematic

for several reasons, including because Sij may be greater
than 1 (for example, wij = 0.9, Sij = 1.71). This conflict may
appear in two cases, when two samples are close to each
other but have different labels, or when two samples are
far from each other but have the same label. In the first
case, we would like to decrease the similarity because of
the label differences, but the CLS formula instead in-
creases the similarity with the added term. In the second
case, we would like to increase the similarity, as the CLS
formula does, but only to a limited degree because wij is
close to 0 and thus w2

ij is very close to 0.

4 Constraint compensated Laplacian score
4.1 Score function
The main advantage of the Laplacian score approach is its
locality-preserving ability. However, due to the lack of
prior supervised information, the accuracy of this method
is not high. The constraint score approach selects features
based on a small amount of labeled data but ignores un-
labeled data. CLS combines these approaches, but it
neglects some important factors in estimations of
local structures and supervised information.
To address these problems, we propose a new feature

selection algorithm called constraint compensated

Laplacian score (CCLS). The score function to be mini-
mized is defined as follows:

ηr ¼
X

i;j
f ri−f rj

� �2
Sij þN�ij
� �

Σr þ Σb
r−Σ

w
r

; ð9Þ

where

N�ij ¼

1−wij xi and xj are neighbors
and xi; xj

� �
∈ΩML:

−γwij xi and xj are neighbors
and xi; xj

� �
∈ΩCL:

λ xi and xj are not neighbors
and xi; xj

� �
∈ΩML:

0 otherwise;

8>>>>>>>><
>>>>>>>>:

ð10Þ

where γ and λ are required parameters to be deter-
mined. Sij is computed as in Eq. 2 using both labeled
and unlabeled data, and

Σr ¼
X

i
f ri−μrð Þ2Dii ð11Þ

Σb
r ¼

X
c
nc u cð Þ

r −μlr
� �2

ð12Þ

Σw
r ¼

X
c
nc σ cð Þ

r

� �2
; ð13Þ

where nc is the number of instances of the cth class,

μlr ¼
X

ijxi∈Xl f ri=L is the mean of the rth feature of

the labeled dataset, μ cð Þ
r ¼

X
ijyi¼c

f ri=Lc and σ cð Þ
r

� �2

denote the mean and variance of the rth feature of
the cth class, and Lc is the number of instances which
belong to the cth class in the labeled dataset Xl.

4.2 Benefits of the new approach
The proposed CCLS approach integrates the LS and CS
techniques under a unified semi-supervised framework,
with two additional improvements: more accurate esti-
mation of local structure and variance.

Table 1 Statistics of the UCI data sets

Dataset Size M C N L

Ionoshpere 351 34 2 176 20

Segment 2310 19 7 1155 350

Soybean 47 35 4 24 12

Vehicle 846 18 4 400 100

M number of potential features, C number of classes, N number of instances, L
number of labeled instances
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4.2.1 The estimation of local structure
With respect to the calculation of within-class variance
represented by the numerator of Eq. 9, the new CCLS
method improves over CLS in the following aspects:

� When xi and xj are neighbors and also in the same
labeled class, it is more certain that xi is similar to
xj. It is more intuitive to increase the similarity
between them, as represented in Eq. 10, rather than
set it to zero as in Eq. 6 of CLS.

� When xi and xj are neighbors and in two different
labeled classes, any local structure between xi and xj
may mislead feature selection. Thus, it is appropriate
to decrease the similarity instead of increasing
them, as now represented in the second case of
Eq. 9.

� When xi and xj are not neighbors but are in the same
labeled class, they can be still considered as neighbors.
In such most cases, however, the value of wij is very
close to 0 because the distance between the
points is large, so rather than using this distance
as a weight, the new approach uses a controllable
constant λ.

4.2.2 The estimation of variance
The new CCLS approach improves the accuracy of the
variance of estimation. In the CLS approach, the variance
estimation ignores the inner-class covariance of labeled
data which has good discriminative ability. Moreover, CLS
directly sums the variances of unlabeled data with
that of labeled pairs from different classes. Specific-
ally, in CLS, the variance of the rth feature vector fr
is given as follows:

X
i;j

f ri−α
i
rj

� �2
Dii

¼
X

ijxi∈Xu f ri−μrð Þ2Dii þ
X

i;jj xi;xjð Þ∈ΩCL
f ri−f rj

� �2
Dii:

ð14Þ
In the proposed CCLS approach, the denominator of

Eq. 9 shows that both inter-class covariance and inner-
class covariance are used to estimate variance. This ap-
proach is motivated by the discrimination of these two
types of covariance given by linear discriminative analysis

[25]. Thus, a relevant feature should be correlated not only
with larger variance of unlabeled data but also with larger
inter-class covariance and smaller inner-class covariance.

4.3 Comparison of LS, CS, and CCLS
To illustrate the performance of LS, CS, CLS, and the pro-
posed CCLS algorithm, we compare these four algorithms
on several high-dimensional machine learning databases
[26] including Ionoshpere, Image Segmentation, Soybean,
and Vehicle datasets. The data set information and the
sizes of whole training data set and labeled data set are de-
tailed in Table 1. A nearest neighbor (1-NN) classifier with
Euclidean distance is employed for classification.
To determine the parameters γ and λ, which govern

how the rules affect feature selection performance, we
experimentally vary parameter pairs from 0 to 1 with
0.05 intervals. The results are shown in Fig. 2, with
lighter shades indicating better performance. Although
the pattern is inconsistent, performance is generally

Table 2 Average accuracy of four different algorithms on UCI
data sets

Algorithms LS CS CLS CCLS

Ionoshpere 80.87 ± 6.26 85.60 ± 7.22 83.55 ± 5.02 86.35 ± 4.66

Segment 76.26 ± 16.9 81.75 ± 8.10 75.31 ± 8.48 82.29 ± 8.48

Soybean 89.32 ± 15.7 93.04 ± 4.50 83.11 ± 19.2 94.29 ± 11.5

Vehicle 54.02 ± 9.27 54.07 ± 7.45 55.80 ± 8.82 58.07 ± 11.2

Best results of each experiment are set in bold

Audio
Speech Nonspeech

Silence

Ring

Music

Song

Other
Fig. 4 The audio classes in telephone channel

Table 3 Individual classification accuracy of different features

Feature Dimensional Accuracy

Mean STD Mean and STD

Zero-crossing rate 1 73.73 74.86 75.10

Short-term energy 1 45.81 46.03 69.41

Energy entropy 1 71.86 69.10 74.99

Spectral centroid 2 79.19 74.49 84.79

Spectral entropy 1 69.33 74.27 76.86

Spectral flux 1 79.21 69.09 77.86

Spectral roll-off 1 71.80 74.20 74.13

MFCCs 13 84.26 86.44 87.66

Harmonic 2 69.99 82.90 83.13

Chroma vector 12 83.49 83.87 83.73

All 35 81.07 85.97 86.04

Best results of each experiment are set in bold
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better when γ is high and λ is near 0.5. Thus, the param-
eters γ and λ are set to be 0.9 and 0.5, respectively, in all
of our experiments followed.
The experimental results on UCI data sets are shown

in Fig. 3 and Table 2. Figure 3 shows the plots for accur-
acy versus the number of selected features, and Table 2
compares the averaged accuracy across these cases. It
can be seen that the performance of CS and CCLS is
better than that of LS in all cases. This illustrates that
constraint information from labeled data and local geo-
metrical structure from unlabeled data are complemen-
tary, and using them in conjunction can be useful for
feature selection.

5 Experiments and results
To further illustrate the effectiveness of CCLS, it is com-
pared to several established feature selection methods.
These include spectral feature selection (Spec) [27],
ReliefF [28], Laplacian score, constraint score, and con-
strained Laplacian score.

5.1 Data and experimental setup
Experiments were performed using audio signals under
telephone channel. Thus, each audio segment may

contain speech, non-speech, or silence, with more de-
tailed classes as shown in Fig. 4. “Speech” indicates dir-
ect dialogues between the calling and called users, when
the call is connected, while “silence” implies the segment
with comfort noise. “Non-speech” can be sub-classified
into four types: ring, music, song, and other. “Ring” con-
tains the single-tone, dual-tone, or multi-tone used for
dialing or waiting warning, “music” and “song” are the
waiting music before the call is connected or the envir-
onmental noise when the phone is in call. “Others” in-
cludes special sounds, such as laugh, barking, coughing,
or other isolated sounds. Mixed segments, such as
speech over music, are excluded from the dataset.
The database used here has been collected and manu-

ally labeled by Tsinghua University. It contains about 7 h
of audio from 837 real telephone recordings. The
speaker in each recording is different, as is the back-
ground music. The corpus consists of 3.4 h of speech
data, 0.2 h of ring data, 0.1 h of music data, 0.1 h of song
data, and 0.02 h of other data.
According to the label, an audio signal, which contains

speech or non-speech, is divided into several 0.5-s seg-
ments. For each segment, all features mentioned in Sec-
tion 2 are extracted based on the short-term analysis,
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Fig. 5 Accuracy as a function of the number of selected features

Table 4 Averaged accuracy of different algorithms (400 labeled segments)

Alg. Spec ReliefF LS CS CLS CCLS

Ave. 85.26 ± 4.66 86.41 ± 2.79 85.32 ± 3.07 84.62 ± 2.92 83.40 ± 4.56 88.46 ± 3.67

Opt. 89.97 90.90 89.08 88.95 88.27 91.14

Num. 23 19 33 39 47 26

Best results of each experiment are set in bold
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and the dimension of short-term feature is 35. The
frame length and frame step size are 32 and 10 ms, re-
spectively. Then, the two mid-term statistics, mean
value, and standard deviation are drawn per feature, so
that the dimension of mid-term statistics vector is 70.
For feature selection, we choose 2000 speech segments

and 2000 non-speech segments, with only 400 randomly
chosen labeled segments. The γ value is set to 0.9 and λ =
0.5. We compare CCLS with unsupervised Laplacian score,
as well as supervised constraint score, constrained Lapla-
cian score, Spec, and ReliefF. We use a development data-
set containing 200 speech segments and 200 non-speech
segments to choose the optimal feature subset. The test
dataset includes 500 speech segments and 500 non-speech
segments.
In all experiments, the k-nearest neighborhood (KNN)

classifier with Euclidean distance and k = 5 is utilized for
classification after feature selection. To avoid the influ-
ence of the classifier, the training datasets of the classi-
fier for all experiments are kept the same.

5.2 Experimental results
Ten types of short-term features extracted are listed in
Table 3. Two statistics, mean and standard deviation are
used as the mid-term representation of the audio seg-
ments. Table 3 shows the classification accuracy of dif-
ferent features for audio classification. The top three
best features are MFCCs, chroma vector, and spectral
centroid, and the worst feature is short-term energy.
Moreover, using all of these features does not improve
but rather decreases the accuracy, as seen by comparing
MFCC accuracy to that using all features, indicating that
there is redundant and even contradictory information
among the features. Thus, it is valuable to use feature se-
lection as a preprocessing module.
Table 4 compares the averaged accuracy (Ave.), opti-

mized accuracy (Opt.), and the optimized number (Num.)
of features among all evaluated methods, and the value
after the symbol “±” denotes the standard deviation. Re-
sults indicate that the performance is significantly im-
proved by using the first d features selected from the
ranking list of features generated by feature selection algo-
rithms. This supports the hypothesis that there is redun-
dant and even contradictory information among the
original feature space and that a feature selection algorithm
can remove irrelevant and redundant features effectively.
CCLS is superior to other evaluated methods not only

in terms of averaged accuracy but also in terms of opti-
mized accuracy. In contrast, CLS has the lowest aver-
aged accuracy and optimized accuracy. This is because
the estimations of local structure and variance are not
accurate for CLS method as described in Section 4.2.
Figure 5 shows accuracy vs. the number of selected

features. It can be seen that the performance of CCLS is

significantly better than that of Spec, Laplacian score,
constraint score, and constrained Laplacian score. This
supports that combining supervised information with
data structures to evaluate the relevance of features is
useful in feature selection.
To explore the influence of the numbers of labeled

segments on the performance of the algorithm, different
numbers of labeled data are used. The averaged accur-
acy, optimized accuracy, and the optimized number of
features on the condition of 200 and 800 labeled seg-
ments are summarized in Tables 5 and 6, respectively.
Comparing Table 4 with Tables 5 and 6, it is easy to con-
clude that the performance improves as the number of
labeled data segments increases from 200 to 800. The
CCLS is best in terms of averaged accuracy and opti-
mized accuracy regardless of the number of labeled seg-
ments. The performance of ReliefF is always better than
others in terms of optimized number of features.
Figure 6 shows the plots of accuracy vs. the number of

selected features and the amount of labeled data. How-
ever, it should also be noticed that the performances of
CCLS and ReliefF do not drop rapidly when decreasing
the amount of labeled data to 200, while the CS and
Spec algorithms are unable to select relevant features.
In all cases, there are many irrelevant features, almost

two-thirds, which can be removed to achieve the best per-
formance. This not only improves classification accuracy
but also reduces the time complexity of classification.
Figure 7 shows the plots of average accuracy vs. the

number of labeled data segments. The average accuracy
increases with the addition of labeled data, asymptoting
between 500 and 700 segments. The CCLS algorithm
outperforms the other algorithms significantly.
After the optimal feature subset has been selected,

classification is done on the test data set. The results are
listed in Table 7. The optimal feature subset selected

Table 5 Performance of supervised and semi-supervised
methods with 200 labeled segments

Algorithms Spec ReliefF CS CCLS

Ave. 83.33 ± 3.94 85.53 ± 5.92 81.06 ± 3.34 87.62 ± 3.50

Opt. 87.20 89.24 87.68 91.64

Num. 57 35 55 40

Best results of each experiment are set in bold

Table 6 Performances of supervised and semi-supervised
methods with 800 labeled segments

Algorithms Spec ReliefF CS CCLS

Ave. 86.76 ± 2.82 88.47 ± 4.69 87.24 ± 3.48 89.72 ± 3.71

Opt. 89.49 92.27 91.45 92.71

Num. 55 18 23 25

Best results of each experiment are set in bold
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from development dataset improves the performance on
the test dataset. Though CCLS still outperforms other
algorithms, the accuracy differences between algorithms
are relatively small. However, the average accuracy of
CCLS across all feature subsets is much high than the
other algorithms, which indicates that the algorithm is
more robust to feature subset selection than the com-
parative methods.

6 Conclusions
In this paper, we have presented a semi-supervised filter-
based feature selection method. The new CCLS method
integrates locality preservation across unlabeled data and
label consistency within labeled data. Experimental re-
sults show that the proposed algorithm outperforms
Spec, ReliefF, LS, and CS for audio classification.
As mentioned in Section 5.2, the performance of

CCLS was not as good as that of RelifF in terms of opti-
mized number of features. This may indicate that there
are some redundancy features in the optimum feature
set selected by CCLS method. Several studies have ad-
dressed influences of such redundancy [11, 29, 30]. To
improve the generalization quality of CCLS, there are
primarily two areas for the future work: (1) Improve-
ment of discrimination ability across audio classes, for
example, more accurate estimation of local structure
and variance, and (2) redundancy should be further re-
moved from CCLS optimal feature sets.
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