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This paper introduces an improved region based active contourmethodwith a level set formulation.Theproposed energy functional
integrates both local and global intensity fitting terms in an additive formulation. Local intensity fitting term influences local force
to pull the contour and confine it to object boundaries. In turn, the global intensity fitting term drives the movement of contour at
a distance from the object boundaries.The global intensity term is based on the global division algorithm, which can better capture
intensity information of an image than Chan-Vese (CV) model. Both local and global terms are mutually assimilated to construct
an energy function based on a level set formulation to segment images with intensity inhomogeneity. Experimental results show
that the proposed method performs better both qualitatively and quantitatively compared to other state-of-the-art-methods.

1. Introduction

Image segmentation is a basic and important problem in
the areas of computer vision, pattern recognition, and image
processing.The presence of noise, low contrast, and intensity
inhomogeneity affects the accuracy of intensity based image
segmentation methods. Intensity inhomogeneity is a smooth
varying intensity present in different parts of an intensity
inhomogeneous image, which makes it difficult to separate
object boundaries from the background. In medical image
modalities, such as microscopy, computed tomography (CT),
and magnetic resonance imaging (MRI), it manifests itself
as a smooth intensity variation across the image during
image acquisition process or because of outer interference.
Numerous methods [1–10] have been devised to segment
intensity inhomogeneous images. Active contour method
proposed by Kass et al. is one of thosemethods, which is used
to segment images with intensity inhomogeneity.

An active contourmethod segments an image by deform-
ing a curve towards object boundary using a certain force
under an energy minimization principle [11]. This technique
was centered on few important characteristics like image
gradient and statistical and curvature information. Active
contour methods are further divided into two classes: edge
based [11–17] and region based [1–10, 18–26]methods. Gener-
ally, both of these methods carry some advantages and disad-
vantage. Edge basedmethods deploy a force to deforma curve
towards the object boundary of the given image by utilizing
image gradient information.Thesemethods experience the ill
effects of energy leakage. Moreover, they do not perform well
on images with low contrast, intense noise, and weak edges.
In turn, region based methods yield better performance over
noisy and blurred images. Traditional region based active
contourmethodswork on an assumption that the given image
is homogeneous [22, 27]. Therefore, they cannot properly
segment imageswith intensity inhomogeneity. Among region
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basedmethods, only [20, 21] yield some capability to segment
under intensity inhomogeneity these models widely known
as piecewise smooth (PS) models. However, these methods
involve some complex parameter setting, which makes them
computationally expensive and impractical.

Li et al. proposed a local binary fitted (LBF) model [1, 2]
to target image segmentation under intensity inhomogeneity.
It computes image local region information by using a
Gaussian kernel. In most cases, this method can properly
segment images in the presence of intensity inhomogeneity.
However, this method is extremely sensitive to initialization,
which limits its usage in different applications. Rajapakse
and Kruggel developed a statistical method [3] for inho-
mogeneous image segmentation. This method exploits the
spatial information of neighboring pixels in the same class by
incorporating Markov random fields (MRF) in formulation.
Chen et al. proposed a method [4] as a variant of Mumford-
Shah [21] model for inhomogeneous image segmentation.
Thismethod uses a Gaussian kernel based bias field estimator
to handle intensity inhomogeneity. Its variational formu-
lation properly segments the given image and accurately
finds the global minimum of energy functional. However,
its energy functional is constructed with an assumption that
intensity variations are represented by linearly combined𝐾 characteristic functions, each identifying one segment
region. Li et al. proposed an intensity inhomogeneous image
segmentation method [5] based on LBF method known
as multiplicative image segmentation model for intensity
inhomogeneity. It constructs an energy functional, which
includes a bias field that models the smooth variations of
intensity inhomogeneity. Mukherjee and Acton also con-
tributed to image segmentation and proposed a method [6]
which segments images with significant intensity variation. It
models the foreground and background using Legendre basis
functions in which region intensities are represented in lower
dimensional space to permit smoothness.

Recently, Min et al. proposed a method [29] which
uses a new global intensity term based on global division
algorithm. This term boosts the performance of Chan-Vese
[22] method and helps to capture the complicated image
intensity information in a better way compared to Chan-
Vese method. This paper presents a new region based active
contour model for level set formulation with an additive
formulation of energy functional using both local and global
intensity fitting terms. Local intensity term is dominant near
object boundaries and it compels the contour towards the
object boundaries, whereas the global intensity term which
incorporates global image information helps to properly
segment homogeneous regions.

The rest of the paper is organized as follows. In Section 2,
theoretical foundations are discussed. Section 3 presents the
proposedmodel. In Section 4, experimental results using dif-
ferent images are shown. Finally, discussion and conclusions
are given in Sections 5 and 6.

2. Theoretical Foundations

2.1. Mumford-Shah Model. Chen et al. proposed a region
based method [4] for image segmentation using a piecewise

approximation. Their method aims to find an optimal piece-
wise approximation function 𝑢which approximates an image𝐼 smoothly within each subregion of the image domain Ω𝑖 ⊂𝑅2. They proposed the following energy functional:

𝐸𝑀𝑆 (𝑢, 𝐶) = 𝜆∫
Ω
(𝐼 − 𝑢 (𝑥))2 𝑑𝑥 + V∫

Ω\𝐶
|∇𝑢|2 𝑑𝑥

+ 𝜇 |𝐶| ,
(1)

where |𝐶| represents the length of the contour and 𝜇, V ≥0 are fixed parameters. In (1), the first term is the fitting
term, the second term is the smoothing term, and the third
term regularizes the curve. The unknown contour 𝐶 and the
nonconvexity of the above energy functional make it difficult
to minimize it. Numerous methods have been proposed by
modifying the above energy functional, some of which are
explained in the later part of this section.

2.2. Chan-Vese Model. Chan and Vese [22] proposed a region
based active contour method based on Mumford and Shah
[27]. They proposed the following energy functional for
piecewise segmentation:

𝐸𝑀𝑆 (𝜇, 𝑐1, 𝑐2)
= 𝜆1 ∫

Ω

󵄨󵄨󵄨󵄨𝐼 (𝑥) − 𝑐1󵄨󵄨󵄨󵄨2𝐻𝜀 (𝜙 (𝑥)) 𝑑𝑥
+ 𝜆2 ∫

Ω

󵄨󵄨󵄨󵄨𝐼 (𝑥) − 𝑐2󵄨󵄨󵄨󵄨2 (1 − 𝐻𝜀 (𝜙 (𝑥))) 𝑑𝑥
+ 𝜇𝐿 (𝐶) + V |𝐶| ,

(2)

where 𝐼(𝑥) is a given image; the first and second terms in (2)
represent force terms using intensities both inside and outside
contour 𝐶, respectively. 𝐿(𝐶) is the length of the contour.𝜆1, 𝜆2, 𝜇, and V are fixed parameters. 𝑐1 and 𝑐2 are image
intensitymeans inside and outside the region, respectively. By
minimizing (2) with respect to 𝑐1, 𝑐2, and 𝜙 using the steepest
gradient descent [30], the following definitions and solution
equation are acquired:

𝑐1 = ∫
Ω
𝐼 (𝑥)𝐻𝜀 (𝜙 (𝑥)) 𝑑𝑥
∫
Ω
𝐻𝜀 (𝜙 (𝑥)) 𝑑𝑥 , (3)

𝑐2 = ∫
Ω
𝐼 (𝑥) (1 − 𝐻𝜀 (𝜙 (𝑥))) 𝑑𝑥
∫
Ω
(1 − 𝐻𝜀 (𝜙 (𝑥))) 𝑑𝑥 , (4)

𝜕𝜙
𝜕𝑡 = (−𝜆1 (𝐼 − 𝑐1)

2 + 𝜆2 (𝐼 − 𝑐2)2 + 𝜇 div( ∇𝜙󵄨󵄨󵄨󵄨∇𝜙󵄨󵄨󵄨󵄨)

− V)𝛿𝜀 (𝜙) ,
(5)

where𝐻 is Heaviside function and 𝛿 is Dirac delta function.
The constant 𝜀 controls the smoothness of Heaviside function
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(a) (b)

Figure 1: Intensity inhomogeneous image segmentation using global and local intensity based active contour methods. (a) Segmentation
result using Chan-Vese method. (b) Segmentation result using LBF method.

andwidth ofDiracDelta function.The smoothed approxima-
tions of Dirac and Heaviside functions are defined as follows:

𝐻𝜀 (𝜙) = 1
2 (1 +

2
𝜋 arctan(𝜙𝜀 )) , (6)

𝛿𝜀 (𝜙) = 𝜀
𝜋 (𝜙2 + 𝜀2) . (7)

2.3. LBF Model. Li et al. proposed a local binary fitted
(LBF) active contour method [1, 2], which yields local image
intensity information to segment images with intensity inho-
mogeneity. The basic idea is to introduce a Gaussian kernel
function to define the LBF energy functional as follows:

𝐸LBF (𝐶, 𝑓1, 𝑓2) = 𝜆1 ∫
Ω
𝐾𝜎 (𝑥 − 𝑦) 󵄨󵄨󵄨󵄨𝐼 (𝑦) − 𝑓1 (𝑥)󵄨󵄨󵄨󵄨2

⋅ 𝐻𝜖 (𝜙 (𝑦)) 𝑑𝑦 + 𝜆2 ∫
Ω
𝐾𝜎 (𝑥 − 𝑦)

⋅ 󵄨󵄨󵄨󵄨𝐼 (𝑦) − 𝑓2 (𝑥)󵄨󵄨󵄨󵄨2 (1 − 𝐻𝜖 (𝜙 (𝑦))) 𝑑𝑦.
(8)

Minimizing the energy formulation in (6) with respect to 𝑓1
and 𝑓2 using the steepest gradient descent [30], the following
definitions are acquired:

𝑓1 (𝑥) = 𝐾𝜎 ∗ [𝐻𝜖 (𝜙) 𝐼 (𝑥)]𝐾𝜎 ∗ 𝐻𝜖 (𝜙) , (9)

𝑓2 (𝑥) = 𝐾𝜎 ∗ [(1 − 𝐻𝜖 (𝜙)) 𝐼 (𝑥)]𝐾𝜎 ∗ (1 − 𝐻𝜖 (𝜙)) , (10)

where𝐾𝜎 is the Gaussian kernel with standard deviation 𝜎.𝑓1
and𝑓2 are local intensitymeans inside and outside the region.
Thismethod can segment inhomogeneous images by embed-
ding the local information inside the energy formulation. It
yields far better result than traditional region based active
contourmethods [22, 27]. Figure 1 shows image segmentation
results using both traditional region based active contour
(Chan-Vese) method [22] and LBF method [1, 2]. Figure 1(a)

shows that the Chan-Vese method could not segment a
homogeneous object from the inhomogeneous background.
On the other hand, Figure 1(b) shows that the LBF method
could properly segment a homogeneous object from the
inhomogeneous background. In most cases, LBFmethod can
segment images with intensity inhomogeneity; however, it is
more sensitive to level set initialization. Localization property
of thismethod develops toomany localminimums; therefore,
its segmentation accuracy is dependent on the initial position
of level set.

2.4. Min et al.’s Model. Chan-Vese model does not depend on
image gradient as previous models do. Moreover, it can also
properly segment noisy images under a certain level of noise.
However, it is unable to segment complex intensity regions,
which contain pixels of big intensity difference. In order to
solve this problem, Min et al. proposed a method with an
effective global region term which can capture complicated
intensity regions. It formulates an energy functional based on
global division algorithm and develops a novel region based
term which can properly segment objects with big intensity
difference or affected by noise.Their energy functional based
on a novel region based term is defined as follows:

𝐸Min (𝜙, 𝑐1, 𝑐2, 𝑑11, 𝑑12, 𝑑21, 𝑑22) = ∫
Ω
𝐻(𝐼 (𝑥) − 𝑐1)

⋅ (𝐼 (𝑥) − 𝑑11)2𝐻𝜖 (𝜙 (𝑥)) 𝑑𝑥
+ ∫
Ω
(1 − 𝐻 (𝐼 (𝑥) − 𝑐1)) (𝐼 (𝑥) − 𝑑12)2

⋅ 𝐻𝜖 (𝜙 (𝑥)) 𝑑𝑥 + ∫
Ω
𝐻(𝐼 (𝑥) − 𝑐2) (𝐼 (𝑥) − 𝑑12)2

⋅ (1 − 𝐻𝜖 (𝜙 (𝑥))) 𝑑𝑥 + ∫
Ω
(1 − 𝐻 (𝐼 (𝑥) − 𝑐2))

⋅ (𝐼 (𝑥) − 𝑑22)2 (1 − 𝐻𝜖 (𝜙 (𝑥))) ,

(11)

where 𝐻(𝐼(𝑥) − 𝑐𝑖) (𝑖 = 1, 2) is a division function based
on intensity magnitude. Instead of computing one intensity
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(a) (b)

Figure 2: Segmentation of a complex (texture-like) region. (a) Segmentation result using Chan-Vese method. (b) Segmentation result using
Min et al.’s method.

mean inside the object and one outside, this method com-
putes two values (bigger and smaller) of intensity means
inside the object and two values of intensity means outside.
Byminimizing (11) with respect to 𝑑11, 𝑑12, 𝑑21, and 𝑑22 using
the steepest gradient descent [30], the following definitions
are acquired:

𝑑11 = ∫
Ω
(𝐻 (𝐼 (𝑥) − 𝑐1)) 𝐼 (𝑥)𝐻𝜖 (𝜙 (𝑥)) 𝑑𝑥
∫
Ω
(𝐻 (𝐼 (𝑥) − 𝑐1))𝐻𝜖 (𝜙 (𝑥)) 𝑑𝑥 , (12)

𝑑12 = ∫
Ω
(1 − 𝐻 (𝐼 (𝑥) − 𝑐1)) 𝐼 (𝑥)𝐻𝜖 (𝜙 (𝑥)) 𝑑𝑥
∫
Ω
(1 − 𝐻 (𝐼 (𝑥) − 𝑐1))𝐻𝜖 (𝜙 (𝑥)) 𝑑𝑥 , (13)

𝑑21 = ∫
Ω
(𝐻 (𝐼 (𝑥) − 𝑐2)) 𝐼 (𝑥) (1 − 𝐻𝜖 (𝜙 (𝑥))) 𝑑𝑥
∫
Ω
(𝐻 (𝐼 (𝑥) − 𝑐2)) (1 − 𝐻𝜖 (𝜙 (𝑥))) 𝑑𝑥 , (14)

𝑑22
= ∫
Ω
(1 − 𝐻 (𝐼 (𝑥) − 𝑐2)) 𝐼 (𝑥) (1 − 𝐻𝜖 (𝜙 (𝑥))) 𝑑𝑥
∫
Ω
(1 − 𝐻 (𝐼 (𝑥) − 𝑐2)) (1 − 𝐻𝜖 (𝜙 (𝑥))) 𝑑𝑥 , (15)

where 𝑑11 and 𝑑12 are bigger and smaller mean intensity
values inside the contour. Similarly, 𝑑21 and 𝑑22 represent
the bigger and smaller intensities outside the contour. Chan-
Vese method cannot properly segment an object if it contains
big intensity differences. By using two values of intensity
means unlike Chan-Vese method, this method decreases the
probability of error in the segmentation process. Figure 2
shows segmentation of a complex (texture-like) region using
Chan-Vese and Min et al.’s methods. Figure 2(a) shows
that Chan-Vese method yields unacceptable segmentation.
It considered small black dots as individual regions and,
therefore, could not properly segment the big rectangular
region, which is the region of interest. On the other hand,Min
et al.’s method properly segmented the rectangular region as
shown in Figure 2(b).

3. The Proposed Method

The proposed method exploits the advantages of both LBF
and Min et al.’s methods by incorporating their local and

global intensity information. The proposed energy formula-
tion is defined as

𝐸LGE = (1 − 𝑤) (𝜆1 ∫
Ω
𝐾𝜎 (𝑥 − 𝑦) 󵄨󵄨󵄨󵄨𝐼 (𝑦) − 𝑓1 (𝑥)󵄨󵄨󵄨󵄨2

⋅ 𝐻𝜖 (𝜙 (𝑦)) 𝑑𝑦 + 𝜆2 ∫
Ω
𝐾𝜎 (𝑥 − 𝑦)

⋅ 󵄨󵄨󵄨󵄨𝐼 (𝑦) − 𝑓2 (𝑥)󵄨󵄨󵄨󵄨2 (1 − 𝐻𝜖 (𝜙 (𝑦))) 𝑑𝑦)
+ 𝑤(∫

Ω
𝐻(𝐼 (𝑥) − 𝑐1) (𝐼 (𝑥) − 𝑑11)2

⋅ 𝐻𝜖 (𝜙 (𝑥)) 𝑑𝑥 + ∫
Ω
(1 − 𝐻 (𝐼 (𝑥) − 𝑐1)) (𝐼 (𝑥)

− 𝑑12)2𝐻𝜖 (𝜙 (𝑥)) 𝑑𝑥 + ∫
Ω
𝐻(𝐼 (𝑥) − 𝑐2) (𝐼 (𝑥)

− 𝑑12)2 (1 − 𝐻𝜖 (𝜙 (𝑥))) 𝑑𝑥
+ ∫
Ω
(1 − 𝐻 (𝐼 (𝑥) − 𝑐2)) (𝐼 (𝑥) − 𝑑22)2

⋅ (1 − 𝐻𝜖 (𝜙 (𝑥)))) + V∫
Ω

󵄨󵄨󵄨󵄨∇𝐻𝜙 (𝑥)󵄨󵄨󵄨󵄨 𝑑𝑥
+ 𝜇∫
Ω

1
2 (󵄨󵄨󵄨󵄨∇𝜙 (𝑥)󵄨󵄨󵄨󵄨 − 1)

2 𝑑𝑥,

(16)

where 𝑤 is a positive constant 0 ≤ 𝑤 ≤ 1, which plays an
important role in handling intensity inhomogeneity during
the segmentation process. When 𝑤 is close to 0, then the
proposed energy function has a dominant local force term
and when it is close to 1 then it has a dominant global force
term. V, 𝜇 > 0 are scale parameters for length term and energy
penalization term, respectively. The second last term in (16)
is length term which is used to regularize the curve. The last
term is the energy penalizing term which maintains level set
function as signed distance function (SDF). Moreover, it also
removes the computationally expensive need of reinitializa-
tion.
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By minimizing 𝐸LGE in (16) with respect to 𝜙 using
the steepest gradient descent [30], the following solution is
obtained:

𝜕𝜙
𝜕𝑡 = 𝛿𝜖 (𝜙) (𝐹1 + 𝐹2) + V𝛿𝜖 (𝜙) div( ∇𝜙󵄨󵄨󵄨󵄨∇𝜙󵄨󵄨󵄨󵄨)

+ 𝜇(∇2𝜙 − div( ∇𝜙󵄨󵄨󵄨󵄨∇𝜙󵄨󵄨󵄨󵄨)) ,
(17)

where 𝐹1 and 𝐹2 are local and global force terms, respectively.
Local force term 𝐹1 is defined as

𝐹1 = (1 − 𝑤) (−𝜆1 ∫
Ω
𝐾𝜎 (𝑥 − 𝑦) 󵄨󵄨󵄨󵄨𝐼 (𝑦) − 𝑓1 (𝑥)󵄨󵄨󵄨󵄨2 𝑑𝑦

+ 𝜆2 ∫
Ω
𝐾𝜎 (𝑥 − 𝑦) 󵄨󵄨󵄨󵄨𝐼 (𝑦) − 𝑓2 (𝑥)󵄨󵄨󵄨󵄨2 𝑑𝑦) ,

(18)

where 𝑓1 and 𝑓2 are local intensity means inside and outside
the region defined in (9) and (10), respectively. Global force
term 𝐹2 is defined as

𝐹2 = 𝑤 (−𝜆1𝐻𝜀 (𝐼 − 𝑐1) (𝐼 − 𝑑11)2
− 𝜆1 (1 − 𝐻𝜀 (𝐼 − 𝑐1)) (𝐼 − 𝑑12)2
+ 𝜆2𝐻𝜀 (𝐼 − 𝑐2) (𝐼 − 𝑑21)2
+ 𝜆2 (1 − 𝐻𝜀 (𝐼 − 𝑐2)) (𝐼 − 𝑑22)2) ,

(19)

where 𝑐1 and 𝑐2 are global intensity means inside and outside
the region from Chan-Vese method [22], which are defined
in (3) and (4), respectively. 𝑑11, 𝑑12, 𝑑21, and 𝑑22 are global
intensity means (𝑑11, 𝑑12) inside and (𝑑21, 𝑑22) outside the
region from Min et al.’s method [29], which are defined
in (12), (13) and (14), (15), respectively. The terms 𝑑11, 𝑑12,𝑑21, and 𝑑22 depend on the division function 𝐻(𝐼(𝑥) −𝑐𝑖) (𝑖 = 1, 2) which is based on intensity magnitude. The
division function allows capturing the small changes in the
intensity differences, which leads to better segmentation
results compared to traditional global intensity based active
contour methods. The proposed method employs smoothed
versions of Heaviside function𝐻(𝜙) and Dirac function 𝛿(𝜙)
as defined in (5) and (6), respectively.

Both forces 𝐹1 and 𝐹2 play an important role during the
curve evolution process. Because 𝐹1 force term is dependent
on local intensity means, therefore, when it is dominant,
that is, 𝑤 is close to 0, then the contour moves towards the
(intensity inhomogeneous) object as shown in Figure 3. On
the other hand, when 𝐹2 force term, which is dependent on
global intensity means, is dominant, then the contour moves
away from the intensity inhomogeneous object as shown in
Figure 3.

For outmoded level set techniques, it is essential to
set initialization of 𝜙 as signed distance function (SDF),
because when it is meaningfully not the same as SDF, then
the reinitialization techniques are no longer competent to
reinitialize the function as SDF. The proposed formulation

Local force

Global force

Figure 3: Effect of local and global intensity term on inhomoge-
neous image.

eliminates computationally expensive reinitialization proce-
dure by using the penalizing energy term from [16]. Initial
level set function for the proposed method is defined here as

𝜙 (𝑥, 𝑡 = 0) =
{{{{{{{{{

−𝜌 𝑥 ∈ Ω0 − 𝜕Ω0
0 𝑥 ∈ 𝜕Ω0
𝜌 𝑥 ∈ Ω − Ω0,

(20)

where 𝜌 > 0 is constant (in this paper 𝜌 = 2). Finally, the
iterative steps of the proposed method are summarized as
follows:

(1) Initialize level set function 𝜙 using 𝜙0 from (20).
(2) Compute 𝑓1 and 𝑓2 using (9) and (10), respectively.
(3) Compute 𝑐1, 𝑐2, 𝑑11, 𝑑12, 𝑑21, and 𝑑22 using (3), (4),

(12), (13), (14), and (15), respectively.
(4) Solve the partial differential equation (PDE) for 𝜙

with (17).
(5) Return to step (2) until convergence.

4. Experimental Analysis and Comparison

The proposed method is applied to various synthetic and
medical images from different modalities. It is imple-
mented using MATLAB 8.5 in Windows 8 environment on
a 2.97GHz Intel Core-i7 processor with 4GBRAM. The
parameters used for all methods in all experiments are shown
in Table 1.

Figure 4 shows intensity inhomogeneous image segmen-
tation using the proposed method and LBF method. Fig-
ure 4(a) shows original imagewith initial contour. Figure 4(b)
shows that LBF method failed to properly segment intensity
inhomogeneous object. In turn, the proposed method prop-
erly segmented intensity inhomogeneous object as shown in
Figure 4(c).

Image segmentation under intensity inhomogeneity is a
well-known problem inmedical image analysis.The presence
of intensity inhomogeneity can lead to high false positives
when intensity based image analysis tools are used.

Figure 5 illustrates the segmentation process of five
different medical images with intensity inhomogeneity. The
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(a) (b) (c)

Figure 4: Intensity inhomogeneous image segmentation using synthetic image. (a) Image with initial contour. (b) Result using LBF method.
(c) Result using the proposed method.

Table 1: Parameter selection for all methods.

Parameters
The

proposed
method

LBF
method
[2]

Wang et al.’s method
[28]

𝜎 5.0 3.0 3.0
𝜆1 = 𝜆2 1 1 1.0
Time step 0.1 0.1 0.1
𝜇 1.0 1.0 1.0

V 0.004 ×255 × 255 0.001 ×255 × 255 0.001 × 25 × 255
𝑤 0.1/108 — 0.01

first and second rows show contour evolution process from
initial contour to final contour on vessel images. Final
contour in the second and third rows shows that the proposed
method properly segmented weak edged vessels in both
images. The third and fourth rows show contour evolution
process on brain MR images. Final contour in the third
and fourth rows shows that the proposed method properly
segmented white matter regions in both images. The last row
shows contour evolution process of the proposed method on
cardiac computed tomography (CT) image. It shows that the
proposed method properly segmented the left ventricle (LV)
and right ventricle (RV).

Figure 6 shows a segmentation result comparison
between the LBF [2], Wang et al.’s [28], and the proposed
method using differentmedical images. It shows that both the
proposed and Wang et al.’s methods properly segmented all
images. Although Wang et al.’s method segmented regions of
interest in all images, it missed some part of weak boundaries
of vessels as shown in the first two rows. On the other hand,
LBF method accurately segmented images in the first three
columns but it failed to properly segment brainMRI image in
the fourth column and cardiac CT image in the last column.

Figure 7 shows a segmentation result comparison
between Chan-Vese [22], LBF [2], Wang et al.’s [28], and the
proposedmethod using synthetic images with intensity inho-
mogeneity. In Figure 7, the first row shows original images

with initial contour, the second row shows result using Chan-
Vese method, the third row shows result using LBF method,
the fourth row shows result using Wang et al.’s method, and
the last row shows result using the proposed method. First
images from Figures 7(c) and 7(e) show that both LBF and
the proposed methods yield the best segmentation results
for the first image in Figure 7. Moreover, Figure 7(e) also
shows that the proposedmethod yields the best segmentation
result for the second image. In turn, Chan-Vese method
could not properly segment both images. Although Wang et
al.’s method could segment the first image, it segmented the
shadow region (unable to differentiate between background
and objects shadow). In turn, both LBF and Wang et al.’s
methods are unable to properly segment the second image.

Figure 8 shows segmentation result comparison between
Chan-Vese [22], LBF [2], Wang et al.’s [28], and the proposed
method using noisy images.

In this figure, the first column shows original images
with initial contour, the second column shows segmentation
result using Chan-Vese method, the third column shows
segmentation result using LBF method, the fourth column
shows segmentation result usingWang et al.’smethod, and the
last column shows segmentation result using the proposed
method. The proposed method yields the best segmentation
result for image shown in the first row. Chan-Vese method
also properly segmented region of interest in that image but
it also segmented some part of the noise. On the other hand,
both the proposed and Chan-Vese methods yield the best
segmentation result for the image shown in the second row. In
turn, both LBF and Wang et al.’s methods could not segment
images in both rows.

4.1. Quantitative Analysis. In this subsection, the results
of the proposed method are quantitatively analyzed and
compared with the state-of-the-art methods using both
synthetic and real images. Real images and their ground
truths were obtained from the online accessible database
known as Caltech database [31]. In turn, the ground truths
of synthetic images were obtained by using manual segmen-
tation tool. Figure 9 shows segmentation result comparison
of the proposed method with Chan-Vese [22], LBF [2], and
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(a) (b) (c)

Figure 5: Curve evolution process from initial contour to final contour. Initial contour (a). Contour after 20 iterations (b). Final contour (c).
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(a) (b) (c) (d)

Figure 6: Image segmentation usingmedical images with intensity inhomogeneity. (a) Initial contour (first column). (b) Segmentation results
using LBF method [2] (second column). (c) Segmentation results using Wang et al.’s method [28] (third column). (d) Segmentation results
using the proposed method (last column).

Wang et al.’s [28] method using real images. Original images
and their ground truths are shown in the first and second
columns, respectively. The segmentation results of Chan-
Vese, LBF,Wang et al.’s, and the proposed methods are shown
in the third, fourth, fifth, and sixth columns, respectively.
Similarly, Figure 10 shows the segmentation result compari-
son of the proposed method with Chan-Vese, LBF, andWang
et al.’s methods using synthetic images, where original images

and their ground truths are shown in the first and second
columns, respectively. In turn, Chan-Vese, LBF, Wang et al.’s,
and the proposed methods results are shown in the third,
fourth, fifth, and last column, respectively.

In order to quantitatively evaluate and compare the pro-
posed method with the other state-of-the-art methods, Dice
coefficient (DSC) and Hausdorff distance (HD) metrics are
being used, where Dice coefficient metric measures how well
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(a) (b)

(c) (d)

(e)

Figure 7: Image segmentation using synthetic images with intensity inhomogeneity. (a) Original images with initial contour (first row). (b)
Segmentation result using Chan-Vesemethod [22] (second row). (c) Segmentation result using LBFmethod [2] (third row). (d) Segmentation
result using Wang et al.’s method [28] (fourth row). (e) Segmentation result using the proposed method (last row) at 𝜎 = 3.0, 𝜆1 = 1, 𝜆2 = 2,
and 𝑤 = 0.1/108 for image 1 and 𝑤 = 0.1/109 for image 2.

(a) (b) (c) (d) (e)

Figure 8: Image segmentation using noisy images. (a)Original imageswith initial contour (first column). (b) Segmentation result usingChan-
Vese method [22] (second column). (c) Segmentation result using LBFmethod [2] (third column). (d) Segmentation result usingWang et al.’s
method [28] (fourth column). (e) Segmentation result using the proposed method (fifth column) at 𝑤 = 0.1 for image 1 and 0.001 for image
2.

segmentation 𝑆 overlaps the ground truth 𝐺. Segmentation
results are considered the best when Dice value is close to 1.
Dice coefficient metric is defined as

DSC (𝐺, 𝑆) = 2 󵄨󵄨󵄨󵄨Ω𝐺 ∩ Ω𝑆󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Ω𝐺󵄨󵄨󵄨󵄨 + 󵄨󵄨󵄨󵄨Ω𝑆󵄨󵄨󵄨󵄨 . (21)

HD measures the distance between segmented contour𝑆 and ground truth contour 𝐺. Segmentation method yields

the best segmentation result when HD value is close to 0. HD
metric is defined as

HD (𝐺, 𝑆)
= max(max

𝑖
{𝑑 (𝑔𝑖, 𝑆)} ,max

𝑗
{𝑑 (𝑠𝑗, 𝐺)}) , (22)

where 𝐺 and 𝑆 contours comprise set of points 𝐺 ={𝑔1, 𝑔2, 𝑔3, . . . , 𝑔𝑛}, 𝑆 = {𝑠1, 𝑠2, 𝑠3, . . . , 𝑠𝑛}, respectively, and 𝑑
is the distance from 𝑔𝑖 to the closest point on curve 𝑆.
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(a) (b) (c) (d) (e) (f)

Figure 9: Image segmentation using real world images (a) Original image (first column). (b) Original images with ground truth (second
column). (c) Segmentation result using Chan-Vese method [22] (third column). (d) Segmentation result using LBF method [2] (fourth
column). (e) Segmentation result using Wang et al.’s method [28] (fifth column). (f) Segmentation result using the proposed method (sixth
column).
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(a) (b) (c) (d) (e) (f)

Figure 10: Image segmentation using synthetic images. (a) Original image (first column). (b) Original images with ground truth (second
column). (c) Segmentation result using Chan-Vese method [22] (third column). (d) Segmentation result using LBF method [2] (fourth
column). (e) Segmentation result using Wang et al.’s method [28] (fifth column). (f) Segmentation result using the proposed method (sixth
column).
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Figure 11: DSC values for set of real images (a) and synthetic images (b).

H
D

 (H
au

sd
or

ff 
di

st
an

ce
) o

f r
ea

l i
m

ag
es

Images
1 2 3 4 5 6 7 8

Chan-Vese method
LBF method

0

1

2

3

4

5

6

7

8

Wang et al.’s method
The proposed method

(a)

Images
0 1 2 3 4 5 6 7 1098

Chan-Vese method
LBF method

H
D

 (H
au

sd
or

ff 
di

st
an

ce
) o

f s
yn

th
et

ic
 im

ag
es 5.5

5.0

4.5

4.0

3.5

3.0

2.5

2.0

1.5

1.0

0.5

0.0

Wang et al.’s method
The proposed method

(b)

Figure 12: HD (Hausdorff distance) values for set of real images (a) and synthetic images (b).

In Figure 11, Dice index (DSC) values, using real and
synthetic images from Figures 9 and 10, are shown. The
proposed method yields the highest DSC values compared
to the state-of-the-art methods. Similarly, Figure 12 shows
Hausdorff distance (HD) values using real and synthetic
images from Figures 9 and 10. It shows that the proposed
method yields minimum HD values compared to other
methods. Figure 13 shows CPU time (in seconds) of each
method using both real and synthetic images from Figures
9 and 10, respectively. It shows that the proposed method
yields small CPU time compared to LBF [2] and Wang et al.’s
[28] methods. Although Chan-Vese [22] method yields the
smallest CPU time, it generates unacceptable segmentation
results. On the other hand, the proposed method yields

the best segmentation result with a little more CPU time
compared to Chan-Vese method.

5. Discussion

5.1. The Parameter𝑤. Constant parameter𝑤 in the proposed
energy functional plays a crucial role in the segmentation
process. This parameter manages the amount of local and
global intensity force depending on the type of the image.
In the proposed energy function, local intensity fitted term is
scaledwith a (1−𝑤) parameter and global intensity fitted term
is scaled with 𝑤 parameter, where 0 ≤ 𝑤 ≤ 1. When input
image has high level of intensity inhomogeneity, the value
chosen for 𝑤 should be close to 0 to reduce the interference
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Figure 13: Comparison of our method in terms of CPU time (in seconds), real world images (a), and synthetic images (b).

of global fitted term. At𝑤 ≈ 0 local force term 𝐹1 is dominant
and plays major role in segmenting intensity inhomogeneous
objects because at that time global force term is close to zero;
that is, 𝐹2 ≈ 0.

Similarly, if the image is homogeneous or is influenced
by noise, then 𝑤 should be close to 1 to make global force
term 𝐹2 dominant. In case of noisy image, if 𝑤 is not
close to 1, then local force term 𝐹1 will negatively affect
the segmentation accuracy. It will consider noise speckles
as important information and will end up segmenting noise
that is undesirable. Moreover, Gaussian kernel which is used
to compute the local intensity mean will also considerably
increase the time complexity. Value of 𝑤 should be close to
0 if the given image is intensity inhomogeneous. In turn, it
should be close to 1 if the image is homogeneous or noisy.

5.2. Relation with Other Methods. The proposed energy
functional is formulated using local and global intensity
means from level set methods [2, 7]. The global part of
the proposed energy functional is based on Min et al.’s [29]
global intensity term. In turn, the local part of the proposed
energy functional is taken from LBF method [2]. Min et al.’s
intensity term is an advance version of Chan-Vese [22] energy
function, which has the ability to capture more complicated
intensity information than Chan-Vese method as shown in
Figure 2.

Traditional piecewise constant (PC) models [22, 27]
cannot properly segment intensity inhomogeneity because
they are proposed with an assumption that the given image
is homogeneous. Several methods [3–6] have been proposed
to handle intensity inhomogeneity. Among these methods,
LBF method [1, 2] has superiority in terms of capturing
inhomogeneity across the image. Rajapakse and Kruggel’s [3]
method has high time complexity because it smoothes the
given image to deal with intensity inhomogeneity. On the
other hand, the proposed method does not require image

smoothing before segmentation. Similarly, Chen at el. [4],
Li et al. [5], and Mukherjee and Acton [6] also contributed
to inhomogeneous image segmentation.These methods have
shown better results over several images but they have high
computational complexity. Li et al.’s [5] method developed
modified level set framework for inhomogeneous image
segmentation based on LBF model. It models bias field to
correct intensity variations in the given image with clustering
property, which increases computational burden and time
complexities.

The proposed method utilizes simple and robust formu-
lation, which increases segmentation accuracy as shown in
Figure 7(b). It has accurately segmented desired regions of
interest in the presence of intensity inhomogeneity, while the
rest of the methods failed to do so.

5.3. Limitation. Themain limitation of the proposed method
is high time complexity. Its energy functional has incor-
porated both local and global intensity means; therefore,
it requires more time to process as compared to global
intensity based methods. A possible solution is to develop
a robust energy functional, which evolves faster on smooth
homogeneous and inhomogeneous regions. The main idea is
to use a phase shift in the Heaviside function as used in [32].

6. Conclusion

In this paper, a new region based active contour method with
variational level set formulation is proposed. The proposed
energy functional incorporates both local and global intensity
terms in an additive way. Local intensity fitting term utilizes
local information from the image, which helps to segment
intensity inhomogeneous objects. In turn, global intensity
fitting term helps to segment homogeneous regions. Chan-
Vese method employs one intensity representative for inside
and one for outside the contour.Therefore, it cannot properly
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segment complex homogeneous regions which have high
intensity differences among the contained pixels.

On the other hand, the global intensity fitting term used
in the proposed energy functional assimilates two intensity
representatives for inside and two for outside the contour.
Therefore, it can properly segment complex homogeneous
regions. Moreover, an energy penalization term is used in
level set formulation, which removes the need of reinitializa-
tion.

The proposed method is capable of segmenting images
with intensity inhomogeneity with suitable initialization
approach. Experimental results using several synthetic and
medical images with intensity inhomogeneity demonstrate
that the proposed method yields better segmentation results
compared to the discussed state-of-the-art methods. Dice
index, Hausdorff distance (HD), and CPU time comparison
from Figures 11, 12, and 13 showed that the proposed method
yields better results compared to the state-of-the-art meth-
ods. Although Chan-Vese method yields the smallest CPU
time, it cannot properly segment images in Figures 9 and 10.
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