+
brought to you by .{ CORE

View metadata, citation and similar papers at core.ac.uk

provided by Crossref

Hindawi

Journal of Sensors

Volume 2017, Article ID 3862375, 12 pages
https://doi.org/10.1155/2017/3862375

Hindawi

Research Article

A Cognitive Radio-Based Energy-Efficient System for Power
Transmission Line Monitoring in Smart Grids

Saeed Ahmed, Young Doo Lee, Seung Ho Hyun, and Insoo Koo

School of Electrical Engineering, University of Ulsan, 93 Daehok-ro, Nam-gu, Ulsan 44610, Republic of Korea
Correspondence should be addressed to Seung Ho Hyun; takeitez@ulsan.ac.kr

Received 27 June 2017; Revised 8 November 2017; Accepted 14 November 2017; Published 19 December 2017
Academic Editor: Guiyun Tian

Copyright © 2017 Saeed Ahmed et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The research in industry and academia on smart grids is predominantly focused on the regulation of generated power and
management of its consumption. Because transmission of bulk-generated power to the consumer is immensely reliant on secure
and efficient transmission grids, comprising huge electrical and mechanical assets spanning a vast geographic area, there is an
impending need to focus on the transmission grids as well. Despite the challenges in wireless technologies for SGs, cognitive
radio networks are considered promising for provisioning of communications services to SGs. In this paper, first, we present an
IEEE 802.22 wireless regional area network cognitive radio-based network model for smart monitoring of transmission lines.
Then, for a prolonged lifetime of battery finite monitoring network, we formulate the spectrum resource allocation problem as
an energy efficiency maximization problem, which is a nonlinear integer programming problem. To solve this problem in an
easier way, we propose an energy-efficient resource-assignment scheme based on the Hungarian method. Performance analysis
shows that, compared to a pure opportunistic assignment scheme with a throughput maximization objective and compared
to a random scheme, the proposed scheme results in an enhanced lifetime while consuming less battery energy without

compromising throughput performance.

1. Introduction

The concept of the smart grid (SG) is to insert adequate
intelligence to augment control of the traditional electric
grid and make it more autonomous. Application-oriented
communications technology, supported by advanced sen-
sors and actuators, constructs the foundation of smart
procedures to generate, transmit, and distribute power to
consumers, enabling them to understand and control elec-
tricity consumption.

Substantial research is being carried out in communica-
tions technologies for the SG. However, most of the investi-
gation by academia and industry has primarily focused on
the distribution grid and consumption-side management,
leaving the vast picture of the transmission grid uncertain.
Huge electrical and mechanical assets of transmission grids,
spanning thousands of kilometers, are highly exposed to
numerous forms of hostile, natural, and artificial destruction,
compromising the overall stability, security, and perfor-
mance of the electric power grid. Therefore, in the context

of the SG, an appropriate two-way communications network
is imminently needed for real-time structural awareness,
fault identification, localization, and elimination by the
power control center (PCC), guaranteeing reductions in
maintenance cost and enhancing the stability and security
of the power supply system. Wireless sensors are put in var-
ious components of transmission lines to collect different
physical and electrical parameters of the transmission lines
(like sagging, vibration, electric current density, icing effects,
vegetation, overheating, etc.) [1, 2]. However, delivering the
huge amount of collected information to the PCC, located
miles away, in a long hop-by-hop linear topology is the most
critical task in developing a smart transmission grid (STG)
due to short ranges, low data rates, less successful data deliv-
ery, unbalanced energy consumption, and higher data colli-
sions in wireless sensors. Hybrid network-based solutions
deploying the transmission tower-mounted sensors, to
collect the parameters and the cellular Global System for
Mobile Communications (GSM), to deliver the collected
data to the PCC have been proposed in the literature for
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power transmission line monitoring. Battery-limited wire-
less devices employed for data delivery in the monitoring
network are required to keep functioning uninterruptedly
for a long period, and frequent battery replacement for these
devices is not feasible. Thus, limited battery energy may
become a barrier to the design of power transmission line
monitoring networks. In this context, higher energy effi-
ciency is sought in the design of the monitoring network
for an elongated lifetime, cost-effectiveness, and global
warming concerns [3]. From the STG management view-
point, energy efficiency means monitoring the transmission
grid for long durations. Prior efforts in power transmission
line monitoring not only incur huge cost and face service
coverage issues but also do not consider the efficient utiliza-
tion of limited battery energy of the wireless nodes in their
design criteria.

Contrary to prior proposed technologies, we propose an
energy-efficient two-level power transmission line monitor-
ing system, based on cognitive radio IEEE 802.22 wireless
regional area network (WRAN). The CR IEEE 802.22 is
potentially considered a highly attractive technology to sat-
isfy the communications needs of smart transmission grids
(STGs) [4]. To the best of our knowledge, this paper is the
first CR-based work in power transmission line monitoring
aiming at improvement in energy efficiency on channel
assignment, resulting in an extended lifetime of the monitor-
ing network. Contributions of our paper can be summarized
as follows:

(i) Based on the requirements of long lifetime and less
time delay for a power transmission line monitor-
ing network, we propose a cluster-divided two-
level CR 802.22 WRAN-based power transmission
line monitoring system, in which first, the electrical
and mechanical parameters of a transmission line
in a cluster are collected and forwarded by
infrastructure-mounted local sensors to cognitive
relays attached in certain locations on power line
transmission poles (termed cognitive poles in the
rest of this paper). Collected data are then deliv-
ered by the cognitive poles to the PCC via a central
entity in each cluster, that is, a cognitive radio gate-
way (CRGW).

(ii) Considering the battery limitations of the cognitive
poles, we formulate the channel assignment prob-
lem at the CRGW as an energy efficiency maximiza-
tion problem which is a nonlinear programming
(NLP) problem. To overcome the computational
intricacies, we propose an energy-efficient channel
assignment scheme (ECAS) as a solution to this
problem. Our proposed scheme solves the problem
through the Hungarian method to find optimal
energy efficiency for a cluster thus resulting in
extended monitoring network lifetime without
compromising the throughput performance of the
network.

(iii) Numerical analysis shows that proposed ECAS
reduces the overall energy consumption in a cluster
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by assigning the appropriate channels to the cogni-
tive poles without compromising throughput perfor-
mance and is capable of elongated monitoring.

The rest of this paper is organized as follows. In Section 2,
we review prior efforts at transmission line monitoring in the
context of the SG and discuss the issues related to the earlier
work. Section 3 introduces the CR-based system model for
transmission line monitoring. Section 4 presents the problem
formulation, along with the proposed solution. Performance
evaluation is carried out in Section 5 to show the effectiveness
of our proposed scheme. Finally, we conclude this paper in
Section 6 and describe the directions of our future work.

2. Related Work

Dedicated wired broadband and power line-dependent com-
munications methods implemented for indoor environment
[5] are impractical to implement a grid-wide monitoring sys-
tem because they need huge lengths of expensive cables. If
any of the supports fail or if power lines break, the monitor-
ing data delivery is halted, and fault identification becomes
enormously problematic. Aside from the wired approaches,
putting wireless sensors in acute locations in the path of the
transmission line to monitor the fine-grained status of differ-
ent electrical and mechanical parameters has been proposed
[6, 7]. Wireless sensor nodes are considered an integral part
of the smart transmission grid (STG) due to the features like
low cost, easy installation, and rational coverage areas [8, 9].
However, the authors did not specify the underlying network
for the critical task of dispatching the huge amount of col-
lected data to the PCC, located miles from the transmission
lines. Len et al. [10] and Chen et al. [11] were the first to pro-
pose a two-level wireless sensor-based model to observe and
transmit data to the PCC in a hop-by-hop relay manner.
Transmission poles are roughly deployed in a line; thus, the
sensor network is linear in topology. Lin et al. [12] proposed
a dense set-based clustering algorithm upon hybrid media
access control by rotating the role of relaying node to create
an intracluster energy balance considering the linear topol-
ogy. Taking into consideration linear topology limitations,
with low data-carrying capacity and a short range for com-
munication, a pure wireless sensor node-based network
would fail to successfully deliver the data to the PCC. In a lin-
ear sensor network, the effective delivery ratio of data in the
nodes farther from the substation is found to be much
smaller than for nodes closer to the substation because data
from a farther node essentially travels over a longer distance,
and the collision rate is higher. In addition, the workload is
not balanced for the relaying sensors, because the sensors
near the substations must deliver more data, exhausting their
battery energy rapidly, compared to other sensors [13]. Con-
sidering the bottlenecks associated with a linear chain sensor
node-based monitoring system, Hung et al. [1] proposed a
hierarchal model considering a combination of cellular trans-
ceivers mounted on each transmission tower, along with
wireless sensors to collect and transmit the power transmis-
sion line status. Huge installation and subscription costs
involved in this work inspired the researchers to find optimal
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TaBLE 1: A comparison of the notable features of existing and proposed system models.

Communications technology Wireless sensor nodes Hybrid network CR 802.22 WRAN

Features (ZigBee, Bluetooth) (WSN + cellular) (proposed)

Network topology Linear Linear Star (clustered)

Energy efficiency considered in design be X v

Overall network energy efficiency Low (unbalance workload) Low (unbalance workload) High (balanced workload)

Network lifetime Low Low High

Data rate Low High High

Communication range Low (few hundred meters) Service coverage dependent High (33-100 km)

Spectrum type Unlicensed Licensed Unlicensed

Spectrum cost Free High Free

Uncontrolled interference v v X

Wideband spectrum X X v

Time delay High Moderate Low

Power adaptation X X v

References [3-12] [13-15] [4,17]

locations for cellular transceivers along the length of the
transmission line. Wu et al. [14] and Fateh et al. [15] pro-
posed a hierarchical model to find the optimal poles
equipped with the cellular capability to reduce the installa-
tion costs. These solutions experienced huge installation,
maintenance, and spectrum subscription costs. The avail-
ability of cellular service along the complete path of the
transmission line and service outage issues are additional
hampering factors in the deployment of the cellular-based
power transmission line monitoring. The data relay nodes
are limited battery devices. Existing proposals did not inves-
tigate how to enhance the lifetime of the battery limited
monitoring system. For elongated monitoring of the trans-
mission grid assets, the power supply to the data relay nodes
is critically important.

Huertas et al. [16] evaluated the effects of EM interfer-
ence on wireless data transmission from inside the EM fields
of transmission lines and concluded that the presence of EM
interference by high-voltage transmission lines can reduce
wireless data transmission. Therefore, powering the cognitive
poles through magnetic or capacitive induction of high-
voltage lines requires complex electronic circuitry, along with
costly insulation kits, to mitigate the effects of large electro-
magnetic interference, increasing the overall cost of grid-
wide deployment of a monitoring system [18]. Similarly, hor-
izontal axis wind turbines and solar panels are commonly not
considered suitable power supply sources for transmission
line monitoring sensor nodes, because they need to be fitted
on the transmission towers, which incurs huge installation
and maintenance costs [19]. Thus, battery limitations of
the relay nodes become a hampering factor in the design
of monitoring system for power transmission lines. Gener-
ally, high-voltage transmission lines run through less popu-
lated remote areas because most of the power-producing
plants are constructed away from cities. Because the power
transmission line monitoring is specific in nature, it is
necessary to develop a monitoring system based on the com-
munications technology which considers the prolonged life-
time and cost-effectiveness.

Contrary to the license-based communications technolo-
gies, the IEEE 802.22 standard developed for WRANs
employing TV white space (TVWS) with CR technologies
can provide effective subscription cost-free utilization of idle
frequency spectrum with a reasonably good coverage area
[20]. An 802.22 CR WRAN, which was proposed for provid-
ing broadband internet services to remote rural areas in [21],
can have numerous attractive features for SG applications. In
[22], Brew et al. proposed the network architecture and
investigated the role of CR communications in rural areas
to support distributed generation of electricity. In [23], Li
et al. proposed a CR-based power transmission line monitor-
ing model to address the issue at the very high level of
abstraction without specifying the underlying network
required for delivery of data to PCC. Majority of the existing
works, however, did not consider the battery energy con-
straint for an elongated lifetime in the context of the power
transmission line monitoring network. In this paper, we
exploit the attractive features of the CR 802.22 WRAN tech-
nology in order to propose a novel energy-efficient power
transmission line monitoring system. Table 1 illustrates the
notable features of our proposed network in comparison to
the existing models.

3. System Model

Figure 1 illustrates the proposed architecture of a two-level
smart transmission grid consisting of an overhead high-
voltage transmission line running between two substations.
Substations are linked to the PCC through optical fiber cable.
A typical distance between two substations is about 50 km.
The transmission line is supported by poles, and the distance
between two consecutive poles can be between 0.5 and 1km,
depending upon the terrain.

At level 1, infrastructure-mounted local sensors measure
different parameters, such as conductor temperature, sag-
ging, wind pressure, vibration, and current intensity, and
forward their observations to cognitive poles. At level 2, cog-
nitive poles collect data from local sensors to form packets
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FIGURE 1: Two-level smart transmission grid system model.

of fixed size and report their observations to the PCC after
getting the CAM from the CRGW. The CRGW is responsi-
ble for allocating channels to cognitive poles, and it is also
connected to the PCC through a high-speed data link. Thus,
there can be 50 to 100 poles between two substations.

We consider a clustered CRN architecture serving M cog-
nitive poles, (i=1,2, ..., M), where a central entity CRGW
acts as a cluster head and cognitive poles are the members
of the cluster. The distance of the cognitive poles from the
CRGW is the criteria for the formulation of clusters. The
primary network (PN) has N nonoverlapping orthogonal
channels. The occupancy state of each channel is modeled
as a two-state Markov chain. The channel that is idle has
the probability p,.. It is assumed that primary user (PU)
spectrum occupancy is obtained by the CRGW from a reli-
able external entity, such as a white space database [24],
and spectrum sensing is not performed. We assume that
the CRGW database is completely synchronized with the
PN and the CRGW is responsible for allocating j idle chan-
nels to M cognitive poles in a cluster, where j=1,2, ..., N.

Considering the frame architecture shown in Figure 2, in
a cluster at the beginning of each frame, the CRGW broad-
casts the idle channel information to all cognitive poles on
a common control channel. In response, each pole sends a
small packet on different idle channels to the CRGW. Each
pole also shares its residual battery energy level, E;, with a
cluster gateway on the common control channel. Exchange
of this information is completed in the control message dura-

tion, T, for each frame. We assume that control message

duration is significantly shorter, compared to other periods
of the frame. As all the information is gathered at the CRGW,
the CRGW executes an assignment policy and broadcasts the
information to all the cognitive poles. After that, a pole can be
either in transmission mode or idle mode. Figure 2 illustrates
both modes.

3.1. Mathematical Modeling for Channel Capacity. The max-
imum number of bits that cognitive pole i can send through a
channel j in a frame depends on the following three factors:
bandwidth of the channel W, SNR of the channel j for cogni-
tive pole i, and channel switching delay, Tcs. The channel
switching delay is the time that is spent in tuning the cogni-
tive pole’s radio frequency front-end from the previous chan-
nel to the newly assigned channel. It also serves as a key
factor in determining the total number of bits that a cognitive
pole can send on the assigned channel. In the literature, this
is termed channel switching latency. It is reflected as a linear
function of the total channel distance between the previous j/
and the current channels j [25-28]. Therefore, channel
switching latency denoted by T is given as follows:

=17, (j - j) | seconds, (1)

cs

where 7, is the switching unit bandwidth delay. Let C;; be

the capacity of the channel j for cognitive pole i. Using the
Shannon-Hartley equation, we calculate it as follows:
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messaging, channel switching, and data transmission when the channels are assigned by the CRGW; (b) frame structure of cognitive poles for
control messaging and idling duration when the channels are not assigned by the CRGW.

C,.=Wlog, [ 1+P™ 1 bits/second 2
5= Wlog, | 1+ N its/second, (2)

max

where |hi,j|, Ny, and PIX are the gain of the channel, the nor-
malized noise power, and the maximum transmission power,
respectively. The actual throughput of a channel is the max-
imum number of bits that can be sent by a cognitive pole on
the channel during a frame. Let M;; denote the actual
throughput of the channel j when cognitive pole i transmits

on this channel. It is calculated as follows:
M;;=C;j(T - Tg - T%) bits, (3)

where T, T, and T*/ are the frame duration, the control
message duration when the cognitive pole i is in transmission
mode, and the time consumed by a cognitive pole i in switch-
ing the channel when the assigned channel j, respectively.
Therefore, the total throughput of the cognitive pole network
can be calculated as follows:

R= D, ;M bits, (4)

where D, ; is the binary decision variable that represents the
assignment status for cognitive pole on the channel j. If the
value of D, ; =1, then the CRGW assigns a channel to cogni-
tive pole i; otherwise, the value of D; ; = 0. Hence, and there
will be no assignment of a channel to the cognitive pole.

3.2. Mathematical Modeling for Energy Consumption. Let $
denote the set of cognitive poles that have been assigned
channels by the CRGW. The frame structure in Figure 2(a)
shows that if a cognitive pole is assigned a channel (i.e., i € S)
by the CRGW, it switches its hardware to the assigned chan-
nel, taking T, units of time, and transmits till the end of the
frame. We refer to this scenario as the transmission mode

scenario. On the other hand, Figure 2(b) illustrates that if a
pole is not assigned a channel (ie., i ¢ §), it stays idle after
the control message time till the end of the frame. We refer
to this scenario as the idle mode scenario. Accordingly, we
model the energy consumption for both scenarios as follows.

3.2.1. Energy Consumption in Transmission Mode Scenario.
We calculate the energy consumption by a cognitive pole
during different stages of transmission in this subsection.
At the beginning of a frame, each cognitive pole sends its
state to the CRGW in the T',, time duration, consuming con-
trol messaging energy E.X. The energy consumed by the pole
i during a control messaging task is calculated as follows:
ETx _ PTX T

ctr max © ctr

joules. (5)

We assume that the cognitive poles use maximum trans-
mission power PI* during the control message duration.
After the control message, the poles that are assigned differ-
ent idle channels by the CRGW switch to the assigned chan-
nels by consuming channel switching energy E®. Channel
switching energy consumption by pole i when assigned chan-

nel j is calculated as follows:
ESS = PcsTi,g’ (6)

where P® is the power dissipation by a cognitive pole for
channel switching. The channel switching duration from
the previous channel j/ to the new channel j is given as
T" =1.|(j —j)|. After channel switching and control
messaging, transmission time decreases to (T — Tft’; -T)
seconds. Finally, the cognitive pole starts transmitting
the collected power line parameters on the assigned chan-
nels, consuming energy EL%.. In this paper, we have con-
sidered adaptive transmission power control in which the
transmission power during data transmission is adaptively
assigned (up to the maximum allowable transmission power



range) to the cognitive pole according to the assigned chan-
nel condition.

Transmission energy consumption is proportional to
the transmission duration and the assigned transmission
power P™. The transmission duration 77/ of the cognitive
pole i on the channel j is calculated as follows:

M,
7/ = —. seconds. (7)

i,j

Accordingly, the energy consumption during data trans-

mission Eg:ta can be calculated as follows:
Tx _ pT ij .
Ed:ta - meax}hi,j|TTx Joules. (8)

The power consumed by the electronic circuitry of a cog-
nitive pole during transmission mode is termed as circuit
power P¢. It is a constant value and is not dependent on the
rate of transmission. The amount of consumed energy due
to these circuit power is given as follows:

E¢= PCTiT’J;( joules. 9)

Eventually, the total energy consumption ElTJr for a cogni-

tive pole in the transmission mode scenario can be calculated
by adding (5), (6), (8), and (9) as follows:

Bl = (P™T) + (PT) + (Pl | o)
+ (PCT"T’Q joules.

3.2.2. Energy Consumption in the Idle Mode Scenario. Cog-
nitive pole i, when not assigned a channel by the CRGW
in a frame, goes into the idle state after the control mes-
sage time. Energy consumption for a pole in idle mode
is the sum of the energy consumed in control messaging
and the energy consumed while idling. The idling duration
is Tige = T — T'4%. Therefore, the energy consumption by a
cognitive pole when not assigned a channel by the CRGW
is calculated as follows:

Eide = (P;’;XTic‘ge) + (PidleTidle) joules. (11)
Consequently, the total energy consumption in a cluster
for one frame is calculated as follows:

N
E= ) DEj Dy+ ) E%. (12)

Vi,ieS j=1 Vi,i¢gS

In (12), the first term represents energy consumption by
the cognitive poles in transmission after they are assigned
channels by the CRGW, whereas the second term depicts
the poles that are not in transmission.

4. Problem Formulation and Solution

Energy efficiency can be defined as the throughput achieved
per unit of energy consumed in a given time period, T.
From the prescribed definition, bits per joule [29] is the
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metric for determining energy efficiency for the transmis-
sion line monitoring network. Dividing (4) by (12), we
compute the energy efliciency of a cognitive pole network
cluster as follows:

n= gbits/joule. (13)

Subsequently, we formulate the energy efficiency maxi-
mization problem as follows:

Optimization problem : max 7,

: (14)
N
st.ZDi,]<1, ie{l,2,...,M}, (15)
j=1
M
YDj<1, je{1,2,..,N}, (16)
i=1
D, €{0,1}, (17)

—
where d =[D, ;i€ {l,...,M},j€{l,...,N}] is the assign-
ment vector for elements D, ;. Equation (15) confirms that

each cognitive pole is assigned with a maximum of one chan-
nel only because each cognitive pole is assumed to have a sin-
gle antenna. Restriction (16) ensures that only one cognitive
pole is transmitting on a channel at a given time; thus, in a
cluster, simultaneous transmission on a channel is prohib-
ited. Constraint (17) indicates that D;; is a binary variable.
Our problem contains a nonlinear objective function and is
complex in its solution.

For instance, if a cluster has N=15 idle channels and
M =20 cognitive poles to transmit the data in a frame, the
search space, considering all the possible assignments, is
composed of Z]-Iio (NVNN = )H(M(M - j)!)  elements.
At the beginning of each frame, the CRGW solves the prob-
lem by employing the assignment scheme and broadcasts the
assignment decision to all the cognitive poles. Afterward, the
cognitive poles start transmission of the collected data via the
assigned channels. Since the CRGW needs to make the deci-
sion at the beginning of each frame, the assignment scheme
should be simple in its solution and efficient in its energy
consumption. For a small number of cognitive poles and
available idle channels, the optimal solution can be found
by an exhaustive search; but for a generic scenario, where
cognitive poles and available idle channels are larger in num-
ber, an implementable solution is sought.

We can model the channel assignment problem using
weighted bipartite graphs by placing the cognitive poles in
one group of vertices, G, and the idle channels in another
group of vertices, G,, such that G; N G, = ¢ (i.e., no element
of a group lies in the other group) and 77, ; (i.e., the energy effi-
ciency attained when CRGW assigns a channel j to pole i) is
the weight of the corresponding edge. Accordingly, energy
efficiency maximization corresponds to maximum weight
matching. The maximum weight-matching problem can be
solved using the Hungarian algorithm. Therefore, with the
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F1GURE 3: Flowchart of the energy-efficient channel assignment scheme (ECAS).

aim of energy efliciency maximization, we propose an
energy-efficient channel assignment scheme (ECAS) based
on the Hungarian algorithm to solve this problem.

The assignment procedure proposed in the ECAS is
shown in Figure 3. The Hungarian method tries to minimize
the objective function or the assignment cost, but our objec-
tive is to find the assignment that yields the maximum energy
efficiency. For this purpose, we first alter the energy efficiency
matrix to fit the setting by subtracting each element of the
original efficiency matrix from the maximum valued ele-
ment. Next, we apply the Hungarian algorithm to the altered
efficiency matrix to retrieve the channel assignment indices
for energy efficiency maximization purposes.

Stages involved in the ECAS are explained in Figure 3.
Finally, we calculate the total energy efliciency value from
the original matrix by adding the obtained assignment indi-
ces for each frame. The Hungarian method is a combinatorial
optimization algorithm that solves the assignment problem
in polynomial time. The time complexity of the Hungarian
method is O(|N|*) [30], where N is the number of available
idle channels.

5. Performance Evaluation

We used the energy consumption, the number of available
average reports, and the energy efficiency ratio as basic



performance metrics. We presented the performance of a
maximum rate heuristic assignment scheme (MRHAS) as a
yardstick to compare the performance of our proposed
scheme (ECAS). The MRHAS is a well-known allocation
scheme, which greedily allocates the idle channel to the cog-
nitive pole in the cluster, which attains the maximum
throughput on that idle channel. The compared scheme has
polynomial time complexity, that is, linear in M and N. We
also compared the results from our scheme with a random
scheme (RNDM), in which idle channels are randomly
assigned to the cognitive poles. For simplification of the anal-
ysis, we considered the contiguous spectrum scenario with
channels of equal bandwidth for the transmission line mon-
itoring operation. The following results were collected from
15 independent runs of the assignment for 500 consecutive
frames. We set each pole to send data of 200 bits per frame
when allocated a channel by the CRGW. The SNR of the
channel is assumed to follow an exponential process with a
mean of 3.5dB. The relationship between the power values
is such that PY < P < PIX The power consumption profile
of a WLAN interface [31] is used in our simulation to deter-
mine the power consumption components. Transmission
power consumption during the data transmission period is
dependent upon the channel gain and has a maximum value
PIx after a channel is assigned to a cognitive pole by the
CRGW. First, we assumed that poles in a cluster are fixed
to M =20, and we studied the result of increasing the value
of N. Next, we fixed the channels, N =20, and investigated
the effect of increasing the poles M. Table 2 summarizes the
symbols and parameters.

5.1. Performance Evaluation for Energy Consumption.
Figure 4 illustrates the effect of increasing the number of
channels on the energy consumption of assignment schemes
for a fixed number of poles, that is, M = 20. As it can be seen
from Figure 4 that ECAS has the lowest energy consumption,
whereas the reference schemes (MRHAS and RNDM) have
higher energy consumption. When increasing the channels
(N), the energy consumption increases for a while, because
more cognitive poles get the chance to transmit the observed
data to the PCC. After a point (e.g., N =20 for ECAS), the
energy consumption of the proposed scheme decreases and
converges with the increasing N. Since there exists a large
enough quantity of idle channel resources, the proposed
scheme searches for more suitable channels, leading it to con-
sume less energy. Additionally, since more channels are
available, more cognitive poles can transmit collected data.
Conversely, the energy consumption in the MRHAS and
the RNDM scheme is not reduced significantly because they
do not primarily aim to reduce energy consumption. The
MRHAS scheme greedily assigns the channel which has
higher energy efficiency to the subject cognitive pole without
considering the overall energy efficiency for the whole clus-
ter. Similarly, the RNDM scheme randomly chooses the
channels for assignment to the subject cognitive pole con-
suming more energy and the energy consumption curve is
nearly linear.

Figure 5 depicts the energy consumption performance of
all the schemes from the effect of increasing the number of
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TaBLE 2: Symbols and the simulation parameters.

Symbol Description Value
Binary decision variable indicating

D,;j the assignment; D,v,j =1 if a channel {0,1}
is assigned; else zero

T Frame duration 100 m/sec

th); Control message duratlor.l in the 50 usec
transmission scenario

Ticﬂe Control message dur'atlon in the 50 usec

idle scenario

w Channel bandwidth 6 MHz

P;’;x Maximum transmission power 1980 mW

pe Channel switching power 1000 mW

P¢ Circuity power 210 mW

P! Idling power 990 mW

N Number of channels [5:50]

M Number of frequencies [5:50]

Energy consumption (joules)

5 10 15 20 25 30 35 40 45 50
Number of channels

-©- ECAS
& MRHAS
~&~ RNDM

FIGURE 4: Energy consumption from increasing the number of
channels.

poles to N =20 in a cluster. This scenario is identical to
the previous one, in that an increase in the number of
cognitive poles, M, results in an increase in energy
consumption until some point (e.g., N =20). It is evident
from Figure 5 that the ECAS scheme has the lowest energy
consumption. The proposed scheme, ECAS, searches for
the best assignment of all the cognitive poles consuming
less energy overall. However, the MRHAS always attempts
to allocate the best channel to the subject cognitive pole
only, without considering energy efficacy in the cluster. On
the other hand, RNDM scheme chooses the cognitive poles
randomly for the channel assignment without taking the
energy efliciency into account.
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Energy consumption (joules)

5 10 15 20 25 30 35 40 45 50
Number of poles

-5~ ECAS
~&- MRHAS
—%— RNDM

FIGURE 5: Energy consumption from increasing the number of
poles.

5.2. Performance Evaluation for Average Number of
Reporting. Dietrich and Dressler [32] defined the lifetime of
a cluster-based sensor network as the total number of avail-
able average reports in an assignment before the battery
energy of the first cognitive pole is depleted. To demonstrate
the effectiveness of the proposed scheme, we assumed that all
the cognitive poles in a cluster have a battery with a capacity
of 15mAh only. We set the battery threshold level to 5mAh
and ran scheduling for 10,000 consecutive frames. We have
considered a small battery capacity for a reduction in simula-
tion time; however, this has no effect on the performance of
our results.

Figure 6 illustrates the effectiveness of the proposed
scheme in total the number of available average reports
when increasing channels with a fixed number of poles. It
can be seen from Figure 6 that the proposed scheme,
ECAS, has a huge number of available average reports
before the first cognitive pole reaches the battery energy
threshold level. An increase in the number of channels
results in an increased number of available average reports
till a certain point (e.g., M = 20), and after that, the number
of available average reports does not change significantly
due to the reason that a fixed number of poles are partici-
pating in the transmission On the other hand, the total
number of available average reports in the MRHAS
decreases as the number of channels increases for a fixed
number of poles (e.g., M =20) because this scheme lacks
an energy efficiency perspective. Due to pure opportunistic
channel assignment in MRHAS, some of the poles in the
cluster may transmit on the assigned channel by consum-
ing higher energy and deplete with energy more rapidly.
Hence, this scheme consumes more energy in assignments,
resulting in rapid battery energy depletion. Figure 7 depicts
a scenario similar to the number of available average
reports from increasing the number of poles with fixed
channels (e.g., N =20).

11,000
10,000
9000
8000
7000
6000
5000

4000

Average available number of reportings

3000 [ e

2000 e
5 10 15 20 25 30 35 40 45 50
Number of channels
-©- ECAS
-~ MRHAS
~#%— RNDM

F1GURk 6: The number of available average reports with increasing
number of channels.
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w
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o 7000
[
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5
& 5000
g
S 4000
o0
&
Z 3000
2000 1 1 1 1 1 1 1 1
5 10 15 20 25 30 35 40 45 50
Number of poles
-©- ECAS
-4~ MRHAS
—%— RNDM

FIGURE 7: The number of available average reports from increasing
the number of poles.

5.3. Performance Evaluation for the Energy Efficiency Saving
Ratio. Next, we present the performance improvement in
the average efficiency savings ratio (AESR) achieved in our
proposed scheme over the reference schemes. We considered
the pure opportunistic scheme (MRHAS) as a yardstick to
calculate the energy efficiency saving ratio. The AESR is the
ratio of energy consumption of the proposed scheme to the
MRHAS scheme. For more clarity, we considered the ratio
of the RNDM scheme to MRHAS scheme for better clarity.
The AESR is calculated as follows:

AESR = _TEcas (18)
"IMRHAS
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Concerning AESR in Figure 8, when increasing the num-
ber of poles with fixed channels (e.g., N =20), the ECAS
always has better performance than the MRHAS and the
RNDM schemes, and it achieves a significant enhancement
in energy efficiency for a typical operation point, N > 20,
corresponding to the collected data. It is apparent that the
proposed scheme can transmit more collected data with less
consumption of energy. On the other hand, the MRHAS
and the RNDM schemes have low performance on the energy
consumption. Similarly, Figure 9 depicts the average energy
efficiency improvement ratio from increasing number of
channels with a fixed number of poles (e.g., M = 20).

5.4. Time Delay Analysis. At the beginning of each frame,
exchange of control information takes place between the cog-
nitive poles and CRGW. The CRGW determines the trans-
mission scheme and broadcasts it in the cluster. All these
transactions are completed in control message duration
which is assumed to be significantly shorter than other
periods of the frame. Cognitive poles switch to the assigned
channel for packet transmission.

In the proposed system model, the transmitted data
packet by the cognitive pole reaches at the PCC in two stages.
At the beginning of the first stage, the cognitive poles in a
cluster will send the packet to the CRGW after getting chan-
nel allocation map from the CRGW in control messaging
duration, which has been assumed very small. In the second
stage, the CRGW will forward the data to PCC. In the follow-
ing, we analyze the time delay for each stage. In the first stage,
the poles in a cluster send the data packet on the assigned
channel to the CRGW (cluster head). The time delay in
reporting a packet by a cognitive pole to the CRGW is given
as “packet size/data rate.” The minimum data rate of the CR
802.22 WRAN system at upstream is 384 kbps [33, 34], and
the time delay can be calculated as 0.083 seconds when the
packet size is 4 kBytes. This is the time taken by one cognitive
pole to transmit data to the CRGW. In the case that there are
10 cognitive poles in a cluster, the time taken by all the cog-
nitive poles in a cluster to send data to the CRGW is
0.083 x 10 =0.836 seconds. In the second stage, the CRGW
forwards the data to the PCC. As shown in Figure 1, the
CRGW is connected with the PCC on a high-speed data con-
nection or virtual private network (VPN). Therefore, the
time delay on this stage is very small and further can be
neglected. The time delay of the proposed scheme is domi-
nantly determined by the first stage. Table 3 shows time delay
comparison between the linear network model and the pro-
posed 802.22 CR WRAN-based system model.

It is obvious from the table that the time delay in the pro-
posed scheme for reporting a message by the cognitive poles
to the CRGW is significantly shorter than that of the conven-
tional scheme [1].

6. Conclusions

In this work, we presented an 802.22 CR WRAN-based smart
grid system for monitoring the power transmission line sta-
tus that runs through terrain with hard-hitting natural and
artificial threats. Efficient utilization of limited battery energy
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increasing the number of poles.
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FIGURE 9: Energy efficiency performance improvement from
increasing the number of channels.

TaBLE 3: Time delay comparison between the linear and proposed
802.22 CR WRAN-based system model.

SCADA cycle time  Linear network model Proposed 802.22
[20] Time delay [1] model
Y Time delay

162.25 seconds=~3

. 0.83 seconds
minutes

4-8 seconds

of cognitive poles aiming the long lifetime of power line
monitoring network is the design principle of this work.
Considering the delicacy of battery energy, we formulated
an energy-efficient channel assignment scheme (ECAS)
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based on the Hungarian algorithm running in polynomial
time. We evaluated the performance of the ECAS and com-
pared it with the maximization rate heuristic assignment
scheme (MRHAS) and with a random resource assignment
scheme (RNDM), as well. The proposed scheme results in
high energy efficiency performance, compared to the refer-
ence schemes. Besides, throughput performance of our
proposed scheme does not deteriorate under real-world
operational circumstances (e.g., availability of an adequate
number of idle channels). In addition, the time delay is also
short as compared to a conventional scheme. Therefore, the
ECAS with the objective of less energy consumption may
be considered in battery-limited cognitive poles for power
transmission line monitoring in the context of smart grids.
For an excessive number of idle channels, all cognitive poles
get the opportunity to transmit data; however, a few cognitive
poles may not transmit data in a frame for a scenario where
the number of available idle channels is less than the number
of cognitive poles. In view of this, we plan to work on fairness
in our scheme for impartial resource scheduling. Further, it
will be very interesting for the future work to investigate
the effects of electromagnetic field surroundings and inte-
grate spectrum-sensing capability for an autonomous CR-
based power transmission line monitoring network.
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