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Wireless sensor network is vulnerable to malicious attacks because of the broadcast nature of wireless signal. In order to overcome
the shortcomings of existing methods, this paper presents an intrusion tolerance method against malicious nodes. Different from
the traditional intrusion tolerance methods based on encryption, authentication, and multirouting, the proposed method uses
active protection to achieve intrusion tolerance. Small power consumption of many normal nodes is exchanged for large power
consumption of relatively small number of malicious nodes to decrease the lifetime of malicious nodes. Theoretical analysis and
test results show that the proposed methods not only prolong the lifetime of the sensor network but also achieve the effective
protection against malicious nodes. The active protection method provides new ideas for the security in WSN.

1. Introduction

Wireless sensor network (WSN) is currently being consid-
ered for many applications, including industrial application,
security surveillance, medical equipment, environment, and
weather monitoring. It is rapidly growing due to its impor-
tance and relevance to both research community and com-
mercial applications. Small, low-cost, low-power, and multi-
functional sensor nodes become possible due to technology
development [1].WSN is composed of communication nodes
with sensing, computation, and wireless communication
capabilities. These nodes are typically resource-constrained
with limited energy and hardware [2]. All the nodes are
working together to collect different types of data and
communicate with each other. WSN has been increasingly
deployed for applications in harsh and inaccessible places, so
each individual sensor node can be easily captured, destroyed,
and compromised bymalicious attacks due to lack of security.

Various WSN intrusion issues have recently brought sig-
nificant economic losses which exacerbated people’s concerns
on its security. Therefore, intrusion tolerance started to be
widely studied in recent years. As an active security mech-
anism, intrusion tolerance technology can extend a network’s
lifetime. Intrusion tolerance system (ITS) [3] is the third-
generation network security technology, which is different

to the first and second generation. The first generation of
network security technology takes defense as themainmeans
while the second generation has the main means to detect
intrusions. The technology of network intrusion tolerant
accepts the presence of weak points and assumes that these
vulnerabilities can be exploited by intruders. It does not
concern how to defend or detect intrusions but considers
how to shield or contain intrusions effectively and continues
to ensure the system with data confidentiality, integrity, and
external services availability.The above functions of ITS were
originally proposed for the Internet [4] which makes existing
security mechanisms of ITS not suitable for the WSN. It is
imperative to design intrusion tolerance into WSN so that
the overall sensor network functionalities can be sustained
without interruption by malicious attacks.

In this paper, an intrusion tolerance method based on
the energy attack (ITMEA) is proposed to defend malicious
attacks. ITMEA is mainly designed to realize intrusion
tolerance rather than intrusion detection though it can be
integrated with intrusion detection method. There are three
notable features of ITMEA that make it a new and efficient
solution for WSN, as listed in the following.

(1) Normal nodes use energy attacks during their sleep
period to deal with the malicious nodes to decrease
their lifetime.
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(2) ITMEA is implemented whether the malicious nodes
exist or not.

(3) ITMEA shows different performance to different
attacks.

The remainder of this paper is organized as follows. In
Section 2, state-of-the-art intrusion tolerance techniques for
WSN are discussed. Section 3 proposes ITMEA method and
theoretical analysis. Simulation results and test analysis are
presented in Section 4. Finally, the conclusion is addressed in
Section 5.

2. Intrusion Tolerance Techniques in WSN

Intrusion tolerance is the capability to keep systems working
correctly during occurrence of malicious attacks. Due to
the unique features of WSN, combinations of threats, which
are not normally faced by traditional wired and wireless
networks, have to be considered.These threats are vulnerable
to a variety of security attacks. A great deal of work has
been done to address the sensor network security problems
recently which make WSN be able to tolerate intrusions.

The security protocol is the first kind of intrusion tol-
erance techniques to provide confidentiality, freshness, and
authentication. Perrig et al. [5] proposed Security Protocols
for Sensor Networks (SPINS), which is a suite of security
protocols optimized forWSN. SPINS has two secure building
blocks: Secure Network Encryption Protocol (SNEP) and
the “micro” version of Timed Efficient Stream Loss-Tolerant
Authentication (𝜇TESLA). SNEP includes data confidential-
ity, two-party data authentication, and evidence of data fresh-
ness. 𝜇TESLA provides authenticated broadcast for severely
resource-constrained environments. Zhu et al. [6] proposed
Localized Encryption and Authentication Protocol (LEAP),
which is a key management protocol for sensor networks.
LEAP supports establishment of four types of keys for each
sensor node and also includes an efficient protocol for
internode traffic authentication based on the use of one-way
key chains. Park and Shin [7] presented Lightweight Security
Protocol (LiSP) to offer efficient key broadcast, authentication
for each key-disclosure, the ability to detect/recover lost keys,
seamless key refreshment, and robustness to internode clock
skews. TinySec [8] is the first fully implemented link layer
encryption mechanism for WSN and addresses the extreme
resource constraints of sensor nodes with careful design.
It has been incorporated into the official TinyOS release.
MiniSec [9] and TinyECC [10] are also designed to run under
TinyOS to implement secure communication. ContikiSec [11]
and FlexiSec [12] focus on secure network protocol of WSN.
ContikiSec, which is designed for the Contiki Operating
System, has a configurable solution with confidentiality,
authentication, and integrity. FlexiSec provides a configurable
link layer security architecture wherein an application can
be compiled flexibly, with respect to its actual security
demands. A link layer security protocol called WSNSec [13]
combines the advantageous aspects of the Scalable Encryp-
tion Algorithm (SEA) with the Counter Mode (CTR) and
Cipher Block Chaining-Message AuthenticationCode (CBC-
MAC) approaches to provide data confidentiality, message

authentication, and integrity functions. In the secure network
protocol of MoteSec-Aware [14], a Virtual Counter Manager
(VCM)with a synchronized incremental counter is presented
to detect the replay and jamming attacks based on the
symmetric key cryptography using Advanced Encryption
Standard (AES) in Offset Codebook (OCB) mode.

Redundancy management is the second kind of intru-
sion tolerance techniques. Deng et al. [15, 16] introduced
redundant multipath routing to improve intrusion toler-
ance by bypassing malicious nodes. The main idea of their
approaches is to use multipath and/or multiple base stations
combined with cryptography mechanisms to improve the
intrusion-tolerant capability of WSN. Al-Hamadi and Chen
[17] propose redundancy management of Heterogeneous
Wireless Sensor Networks (HWSNs), utilizing multipath
routing to answer user queries in the presence of unreliable
and malicious nodes. Hemalatha and Venkatesh [18] analyze
redundancy management for multipath routing to find a
reliable path and detect unreliable nodes by discarding the
path. The redundant node scheme of Wei and Kim [19] can
prolong the lifetime of network and isolate malicious traffic
introduced through compromised nodes or illegal intrusions.

Trust model is the third kind of intrusion tolerance
techniques. The reputation-based framework for sensor net-
work (RFSN) [20] is the first trust model designed and
developed for sensor networks. It makes use of watchdog
mechanism to build reputation and trust rating of node.
Extended watchdog [21] mechanism is used to monitor all its
neighbors’ behavior based on direct observations of informa-
tion collected fromMAC layer. The Retrust [22] is an attack-
resistant and lightweight trust management scheme to detect
faulty or malicious behaviors with a two-tier architecture
and improve the security requirements of medical sensor
network. A lightweight and dependable trust system (LDTS)
[23] for clustered WSNs uses direct trust and feedback trust
to improve decision making and collaborative processing by
detecting malicious behaviors. The Sensor Trust [24] is a
resilient model for improving data integrity. It evaluates the
trust worthiness of node in hierarchical WSN using past
history and recent risk to accurately identify the current
trust level. A highly scalable cluster-based hierarchical trust
management protocol [25] is proposed to derive multidi-
mensional trust attributes from communication and social
networks to evaluate the overall trust of a sensor node.

3. ITMEA

A WSN is an energy-constrained system which minimizes
power consumption in order to extend the lifetime of WSN.
Some malicious attacks target the power supply of a sensor
node. One of such threats is called denial-of-sleep attack,
a specific type of denial-of-service (DoS) attack [26] which
tries to exhaust the node’s battery power supply. The impacts
of DoS attacks can significantly reduce the network lifetime
from months or years to days. The attacker however has
similar constraints as those of victims.

The malicious nodes in a number of wireless sensor
network models are assumed to have unlimited energy and
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Table 1: Wireless sensor chip current consumption.

CC2430 CC2530
Power down mode 0.5 𝜇A 1 𝜇A

MCU active mode 5.1mA with
16MHz OSC

3.4mA with
16MHz OSC

RX mode 26.7mA 24.3mA

TX mode 26.9mA
(0 dBm output power)

33.5mA
(4.5 dBm output power)

resources which are not applicable for practical applica-
tions. Nowadays, large numbers of sensor nodes are densely
deployed over a wide region for monitoring complicated
environment. In some regions, replacement or recharging of
the node is impossible. For malicious nodes, to analyze the
situation in which the nodes’ energy can be exhausted ismore
meaningful than that without energy constraints.

There are two widely used wireless sensor node chips,
CC2430 and CC2530. Each chip has its own platform con-
figured to run for more than one year by using a pair of AA
batteries and wakeup/sleep protocol. The chips are working
in four different modes: (1) power down mode with external
interrupt or timer active; (2)MCU active mode with normal
functions on; (3) MCU active and RX mode with RX on;
(4) MCU active and TX mode with TX on. Table 1 shows
the typical current consumption under different modes and
Table 2 shows the working days of chips with four modes by
two standard 3,000 mAh AA batteries.

Table 1 illustrates the importance ofmaking a node asleep.
It is because that, in the TX and RX mode, the power
consumption can be up to five orders of magnitude greater
than the power down mode. It is necessary to put the chip
into power down mode to save the battery power when
it is not sending or receiving data. As shown in Table 2,
the disparity of the working days between radio on mode
(TX and RX mode) and power down mode is significant.
Therefore, increasing or decreasing the time of the radio
on/power down mode can have dramatic impact on the
network lifetime.

As it is mentioned above, the malicious nodes are power
constrained inmost situations.The lifetime can beminimized
if the malicious nodes are always in the radio on mode. In
some intrusion detection systems (IDS), malicious attacks
can be detected and the attacking nodes will be located and
destroyed. However, in regard to the huge number of sensor
nodes and their hard working environment, the approach to
destroy nodes is not feasible and worthy. Even though the
malicious nodes are detected and located, the network has
to execute mechanisms to defend attacks as long as the mali-
cious nodes are in their lifetime, whichwill consume power of
normal nodes.Therefore, themost efficientmethod to extend
the network’s lifetime is to make the malicious nodes exhaust
their limited power as soon as possible instead of finding
and destroying them. Different from the traditional intrusion
tolerant method based on encryption, authentication, and
multirouting, ITMEA is proposed to make the normal nodes
attack the malicious nodes actively to exhaust their power.
The comparison between traditional and proposed methods

Table 2: Working days of the wireless sensor chip.

CC2430 CC2530
Power down mode 250000 125000
MCU active mode 24.5 36.7
RX mode 4.7 5.1
TX mode 4.6 3.7

is carried out in Section 5 to prove the efficiency of our
method.

3.1. Network Framework and Fault Model. TheWSN consid-
ered in this paper consists of two kinds of static nodes: sensor
node and sink node. The structure of WSN is not limited,
for example, cluster-based and tree-based. It is assumed that
the sink node which is provided with high computational
capabilities, large storage, and unlimited energy cannot be
compromised by malicious nodes and the sensor nodes have
the same resources (energy, computation, and communica-
tion capabilities).

The assumptions of the capabilities of an adversary are
listed as follows.

(1) An adversary can capture sensor nodes and is capable
of compromising a sensor node to obtain all of
its information. In addition, a sensor node can be
reprogrammed to convert it into a malicious node to
implement network-layer attacks.

(2) An adversary can receive any data from any sensor
node or sink node within its receiving range and
physically move from place to place.

(3) Malicious nodes can be heterogeneous with powerful
computation and storage capabilities but are power-
constrained as sensor node.

3.2. Characteristic of Different Network-Layer Attacks. Before
discussion about the details of ITMEA, the characteristic
of different network-layer attacks is analyzed to explain
the feasibility of the method. In this paper, five types of
malicious attacks are studied: (1) selective forwarding attack,
(2)wormhole attack, (3) Sybil attack, (4) sinkhole attack, and
(5) hello flood attack.

Selective forwarding attack is an ordinary attack. If a
malicious node in the data forwarding path initiates a selec-
tive forwarding attack, malicious node refuses to forward
sensitive messages or simply drops the messages ensuring
that they are not propagated any further, resulting in the
fact that the base station cannot receive integrated messages.
When the adversary is in the forwarding path, the selective
forwarding attack can be the most effective and hard to
detect. When a malicious node hears a message𝑀, its power
consumption 𝐸

𝑐1
can be expressed as

𝐸
𝑐1
=
𝑝 (𝐼TX + 𝐼MCU) 𝐿𝑀

V
+
(𝐼RX + 𝐼MCU) 𝐿𝑀

V
, (1)

where V is the bit rate of the node, 𝐿
𝑀

is the length of 𝑀
in bits, 𝐼MCU is the MCU current consumption with normal
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CPU activity, 𝐼TX is current consumption of radio in TX
mode, and 𝐼RX is current consumption of radio in RX mode.
𝐸
𝑐1

is a statistical value as 𝑝 is the probability whether the
malicious node forwards the message or not. Actually, 𝐸

𝑐1

indicates the least power consumption of hearing a message
because the node always needs to spendmore time than𝐿

𝑀
/V

to receive the entire message𝑀.
In a wormhole attack, one malicious node receives a

packet at one location in the network. Then, it tunnels the
packet to another malicious node at another location and
replays it. Wormhole tunnels can be occurring by means of
a wired link, a high quality wireless out-of-band link, or a
logical link via packet encapsulation.When a malicious node
hears a message𝑀, it has to retransmit the message and its
power consumption 𝐸

𝑐2
can be expressed as

𝐸
𝑐2
=
(𝐼TX + 𝐼MCU) 𝐿𝑀

V
+
(𝐼RX + 𝐼MCU) 𝐿𝑀

V
. (2)

In a Sybil attack, malicious node has multiple identities.
The malicious node can fabricate a new identity or steal an
identity from a legitimate node.Therefore themalicious node
can act as different nodes with different identities. When a
malicious node hears a message𝑀, it will repeat the message
with different identities and its power consumption 𝐸

𝑐3
can

be expressed as

𝐸
𝑐3
= 𝑛 [
(𝐼TX + 𝐼MCU) 𝐿𝑀

V
+
(𝐼RX + 𝐼MCU) 𝐿𝑀

V
] , (𝑛 ≥ 2) .

(3)

It is well-known that the many-to-one communication is
highly vulnerable to the sinkhole attack. In a sinkhole attack,
malicious node typically works by attracting surrounding
nodes with unfaithful routing information and tricks other
nodes into forwarding messages to them. A sinkhole attack
prevents the sink node from obtaining data and threats
higher-layer applications. When a sinkhole is established, the
malicious node can then implement the selective forwarding
attack and wormhole attack. The power consumption 𝐸

𝑐4
of

the sinkhole attack on hearing a message is between 𝐸
𝑐1
and

𝐸
𝑐2
and 𝐸

𝑐1
can be taken as its expression.

In a hello flood attack, malicious node broadcasts large
quantities of useless data packets to neighbor nodes in its
communication range. It can simply rebroadcast overhead
packets to be received by other nodes in the network. This
attack can flood hello request to any legitimate node and
break the security of WSN. When a malicious node hears
a message 𝑀, it will repeat the message to all the nodes in
the network where the node number is 𝑁 and its power
consumption 𝐸

𝑐5
can be expressed as

𝐸
𝑐5
= 𝑁[
(𝐼TX + 𝐼MCU) 𝐿𝑀

V
+
(𝐼RX + 𝐼MCU) 𝐿𝑀

V
] . (4)

3.3. The Details of ITMEA

3.3.1. The Time Frame of a Normal Node. ITMEA divides
a time frame into normal working and intrusion tolerance

Data transfer Intrusion toleranceSynchronization 
Normal working

T2T1

T

Figure 1: Time frame architecture 1.

Data transfer
Intrusion tolerance/sleep

Normal working
Synchronization 

Intrusion detection

T2T1

T

Figure 2: Time frame architecture 2.

periods and the normal working period is further divided
into a synchronization period and a data transfer period
which is shown in Figure 1. The time of normal working
and intrusion tolerance period is 𝑇

1
and 𝑇

2
, respectively.

The synchronization period represented by 𝑇
𝑠
allows nodes

to periodically announce their sleep schedules to correct
network time drift and synchronize with the other nodes in
the network. The synchronization protocol of SMAC [27] is
embedded in the proposed method. The data transfer period
represented by𝑇

𝑑
maintains the normal working functions of

WSN and the intrusion tolerance period makes the normal
nodes attack the malicious nodes actively.

Tomake the proposedmethodmore effective, the normal
working period implements the intrusion detection at the
same time and the intrusion tolerance period can be changed
with the sleep period,which is shown in Figure 2. In the initial
state of the network, 𝑇

2
is the sleep period. When a normal

node detects the presence of a malicious node, it will notify
the sink node or the cluster head node to make all normal
nodes change sleep period to intrusion tolerance period. As
long as the malicious nodes exhaust their power, the normal
nodes will be restored to its original time frame.

3.3.2. The Procedure of ITMEA. The detailed description of
the process of ITMEA is as follows and the flow diagram of
the process of ITMEA is shown in Figure 3.

Step 1. After the network initialization, the sink node sends
intrusion tolerance command to the entire network. When
the sensor node receives this command, it changes the
original time frame architecture to time frame architecture
1 in Figure 1.

Step 2. When the normal working period ends, the sensor
node 𝑖 enters the intrusion tolerance period. The node 𝑖 sets
two timers 𝑇

𝑖1
and 𝑇

𝑖2
as well as the random waking times

𝑊
𝑖
which are determined by the number of malicious nodes

in the network. When the number of the malicious nodes is
uncertain, an initial value will be set. For example, 𝑊

𝑖
= 3.

𝑇
𝑖1
represents the total time of intrusion tolerance period and
𝑇
𝑖2
represents the sleeping time before the next wakeup of the

node, satisfying 𝑇
𝑖1
> 𝑊
𝑖
⋅ 𝑇
𝑖2
.



International Journal of Distributed Sensor Networks 5

The sink node sends the intrusion tolerance command and the
sensor node changes to time frame architecture 1

enter the intrusion tolerance period

working period

No

Each node sets the timers Ti1, Ti2 and random wakeup times Wi to

Each node enters the sleep mode according to Ti1 and when the time
reaches Ti2, nodes wake up to send random packets to the network

Each node enters the sleep mode according to Ti1

When the sleeping time reaches Ti1, the node reenters the normal

Wi = Wi − 1, reset Ti1 and
Ti2,Wi = 0?

Ye
s

Figure 3: The flow diagram of ITMEA.

Step 3. At the beginning of intrusion tolerance period, the
sensor node 𝑖 shuts off the radio and MCU circuits to go into
the power down mode and enters the sleep mode according
to the 𝑇

𝑖1
. When the sleeping time reaches 𝑇

𝑖2
, the node 𝑖

wakes up and turns on the TX and MCU circuits to transmit
a random data packet 𝐷 to the network. After transmitting
the packet 𝐷,𝑊

𝑖
= 𝑊
𝑖
− 1 and 𝑇

𝑖1
= 𝑇
𝑖1
− 𝑇
𝑖2
will be set. The

node recalculates𝑇
𝑖2
which still satisfies𝑇

𝑖1
> 𝑊
𝑖
⋅𝑇
𝑖2
, and𝑇

𝑖1

and 𝑇
𝑖2
are set according to their new values.

Step 4. Step 3 is repeated until𝑊
𝑖
= 0. Then the node 𝑖 shuts

off the radio and MCU circuits and enters the sleep mode
according to 𝑇

𝑖1
.

Step 5. When the sleeping time reaches𝑇
𝑖1
, the node reenters

the normal working period.

3.3.3. The Usage of Intrusion Detection. The ITMEA method
depicted in Figure 3 does not contain intrusion detection
mechanism and the values of 𝑇

𝑖1
, 𝑇
𝑖2
, and 𝑊

𝑖
are set by the

command from sink node. If there is no malicious node
in the network, the transmission of random packets will
waste the power of normal nodes. Therefore, the intrusion
detection is applied in ITMEA, shorted as ITMEA ID. The
time frame architecture of ITMEA ID has already been
shown in Figure 2 and its process is slightly different from
that of ITMEA.The ITMEA ID adds some new mechanisms
to the process as follows.

(1) If there is no malicious node detected, the normal
nodes enter the sleep period instead of the intrusion
tolerance period.

(2) The normal nodes detect the presence of malicious
nodes and notify the sink node of the detected nodes.
The sink node changes and sets the parameter values

0 10 20 30 40 50 60 70 80 90 100
0

0.5

1

1.5

2

2.5

3

3.5

Time (s)

N
or

m
al

iz
ed

 p
ow

er
 co

ns
um

pt
io

n

No action
ITMEA
 ITMEA_ID

×10
−6

Figure 4: The power consumption of normal node with different
methods.

according to the reported number of the malicious
nodes.

(3) When the normal nodes detect that the malicious
nodes exhaust their power to be useless, they notify
the sink node and are set to enter the sleep period
again.

Though the ITMEA ID method saves power of sending
invalid packets, the normal nodes have to implement intru-
sion detection which also consumes their limited power. A
tradeoff between ITMEA and ITMEA ID must be made to
obtain a more effective method.

4. The Theoretical Analysis

To illustrate the effect of proposedmethods, power consump-
tion of the nodes needs to be quantified. By using CC2530 as
the main chip of sensor node to run the simulations, current
consumption of the four modes is listed in Table 1.

Firstly, power consumption of a sensor node with pro-
posed methods is compared and ITMEA ID uses the intru-
sion detection system architecture in [28]. The simulation
parameters are listed in Table 3. Assuming that there is no
malicious node in the network, the node using ITMEA ID
method will not enter the intrusion tolerance period. The
normalized power consumption of node with different meth-
ods is shown in Figure 4. As seen from the figure, the power
consumption of proposed methods is a bit higher than the
node with no action. By applying parameters in Table 3,
the original sensor node can last 579 days; the ITMEA ID
and ITMEA can last 463 days and 386 days, respectively.
Therefore, applying the proposed intrusion tolerancemethod
to the WSN is feasible.
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Table 3: The simulation parameters.

𝑇
1

𝑇
𝑠

𝑇
𝑑

𝑇
2

𝑇 𝑇
𝑖1

1

𝑇
𝑖2

1

𝑊 Batt. power Batt. vol. Packet sending time
1 s 0.3 s 0.7 s 3 s 4 s 3 s 0.5 s 3 1500mAh 1.5 V ∗ 2 1ms
1

𝑇
𝑖1
and 𝑇
𝑖2
are the initial values.
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Figure 5: The power consumption of nodes without intrusion
tolerance.

Secondly, power consumption between the normal node
and the malicious node is compared without the intrusion
tolerance method. Assuming the malicious node just mon-
itors the transmitting data but does not send any packet, the
results can be obtained as shown in Figure 5. Monitoring
consumes the least power of all attacks, so the curves in
Figure 5 depict the least power consumption of a malicious
node. The upper bound of the power consumption of a
malicious node represents that the malicious node is in RX
mode continuously and the lower bound represents that the
malicious node is in RX mode during the packet sending
and in sleep mode at the other time. Although the lower
bound is conservative and ideal, it is very close to the curve of
normal node, which means the malicious node will generate
potential impact on the network for a long time.The practical
power consumption of the malicious node is between the
two bounds. The lower bound must be raised to decrease the
lifetime of malicious node.

Thirdly, the proposed intrusion tolerance methods are
used to increase the power consumption of malicious nodes.
Because ITMEA ID and ITMEA take the same actions in the
intrusion tolerance period, the power consumption bounds
ofmalicious node under the twomethods are same. As shown
in Figure 6, the bigger the value of 𝑊 is, the higher the
bounds will be. When 𝑊 = 50, the lower bound increases
significantly, which means the working time of malicious
nodes decreases greatly.
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Figure 6: The power consumption bounds of malicious nodes.

Figure 7 shows the continuous working days of normal
and malicious nodes which can monitor 4 neighbor nodes.
As the value of𝑊 increases, the working days become fewer
and the malicious nodes almost exhaust their power in only
one day. However, the increase of 𝑊 will also decrease the
working days of normal nodes and the tradeoffmust bemade
between theworking time of the normal andmalicious nodes.
For example, as shown in the figure, when the value of𝑊 is
about 50, the working days of the normal nodes are 100 and
those of the malicious nodes are less than 5, which means
that the normal nodes can spend five percent of its power
to exhaust the energy of malicious nodes. After the death
of malicious node, the ITMEA ID method can decrease the
value of𝑊 to extend the lifetime of normal nodes.

The number of normal nodes which malicious nodes can
monitor also affects the power consumption of malicious
nodes. The effects are shown in Figure 8 with 𝑊 = 10. As
the number of neighbor nodes increases, the working days of
normal nodes using ITMEA are almost unchanged but those
of normal nodes using ITMEA ID decrease due to the intru-
sion detection mechanism. The increase of neighbor nodes
reduces the working days of malicious nodes significantly,
which makes the intrusion tolerance method freer. When the
density of network is high, the sink node can command parts
of normal nodes to enter the intrusion tolerance period to
save power of the other nodes.

Theoretical simulations show that the proposed ITMEA
and ITMEA IDmethods can exhaust the power of malicious
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Figure 8:The continuousworking days of the normal andmalicious
nodes,𝑊 = 10.

nodes rapidly and do not affect the normal functions and
power consumption of normal network.

5. Test and Results Analysis

The performance of WSN based on the proposed intrusion
tolerance methods is tested and analyzed in this section. The
test system uses CC2530 to build the platform of sensor node.
Some of the platforms are shown in Figure 9. The sensor

Figure 9: The platform of sensor nodes.
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Figure 10: The power consumption of different attacks under
intrusion tolerance.

nodes are configured with the parameters in Table 3 and the
malicious nodes use the same platforms with normal nodes.
The network with malicious nodes of different attacking
methods runs about eight hours, respectively, and the results
of average power consumption of sensor nodes are shown in
Figure 10.

The line with multiplication sign represents the average
power consumption of a malicious node launching hello
flood attack. In a hello flood attack, the malicious node sends
as many data packets as possible to the entire network and its
power consumption is the highest of all attacks.

The line with five-pointed star sign represents the average
power consumption of a malicious node launching Sybil
attack. The malicious node has several virtual identities, so it
will communicate with different nodes of different identities.
The power consumption increases with growth of the number
of identities.

The line with triangle sign represents the average power
consumption of a malicious node launching wormhole
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Table 4: The continuous working days of malicious nodes.

Monitoring Select forwarding Wormhole Sybil Sinkhole Hello flood
Without tolerance 231.1 206.1 186.7 155.3 205.9 116.9
With tolerance 41.1 34.7 30.7 24.2 34.9 17.6

attack. In a wormhole attack, a malicious node replays the
receiving packets to its partner and the power consumption
increases with growth of the number of receiving packets.

The line with asterisk sign represents the average power
consumption of a malicious node launching selective for-
warding attack and the line with diamond sign represents the
average power consumption of a malicious node launching
sinkhole attack. As the two attacks use similar attacking
method, the two curves show almost the same characteristics
of power consumption.

The line with rectangle sign represents the average power
consumption of a malicious node monitoring packets. The
malicious nodes do not forward the receiving packets, so the
power consumption is the least of all attacks.

As shown in Figure 10, the power consumption of dif-
ferent attacks in descending order is hello flood attack >
sybil attack > wormhole attack > sinkhole attack ≈ select
forwarding attack > monitoring. The continuous working
days of malicious nodes with different attacks are calculated
by the collected sampling data of power consumption. The
data of the malicious nodes without intrusion tolerance are
also collected and calculated, which are shown in Table 4.

The sensor nodes are configured with the same param-
eters and working conditions as in Table 4 and the changes
of working days show the efficiency of proposed methods.
The continuous working days of malicious nodes decrease
significantly with intrusion tolerance methods.

6. Conclusions and Future Work

Different from the traditional intrusion tolerance methods,
the ITMEA and ITMEA ID are proposed with the mecha-
nism of attacking malicious nodes actively. Relative to the
three kinds of intrusion tolerance techniques in Section 2, the
active protection method uses different security policy and
requires very little resource overhead. The main advantages
and differences are as follows.

(1) For the malicious nodes, the proposed methods
can decrease the lifetime of malicious nodes whose
attacking time will be far below their normal lifetime.
The active protections exhaust the power of malicious
nodes to make the network return to normal state.
However, the existing methods will live with the
malicious nodes during their normal lifetime, which
may generate a serious impact.

(2) The security protocol method has to establish pro-
tocols and interact among them; the redundancy
management method needs redundancy resources;
and the trust model requires reputation-based frame-
works. All of these methods are more suitable to be
applied in resource-rich environment. The proposed

method consumes less resource as its main con-
sumption occurs in synchronization and intrusion
tolerance period.

(3) For the normal nodes, as the increase of the network
size, the network power consumption of security
protocol and trust mode methods keeps increasing
regardless of the number of malicious nodes, but that
of the proposed methods is decided by the number of
malicious nodes.

(4) Theproposedmethods showdifferent performance to
different attacks and the hello flood and Sybil attack
are especially vulnerable.

The proposed methods exchange small power consump-
tion of many normal nodes for large power consumption of
relatively small number of malicious nodes to decrease the
lifetime of malicious nodes. The ITMEA ID adds intrusion
detection to the ITMEA, which improves the efficiency
of method but increases the power consumption during
intrusion detection and the combination of the two methods
makes a tradeoff.

The theoretical analysis and test results show that the
proposed methods not only prolong the lifetime of sensor
network but also achieve the effective protection against
malicious nodes. More neighbor nodes and longer tolerance
periodwill yield better tolerant performance, so the proposed
methods are more suitable for a dense network or appli-
cations without hard time constrains. WSNs with ITMEA
can be deployed for both civil and military applications
which typically work in harsh environments and examples of
practical applications include area monitoring, environmen-
tal sensing, agricultural control, industrial monitoring, and
military surveillance.

For future work, we plan to simplify the synchronization
protocol and optimize configuration of parameters in the
proposed method by practical experiments and also we
will plan to explore more extensive attacks to increase the
applicability of the method.
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