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We investigate an analytic solution of the second-order differential equation with a state derivative dependent delay of the form
𝑥
󸀠󸀠
(𝑧) = 𝑥(𝑝(𝑧) + 𝑏𝑥

󸀠
(𝑧)). Considering a convergent power series 𝑔(𝑧) of an auxiliary equation 𝛾2𝑔󸀠󸀠(𝛾𝑧)𝑔󸀠(𝑧) = [𝑔(𝛾2𝑧) −

𝑝(𝑔(𝛾𝑧))]𝛾𝑔
󸀠
(𝛾𝑧)(𝑔

󸀠
(𝑧))
2

+ 𝑝
󸀠󸀠
(𝑔(𝑧))(𝑔

󸀠
(𝑧))
3

+ 𝛾𝑔
󸀠
(𝛾𝑧)𝑔

󸀠󸀠
(𝑧) with the relation 𝑝(𝑧) + 𝑏𝑥󸀠(𝑧) = 𝑔(𝛾𝑔−1(𝑧)), we obtain an analytic

solution 𝑥(𝑧). Furthermore, we characterize a polynomial solution when 𝑝(𝑧) is a polynomial.

1. Introduction

The functional differential equation,

𝑥
(𝑚)

(𝑧) = 𝑓 (𝑧, 𝑥
(𝑚
1
)
(𝑧 − 𝜏

1
(𝑧)) , 𝑥

(𝑚
2
)
(𝑧 − 𝜏

2
(𝑧)) ,

. . . , 𝑥
(𝑚
𝑘
)
(𝑧 − 𝜏

𝑘
(𝑧))) ,

(1)

where all 𝑚
𝑖
≥ 0, 𝜏

𝑖
≥ 0, provides a mathematical model for

a physical or biological system in which the rate of change of
system is determined not only by its present state, but also by
its history (see [1, 2]). In recent years, many authors studied
the existence and the uniqueness of an analytic solution
of a variety of these equations. In 1984, Eder [3] classified
solutions of the functional differential equation 𝑥󸀠(𝑧) =
𝑥(𝑥(𝑧)) by using the Banach fixed point theorem. Let 𝑎 and 𝑏
be nonzero complex constants and 𝑝(𝑧) a complex function.
Thefirst-order functional differential equation𝑥󸀠(𝑧) = 𝑥(𝑎𝑧+
𝑏𝑥(𝑧)), 𝑥󸀠(𝑧) = 𝑥(𝑝(𝑧) + 𝑏𝑥(𝑧)), and 𝑥󸀠(𝑧) = 𝑥(𝑝(𝑧) + 𝑏𝑥󸀠(𝑧))
has been studied by Si and Cheng [4], Qiu and Liu [5], and
Zhang [6], respectively.

In 2001 [7], Si and Wang investigated the existence of
analytic solution of the second-order functional differential
equation:

𝑥
󸀠󸀠

(𝑧) = 𝑥 (𝑎𝑧 + 𝑏𝑥 (𝑧)) . (2)

In 2009, Liu and Li [8] studied the equation

𝑥
󸀠󸀠

(𝑧) + 𝑐𝑥
󸀠

(𝑧) = 𝑥 (𝑎𝑧 + 𝑏𝑥 (𝑧)) . (3)

Observe that (3) can be reduced to (2) by setting 𝑐 = 0.
Next, the equation

𝑥
󸀠󸀠

(𝑧) = 𝑥 (𝑎𝑧 + 𝑏𝑥
󸀠

(𝑧)) (4)

has been studied by Si and Wang [9].
In order to obtain analytic solutions of (4), they con-

structed a corresponding auxiliary equation with parameter
𝛾.The existence of solutions of an auxiliary equation depends
on the condition of a parameter 𝛾, such as 𝛾 is in the unit
circle and 𝛾 is a root of unity which satisfies the Diophantine
condition.

In this paper, we study the existence of analytic solutions
of the second-order differential equation with a state deriva-
tive dependent delay of the form

𝑥
󸀠󸀠

(𝑧) = 𝑥 (𝑝 (𝑧) + 𝑏𝑥
󸀠

(𝑧)) . (5)

If 𝑝(𝑧) = 𝑎𝑧, then (5) reduces to (4).
Note that in this paper, wewill study three cases of param-

eter 𝛾 in a corresponding auxiliary equation. One of them is
the case that 𝛾 is a root of unity satisfying the Brjuno condi-
tion.
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To construct an auxiliary equation, we set

𝑦 (𝑧) = 𝑝 (𝑧) + 𝑏𝑥
󸀠

(𝑧) . (6)

Then

𝑥 (𝑧) = 𝑥 (𝑧
0
) +

1

𝑏

∫

𝑧

𝑧
0

(𝑦 (𝑠) − 𝑝 (𝑠)) 𝑑𝑠, (7)

where 𝑧
0
is a complex constant. In particular, we have

𝑥 (𝑦 (𝑧)) = 𝑥 (𝑧
0
) +

1

𝑏

∫

𝑦(𝑧)

𝑧
0

(𝑦 (𝑠) − 𝑝 (𝑠)) 𝑑𝑠. (8)

Applying relations (6) and (8) to (5), we obtain

1

𝑏

(𝑦
󸀠

(𝑧) − 𝑝
󸀠

(𝑧)) = 𝑥 (𝑧
0
)

+

1

𝑏

∫

𝑦(𝑧)

𝑧
0

(𝑦 (𝑠) − 𝑝 (𝑠)) 𝑑𝑠.

(9)

We construct the corresponding equation by differentiating
both sides of (9) with respect to 𝑧. This yields

𝑦
󸀠󸀠

(𝑧) − 𝑝
󸀠󸀠

(𝑧) = (𝑦 (𝑦 (𝑧)) − 𝑝 (𝑦 (𝑧))) 𝑦
󸀠

(𝑧) . (10)

2. Analytic Solutions of (10)

Consider the auxiliary equation

𝛾
2
𝑔
󸀠󸀠
(𝛾𝑧) 𝑔

󸀠

(𝑧)

= (𝑔 (𝛾
2
𝑧) − 𝑝 (𝑔 (𝛾𝑧))) 𝛾𝑔

󸀠
(𝛾𝑧) (𝑔

󸀠

(𝑧))

2

+ 𝑝
󸀠󸀠
(𝑔 (𝑧)) (𝑔

󸀠

(𝑧))

3

+ 𝛾𝑔
󸀠
(𝛾𝑧) 𝑔

󸀠󸀠

(𝑧)

(11)

with initial value conditions 𝑔(0) = 0 and 𝑔󸀠(0) = 𝜂 ̸= 0,
where 𝛾, 𝜂 are complex numbers. Observe that if 𝑔(𝑧) is an
analytic solution of (11), then (10) has an analytic solution of
the from 𝑦(𝑧) = 𝑔(𝛾𝑔−1(𝑧)). Equation (11) can be reduced
equivalently to the integro-differential equation

𝛾𝑔
󸀠
(𝛾𝑧) = 𝑔

󸀠

(𝑧) (𝛾 + ∫

𝑧

0

(𝛾𝑔
󸀠
(𝛾𝑠) 𝑔 (𝛾

2
𝑠)

− 𝛾𝑔
󸀠
(𝛾𝑠) 𝑝 (𝑔 (𝛾𝑠)) + 𝑝

󸀠󸀠
(𝑔 (𝑠)) 𝑔

󸀠

(𝑠)) 𝑑𝑠) ,

(12)

where 𝑔(0) = 0 and 𝑔󸀠(0) = 𝜂 ̸= 0. To construct analytic
solutions of (12), we separate our study on the conditions of
the parameter 𝛾 as follows:

(H1) 0 < |𝛾| < 1;

(H2) 𝛾 = 𝑒2𝜋𝑖𝜃, where 𝜃 ∈ R\Q is a Brjuno number; that is,
𝐵(𝜃) = ∑

∞

𝑘=0
log 𝑞
𝑘+1
/𝑞
𝑘
< ∞, where {𝑝

𝑘
/𝑞
𝑘
} denotes

the sequence of partial fraction of the continued
fraction expansion of 𝜃;

(H3) 𝛾 = 𝑒2𝜋𝑖𝑞/𝑝 for some integers 𝑝 ∈ N with 𝑝 ≥ 2 and
𝑞 ∈ Z \ {0}, and 𝛾 ̸= 𝑒2𝜋𝑖𝑙/𝑘 for all 1 ≤ 𝑘 ≤ 𝑝 − 1 and
𝑙 ∈ Z \ {0}.

From now on, we let 𝑝(𝑧) be an analytic function in a
neighborhood of the origin. Then we represent 𝑝(𝑧) by a
power series ∑∞

𝑛=0
𝑝
𝑛
𝑧
𝑛.

Theorem 1. Let 𝛾 satisfy condition (H1). Then (11) has an
analytic solution

𝑔 (𝑧) =

∞

∑

𝑛=1

𝑐
𝑛
𝑧
𝑛 (13)

in a neighborhood of the origin such that 𝑔(0) = 0, 𝑔󸀠(0) = 𝜂,
where 𝜂 is a nonzero complex number.

Proof. Since 𝑝(𝑧) is analytic in a neighborhood of the origin,
there exists a constant 𝜌 such that |𝑝

𝑛
| ≤ 𝜌

𝑛−1 for 𝑛 ≥ 1.
Substituting (13) into (12) and comparing coefficients of
𝑧
𝑛
(𝑛 = 1, 2, . . .), we get

𝛾𝑐
1
= 𝛾𝑐
1
,

2𝛾
2
𝑐
2
= 2𝛾𝑐
2
− 𝛾𝑐
2

1
𝑝
0
+ 2𝑐
2

1
𝑝
2

(14)

and in general for 𝑛 ≥ 1

(𝑛 + 2) (𝛾
𝑛+2
− 𝛾) 𝑐

𝑛+2
=

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

𝑖 (𝑛 − 𝑘 + 1) 𝛾
2𝑘−𝑖+2

𝑘 + 1

⋅ 𝑐
𝑖
𝑐
𝑘−𝑖+1
𝑐
𝑛−𝑘+1

−

𝑛+1

∑

𝑘=1

𝑘𝑝
0
𝛾
𝑛−𝑘+2
𝑐
𝑘
𝑐
𝑛−𝑘+2

−

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

𝑖 (𝑛 − 𝑘 + 1) 𝛾
𝑘+1

𝑘 + 1

⋅ 𝑐
𝑖
𝑐
𝑛−𝑘+1

∑

𝑙
1
+⋅⋅⋅+𝑙
𝑚
=𝑘−𝑖+1

𝑚=1,2,...,𝑘−𝑖+1

𝑝
𝑚
𝑐
𝑙
1

⋅ ⋅ ⋅ 𝑐
𝑙
𝑚

+

𝑛+1

∑

𝑘=1

2𝑘𝑝
2
𝑐
𝑘
𝑐
𝑛−𝑘+2

+

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

𝑖 (𝑛 − 𝑘 + 1)

𝑘 + 1

⋅ 𝑐
𝑖
𝑐
𝑛−𝑘+1

∑

𝑙
1
+⋅⋅⋅+𝑙
𝑚
=𝑘−𝑖+1

𝑚=1,2,...,𝑘−𝑖+1

𝑝
𝑚+2
(𝑚 + 2) (𝑚 + 1) 𝑐

𝑙
1

⋅ ⋅ ⋅ 𝑐
𝑙
𝑚

.

(15)

The first expression allows us to choose 𝑐
1
= 𝜂 ̸= 0 and the

second expression implies 𝑐
2
= (2𝑝

2
−𝛾𝑝
0
)𝑐
2

1
/2𝛾(𝛾 − 1). Con-

sequently, the sequence {𝑐
𝑛
}
∞

𝑛=3
is successively determined by

the last expression in a unique manner. This implies that (11)
has a formal power series solution.

Next, we show that the power series 𝑔(𝑧) converges
in a neighborhood of the origin. Since |𝑝

𝑛
| ≤ 𝜌

𝑛−1 and
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lim
𝑛→∞

(1/(𝛾
𝑛+1
− 1)) = −1 for 0 < |𝛾| < 1, there exists a

positive constant𝑀 such that

󵄨
󵄨
󵄨
󵄨
𝑐
𝑛+2

󵄨
󵄨
󵄨
󵄨
≤ 𝑀

[

[

[

[

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

󵄨
󵄨
󵄨
󵄨
𝑐
𝑖

󵄨
󵄨
󵄨
󵄨

󵄨
󵄨
󵄨
󵄨
𝑐
𝑘−𝑖+1

󵄨
󵄨
󵄨
󵄨

󵄨
󵄨
󵄨
󵄨
𝑐
𝑛−𝑘+1

󵄨
󵄨
󵄨
󵄨

+ 2

𝑛+1

∑

𝑘=1

󵄨
󵄨
󵄨
󵄨
𝑐
𝑘

󵄨
󵄨
󵄨
󵄨

󵄨
󵄨
󵄨
󵄨
𝑐
𝑛−𝑘+2

󵄨
󵄨
󵄨
󵄨
+

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

󵄨
󵄨
󵄨
󵄨
𝑐
𝑖

󵄨
󵄨
󵄨
󵄨

󵄨
󵄨
󵄨
󵄨
𝑐
𝑛−𝑘+1

󵄨
󵄨
󵄨
󵄨

⋅ ∑

𝑙
1
+⋅⋅⋅+𝑙
𝑚
=𝑘−𝑖+1

𝑚=1,2,...,𝑘−𝑖+1

󵄨
󵄨
󵄨
󵄨
󵄨
𝑐
𝑙
1

󵄨
󵄨
󵄨
󵄨
󵄨
⋅ ⋅ ⋅

󵄨
󵄨
󵄨
󵄨
󵄨
𝑐
𝑙
𝑚

󵄨
󵄨
󵄨
󵄨
󵄨
+

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

󵄨
󵄨
󵄨
󵄨
𝑐
𝑖

󵄨
󵄨
󵄨
󵄨

󵄨
󵄨
󵄨
󵄨
𝑐
𝑛−𝑘+1

󵄨
󵄨
󵄨
󵄨

⋅ ∑

𝑙
1
+⋅⋅⋅+𝑙
𝑚
=𝑘−𝑖+1

𝑚=1,2,...,𝑘−𝑖+1

(𝑚 + 2) (𝑚 + 1)

󵄨
󵄨
󵄨
󵄨
󵄨
𝑐
𝑙
1

󵄨
󵄨
󵄨
󵄨
󵄨
⋅ ⋅ ⋅

󵄨
󵄨
󵄨
󵄨
󵄨
𝑐
𝑙
𝑚

󵄨
󵄨
󵄨
󵄨
󵄨

]

]

]

]

.

(16)

Let us define a power series ∑∞
𝑛=1
𝑎
𝑛
𝑧
𝑛, where a positive

sequence {𝑎
𝑛
}
∞

𝑛=1
is determined by 𝑎

1
= |𝜂|, 𝑎

2
= |(2𝑝

2
−

𝛾𝑝
0
)𝑐
2

1
|/|2𝛾(𝛾 − 1)| and for 𝑛 ≥ 1

𝑎
𝑛+2
= 𝑀

[

[

[

[

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

𝑎
𝑖
𝑎
𝑘−𝑖+1
𝑎
𝑛−𝑘+1

+ 2

𝑛+1

∑

𝑘=1

𝑎
𝑘
𝑎
𝑛−𝑘+2

+

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

𝑎
𝑖
𝑎
𝑛−𝑘+1

∑

𝑙
1
+⋅⋅⋅+𝑙
𝑚
=𝑘−𝑖+1

𝑚=1,2,...,𝑘−𝑖+1

𝑎
𝑙
1

⋅ ⋅ ⋅ 𝑎
𝑙
𝑚

+

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

𝑎
𝑖
𝑎
𝑛−𝑘+1

⋅ ∑

𝑙
1
+⋅⋅⋅+𝑙
𝑚
=𝑘−𝑖+1

𝑚=1,2,...,𝑘−𝑖+1

(𝑚 + 2) (𝑚 + 1) 𝑎
𝑙
1

⋅ ⋅ ⋅ 𝑎
𝑙
𝑚

]

]

]

]

.

(17)

It follows that |𝑐
𝑛
| ≤ 𝑎

𝑛
for 𝑛 ≥ 1. That is, ∑∞

𝑛=1
𝑎
𝑛
𝑧
𝑛 is

a majorant series of ∑∞
𝑛=1
𝑐
𝑛
𝑧
𝑛
. We show that ∑∞

𝑛=1
𝑎
𝑛
𝑧
𝑛 is

analytic in a neighborhood of the origin. Note that if we let
𝐴(𝑧) = ∑

∞

𝑛=1
𝑎
𝑛
𝑧
𝑛, then

𝐴 (𝑧) =

∞

∑

𝑛=1

𝑎
𝑛
𝑧
𝑛
=
󵄨
󵄨
󵄨
󵄨
𝜂
󵄨
󵄨
󵄨
󵄨
𝑧 + 𝑎
2
𝑧
2

+𝑀

[

[

[

[

∞

∑

𝑛=1

(

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

𝑎
𝑖
𝑎
𝑘−𝑖+1
𝑎
𝑛−𝑘+1
)𝑧
𝑛+2

+ 2

∞

∑

𝑛=1

(

𝑛+1

∑

𝑘=1

𝑎
𝑘
𝑎
𝑛−𝑘+2
)𝑧
𝑛+2
+

∞

∑

𝑛=1

(

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

𝑎
𝑖
𝑎
𝑛−𝑘+1

⋅ ∑

𝑙
1
+⋅⋅⋅+𝑙
𝑚
=𝑘−𝑖+1

𝑚=1,2,...,𝑘−𝑖+1

𝑎
𝑙
1

⋅ ⋅ ⋅ 𝑎
𝑙
𝑚

)𝑧
𝑛+2

+

∞

∑

𝑛=1

(

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

𝑎
𝑖
𝑎
𝑛−𝑘+1

⋅ ∑

𝑙
1
+⋅⋅⋅+𝑙
𝑚
=𝑘−𝑖+1

𝑚=1,2,...,𝑘−𝑖+1

(𝑚 + 2) (𝑚 + 1) 𝑎
𝑙
1

⋅ ⋅ ⋅ 𝑎
𝑙
𝑚

)𝑧
𝑛+2
]

]

]

]

=
󵄨
󵄨
󵄨
󵄨
𝜂
󵄨
󵄨
󵄨
󵄨
𝑧 +

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

(2𝑝
2
− 𝛾𝑝
0
) 𝑐
2

1

2𝛾 (𝛾 − 1)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

𝑧
2
+𝑀[(𝐴 (𝑧))

3

+ 2 (𝐴 (𝑧))
2
− 2
󵄨
󵄨
󵄨
󵄨
𝜂
󵄨
󵄨
󵄨
󵄨

2

𝑧
2
+

(𝐴 (𝑧))
3

1 − 𝐴 (𝑧)

+

2 (𝐴 (𝑧))
3
(3 − 3𝐴 (𝑧) + 𝐴 (𝑧)

2
)

(1 − 𝐴 (𝑧))
3

] .

(18)

Consider the equation

𝑇 (𝑧, 𝐴) = 𝐴 −
󵄨
󵄨
󵄨
󵄨
𝜂
󵄨
󵄨
󵄨
󵄨
𝑧 −

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

(2𝑝
2
− 𝛾𝑝
0
) 𝑐
2

1

2𝛾 (𝛾 − 1)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

𝑧
2
−𝑀[𝐴

3

+ 2𝐴
2
− 2
󵄨
󵄨
󵄨
󵄨
𝜂
󵄨
󵄨
󵄨
󵄨

2

𝑧
2
+

𝐴
3

1 − 𝐴

+

2𝐴
3
(3 − 3𝐴 + 𝐴

2
)

(1 − 𝐴)
3

]

= 0.

(19)

Since 𝑇 is continuous in a neighborhood of the origin,
𝑇(0, 0) = 0, and 𝑇󸀠

𝐴
(0, 0) = 1 ̸= 0, the implicit function

theorem implies that there exists a unique function 𝐴(𝑧)
which is analytic in a neighborhood of the origin with a
positive radius. Because𝐴(𝑧) is amajorant series of𝑔(𝑧),𝑔(𝑧)
is also analytic in a neighborhood of the origin with a positive
radius. This completes the proof.

Now, we consider an analytic solution 𝑔(𝑧) of the aux-
iliary equation (11) in the case of 𝛾 satisfies condition (𝐻2).
In order to study the existence of 𝑔(𝑧) under the Brjuno
condition, we will recall the definition of Brjuno number and
some basic facts. As stated in [10], for a real number 𝜃, we let
[𝜃] be an integer part of 𝜃 and let {𝜃} = 𝜃 − [𝜃] be a fractional
part of 𝜃. Observe that if 𝜃 is an irrational number, then it has
a unique expression of Gauss’s continued fraction

𝜃 = 𝑑
0
+ 𝜃
0
= 𝑑
0
+

1

𝑑
1
+ 𝜃
1

= ⋅ ⋅ ⋅ , (20)
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denoted simply by 𝜃 = [𝑑
0
; 𝑑
1
, . . . , 𝑑

𝑛
, . . .], where 𝑑

𝑗
’s and 𝜃

𝑗
’s

are calculated by the following algorithm:

(a) 𝑑
0
= [𝜃], 𝜃

0
= {𝜃};

(b) 𝑑
𝑛
= [1/𝜃

𝑛−1
], 𝜃
𝑛
= {1/𝜃

𝑛−1
} for all 𝑛 ≥ 1.

Define the sequences {𝑝
𝑛
}
𝑛∈N and {𝑞

𝑛
}
𝑛∈N by the following

recursive relation:

𝑞
−2
= 1,

𝑞
−1
= 0,

𝑞
𝑛
= 𝑑
𝑛
𝑞
𝑛−1
+ 𝑞
𝑛−2
;

𝑝
−2
= 0,

𝑝
−1
= 1,

𝑝
𝑛
= 𝑑
𝑛
𝑝
𝑛−1
+ 𝑝
𝑛−2
.

(21)

Note that 𝑝
𝑛
/𝑞
𝑛
= [𝑑
0
; 𝑑
1
, . . . , 𝑑

𝑛
]. For each 𝜃 ∈ R \ Q, we

consider an arithmetical function 𝐵(𝜃) = ∑
𝑛≥0
(log 𝑞
𝑛+1
/𝑞
𝑛
).

When 𝜃 satisfies condition 𝐵(𝜃) < +∞, we call it a Brjuno
number. Consider 𝜃 = [𝑑

0
; 𝑑
1
, . . . , 𝑑

𝑛
, . . .] in which for each

𝑛 ≥ 0,𝑑
𝑛+1
≤ 𝑐𝑒
𝑑
𝑛 , where 𝑐 is a positive constant.We can show

that 𝜃 is a Brjuno number but is not a Diophantine number.
Therefore, Brjuno condition is weaker than the Diophantine
condition. So, condition (𝐻2) contains both Diophantine
condition and a part of 𝛾 near resonance.

Let 𝜃 ∈ R \ Q and {𝑞
𝑛
}
𝑛∈𝑁

be the sequence of partial
denominators of Gauss’s continued fraction for 𝜃. As in [10],
let

𝐴
𝑘
= {𝑛 ≥ 0 : ‖𝑛𝜃‖ ≤

1

8𝑞
𝑘

} ,

𝐸
𝑘
= max {𝑞

𝑘
,

𝑞
𝑘+1

4

} ,

𝜂
𝑘
=

𝑞
𝑘

𝐸
𝑘

.

(22)

Let 𝐴∗
𝑘
be the set of integers 𝑗 ≥ 0 such that either 𝑗 ∈ 𝐴

𝑘
or

for some 𝑗
1
and 𝑗
2
in𝐴
𝑘
, with 𝑗

2
−𝑗
1
< 𝐸
𝑘
, one has 𝑗

1
< 𝑗 < 𝑗

2

and 𝑞
𝑘
divides 𝑗−𝑗

1
. For any nonnegative integer 𝑛, we define

𝑙
𝑘
(𝑛) = max{(1 + 𝜂

𝑘
)

𝑛

𝑞
𝑘

− 2, (𝑚
𝑛
𝜂
𝑘
+ 𝑛)

1

𝑞
𝑘

− 1} , (23)

where 𝑚
𝑛
= max{𝑗 : 0 ≤ 𝑗 ≤ 𝑛, 𝑗 ∈ 𝐴∗

𝑘
}. Let ℎ

𝑘
: N → R+

be a function defined by

ℎ
𝑘
(𝑛) =

{

{

{

𝑚
𝑛
+ 𝜂
𝑘
𝑛

𝑞
𝑘

− 1 if 𝑚
𝑛
+ 𝑞
𝑘
∈ 𝐴
∗

𝑘
,

𝑙
𝑘
(𝑛) if 𝑚

𝑛
+ 𝑞
𝑘
∉ 𝐴
∗

𝑘
.

(24)

Let 𝑔
𝑘
(𝑛) := max{ℎ

𝑘
(𝑛), [𝑛/𝑞

𝑘
]}, and let 𝑘(𝑛) be defined by

condition 𝑞
𝑘(𝑛)
≤ 𝑛 ≤ 𝑞

𝑘(𝑛)+1
. Note that 𝑘(𝑛) is nondecreasing.

Lemma 2 (Davie’s lemma [11]). Let

𝐾 (𝑛) = 𝑛 log 2 +
𝑘(𝑛)

∑

𝑘=0

𝑔
𝑘
(𝑛) log (2𝑞

𝑘+1
) . (25)

Then

(a) there is a universal constant 𝜉 > 0 (independent of 𝑛
and 𝜃) such that

𝐾 (𝑛) ≤ 𝑛 (𝐵 (𝜃) + 𝜉) , (26)

(b) 𝐾(𝑛
1
) + 𝐾(𝑛

2
) ≤ 𝐾(𝑛

1
+ 𝑛
2
) for all 𝑛

1
and 𝑛
2
,

(c) − log |𝛾𝑛 − 1| ≤ 𝐾(𝑛) − 𝐾(𝑛 − 1).

Theorem3. Assume that 𝛾 satisfies condition (H2).Then there
exists an analytic solution

𝑔 (𝑧) =

∞

∑

𝑛=1

𝑐
𝑛
𝑧
𝑛 (27)

of (11) in a neighborhood of the origin such that 𝑔(0) = 0,
𝑔
󸀠
(0) = 𝜂, where 𝜂 is a nonzero complex number.

Proof. We now imitate the proof of Theorem 1 with approxi-
mate new bound. The sequence {𝑐

𝑛
}
∞

𝑛=1
is defined similar to

the proof of Theorem 1. Note that 𝑐
1
= 𝜂 ̸= 0 and 𝑐

2
=

(2𝑝
2
− 𝛾𝑝
0
)𝑐
2

1
/2𝛾(𝛾 − 1). Since |𝛾| = 1 and 𝑝(𝑧) is analytic

near the origin, there exists a positive constant𝑁 so that for
𝑛 ≥ 1

󵄨
󵄨
󵄨
󵄨
𝑐
𝑛+2

󵄨
󵄨
󵄨
󵄨
≤

𝑁

󵄨
󵄨
󵄨
󵄨
𝛾
𝑛+1
− 1
󵄨
󵄨
󵄨
󵄨

[

[

[

[

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

󵄨
󵄨
󵄨
󵄨
𝑐
𝑖

󵄨
󵄨
󵄨
󵄨

󵄨
󵄨
󵄨
󵄨
𝑐
𝑘−𝑖+1

󵄨
󵄨
󵄨
󵄨

󵄨
󵄨
󵄨
󵄨
𝑐
𝑛−𝑘+1

󵄨
󵄨
󵄨
󵄨

+ 2

𝑛+1

∑

𝑘=1

󵄨
󵄨
󵄨
󵄨
𝑐
𝑘

󵄨
󵄨
󵄨
󵄨

󵄨
󵄨
󵄨
󵄨
𝑐
𝑛−𝑘+2

󵄨
󵄨
󵄨
󵄨
+

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

󵄨
󵄨
󵄨
󵄨
𝑐
𝑖

󵄨
󵄨
󵄨
󵄨

󵄨
󵄨
󵄨
󵄨
𝑐
𝑛−𝑘+1

󵄨
󵄨
󵄨
󵄨

⋅ ∑

𝑙
1
+⋅⋅⋅+𝑙
𝑚
=𝑘−𝑖+1

𝑚=1,2,...,𝑘−𝑖+1

󵄨
󵄨
󵄨
󵄨
󵄨
𝑐
𝑙
1

󵄨
󵄨
󵄨
󵄨
󵄨
⋅ ⋅ ⋅

󵄨
󵄨
󵄨
󵄨
󵄨
𝑐
𝑙
𝑚

󵄨
󵄨
󵄨
󵄨
󵄨
+

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

󵄨
󵄨
󵄨
󵄨
𝑐
𝑖

󵄨
󵄨
󵄨
󵄨

󵄨
󵄨
󵄨
󵄨
𝑐
𝑛−𝑘+1

󵄨
󵄨
󵄨
󵄨

⋅ ∑

𝑙
1
+⋅⋅⋅+𝑙
𝑚
=𝑘−𝑖+1

𝑚=1,2,...,𝑘−𝑖+1

(𝑚 + 2) (𝑚 + 1)

󵄨
󵄨
󵄨
󵄨
󵄨
𝑐
𝑙
1

󵄨
󵄨
󵄨
󵄨
󵄨
⋅ ⋅ ⋅

󵄨
󵄨
󵄨
󵄨
󵄨
𝑐
𝑙
𝑚

󵄨
󵄨
󵄨
󵄨
󵄨

]

]

]

]

.

(28)

To construct a governing series of 𝑔(𝑧), we let {𝐵
𝑛
}
∞

𝑛=1
be a

nonnegative sequence determined by 𝐵
1
= |𝜂|, 𝐵

2
= |(2𝑝

2
−

𝛾𝑝
0
)𝜂
2
|/|2𝛾(𝛾 − 1)| and for all 𝑛 ≥ 1

𝐵
𝑛+2
= 𝑁

[

[

[

[

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

𝐵
𝑖
𝐵
𝑘−𝑖+1
𝐵
𝑛−𝑘+1

+ 2

𝑛+1

∑

𝑘=1

𝐵
𝑘
𝐵
𝑛−𝑘+2

+

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

𝐵
𝑖
𝐵
𝑛−𝑘+1

∑

𝑙
1
+⋅⋅⋅+𝑙
𝑚
=𝑘−𝑖+1

𝑚=1,2,...,𝑘−𝑖+1

𝐵
𝑙
1

⋅ ⋅ ⋅ 𝐵
𝑙
𝑚
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+

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

𝐵
𝑖
𝐵
𝑛−𝑘+1

⋅ ∑

𝑙
1
+⋅⋅⋅+𝑙
𝑚
=𝑘−𝑖+1

𝑚=1,2,...,𝑘−𝑖+1

(𝑚 + 2) (𝑚 + 1) 𝐵
𝑙
1

⋅ ⋅ ⋅ 𝐵
𝑙
𝑚

]

]

]

]

.

(29)

From this construction, we can demonstrate that a power
series 𝐵(𝑧) = ∑∞

𝑛=1
𝐵
𝑛
𝑧
𝑛 satisfies the implicit functional equa-

tion

𝑅 (𝑧, 𝐵 (𝑧)) = 𝐵 (𝑧) −
󵄨
󵄨
󵄨
󵄨
𝜂
󵄨
󵄨
󵄨
󵄨
𝑧 − 𝑎
2
𝑧
2
− 𝑁[(𝐵 (𝑧))

3

+ 2 (𝐵 (𝑧))
2
− 2
󵄨
󵄨
󵄨
󵄨
𝜂
󵄨
󵄨
󵄨
󵄨

2

𝑧
2
+

(𝐵 (𝑧))
3

1 − 𝐵 (𝑧)

+

2 (𝐵 (𝑧))
3
(3 − 3𝐵 (𝑧) + 𝐵 (𝑧)

2
)

(1 − 𝐵 (𝑧))
3

] = 0

(30)

with 𝑅(0, 0) = 0 and 𝑅󸀠
𝐵
(0, 0) = 1 ̸= 0. This yields the power

series 𝐵(𝑧) converges in a neighborhood of the origin. Hence,
there exists a positive constant 𝑇 such that 𝐵

𝑛
≤ 𝑇
𝑛 for 𝑛 ≥ 1.

Let𝐾 be a function defined in Lemma 2. Bymathematical
induction, we can show that for 𝑛 ∈ N ∪ {0}

󵄨
󵄨
󵄨
󵄨
𝑐
𝑛+1

󵄨
󵄨
󵄨
󵄨
≤ 𝐵
𝑛+1
𝑒
𝐾(𝑛)
. (31)

Lemma 2 yields lim
𝑛→∞

(|𝑐
𝑛+1
|)
1/𝑛
≤ 𝑇𝑒
𝐵(𝜃)+𝜉. This implies

that 𝑔(𝑧) has a convergence radius at least (𝑇𝑒𝐵(𝜃)+𝜉)−1. The
proof is completed.

Finally, we consider the case that 𝛾 satisfies condition
(𝐻3). In this case, 𝛾 is not only on the unit circle, but also
a root of unity. Let {𝐷

𝑛
}
∞

𝑛=1
be a sequence defined by𝐷

1
= |𝜂|,

𝐷
2
= Γ𝐴 with 𝐴 = |(2𝑝

2
− 𝛾𝑝
0
)𝑐
2

1
|/|2𝛾|, Γ = max{1/|𝛾 −

1|, 1/|𝛾
2
− 1|, . . . , 1/|𝛾

𝑝−1
− 1|}, and

𝐷
𝑛+2
= Γ𝑁

[

[

[

[

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

𝐷
𝑖
𝐷
𝑘−𝑖+1
𝐷
𝑛−𝑘+1

+ 2

𝑛+1

∑

𝑘=1

𝐷
𝑘
𝐷
𝑛−𝑘+2

+

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

𝐷
𝑖
𝐷
𝑛−𝑘+1

∑

𝑙
1
+⋅⋅⋅+𝑙
𝑚
=𝑘−𝑖+1

𝑚=1,2,...,𝑘−𝑖+1

𝐷
𝑙
1

⋅ ⋅ ⋅ 𝐷
𝑙
𝑚

+

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

𝐷
𝑖
𝐷
𝑛−𝑘+1

⋅ ∑

𝑙
1
+⋅⋅⋅+𝑙
𝑚
=𝑘−𝑖+1

𝑚=1,2,...,𝑘−𝑖+1

(𝑚 + 2) (𝑚 + 1)𝐷
𝑙
1

⋅ ⋅ ⋅ 𝐷
𝑙
𝑚

]

]

]

]

,

(32)

where 𝑁 is a positive constant defined as in the proof of
Theorem 3.

Theorem4. Assume that 𝛾 satisfies condition (H3). Let 𝑔(𝑧) =
∑
∞

𝑛=1
𝑐
𝑛
𝑧
𝑛 be a power series determined by 𝑐

1
= 𝜂 ̸= 0, 𝑐

2
=

(2𝑝
2
− 𝛾𝑝
0
)𝑐
2

1
/2𝛾, and

(𝑛 + 2) 𝛾 (𝛾
𝑛+1
− 1) 𝑐
𝑛+2
= Θ (𝑛, 𝛾) , 𝑛 = 1, 2, . . . , (33)

where

Θ(𝑛, 𝛾) =

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

𝑖 (𝑛 − 𝑘 + 1) 𝛾
2𝑘−𝑖+2

𝑘 + 1

⋅ 𝑐
𝑖
𝑐
𝑘−𝑖+1
𝑐
𝑛−𝑘+1

−

𝑛+1

∑

𝑘=1

𝑘𝑐
𝑘
𝑝
0
𝛾
𝑛−𝑘+2
𝑐
𝑛−𝑘+2

−

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

𝑖 (𝑛 − 𝑘 + 1) 𝛾
𝑘+1

𝑘 + 1

⋅ 𝑐
𝑖
𝑐
𝑛−𝑘+1

∑

𝑙
1
+⋅⋅⋅+𝑙
𝑚
=𝑘−𝑖+1

𝑚=1,2,...,𝑘−𝑖+1

𝑝
𝑚
𝑐
𝑙
1

⋅ ⋅ ⋅ 𝑐
𝑙
𝑚

+

𝑛+1

∑

𝑘=1

2𝑘𝑝
2
𝑐
𝑘
𝑐
𝑛−𝑘+2

+

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

𝑖 (𝑛 − 𝑘 + 1)

𝑘 + 1

⋅ 𝑐
𝑖
𝑐
𝑛−𝑘+1

∑

𝑙
1
+⋅⋅⋅+𝑙
𝑚
=𝑘−𝑖+1

𝑚=1,2,...,𝑘−𝑖+1

𝑝
𝑚+2
(𝑚 + 2) (𝑚 + 1)

⋅ 𝑐
𝑙
1

⋅ ⋅ ⋅ 𝑐
𝑙
𝑚

.

(34)

If Θ(V𝑝 − 1, 𝛾) = 0 for V = 1, 2, . . ., then (11) has an
analytic solution 𝑔(𝑧) in a neighborhood of the origin such that
𝑔(0) = 0, 𝑔󸀠(0) = 𝜂, and 𝑔(V𝑝+1)(0) = (V𝑝 + 1)!𝜂V𝑝+1, where
𝜂V𝑝+1 is an arbitrary constant satisfying |𝜂V𝑝+1| ≤ 𝐷V𝑝+1, where
{𝐷
𝑛
}
∞

𝑛=1
is defined as in (32).

Otherwise, if Θ(V𝑝 − 1, 𝛾) ̸= 0 for some V = 1, 2, . . ., then
(11) has no analytic solution in a neighborhood of the origin.

Proof. Observe that if 𝜂 = 0 then 𝑔(𝑧) ≡ 0 is a trivial analytic
solution of (11). So, we consider only the case 𝜂 ̸= 0.

If Θ(V𝑝 − 1, 𝛾) ̸= 0 for some positive number V, then
(V𝑝+1)𝛾(𝛾V𝑝−1)𝑐V𝑝+1 ̸= 0. But (𝐻3) implies 𝛾V𝑝−1 = 0, which
is a contradiction. This concludes that (11) has no analytic
solution in a neighborhood of the origin.

Assume that Θ(V𝑝 − 1, 𝛾) = 0 for V = 1, 2, . . .. Then (V𝑝 +
1)𝛾(𝛾

V𝑝
− 1)𝑐V𝑝+1 = 0. So, there are infinitely many choices

of 𝑐V𝑝+1. Choose 𝑐V𝑝+1 = 𝜂V𝑝+1 so that |𝜂V𝑝+1| ≤ 𝐷V𝑝+1, where
𝐷V𝑝+1 is defined in (32).

Note that |𝛾𝑛+1|−1 ≤ Γ for 𝑛 ̸= V𝑝 − 1, where Γ =
max{1/|𝛾 − 1|, 1/|𝛾2 − 1|, . . . , 1/|𝛾𝑝−1 − 1|}.We can see that

󵄨
󵄨
󵄨
󵄨
𝑐
𝑛+2

󵄨
󵄨
󵄨
󵄨
≤ Γ𝑁

[

[

[

[

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

󵄨
󵄨
󵄨
󵄨
𝑐
𝑖

󵄨
󵄨
󵄨
󵄨

󵄨
󵄨
󵄨
󵄨
𝑐
𝑘−𝑖+1

󵄨
󵄨
󵄨
󵄨

󵄨
󵄨
󵄨
󵄨
𝑐
𝑛−𝑘+1

󵄨
󵄨
󵄨
󵄨

+ 2

𝑛+1

∑

𝑘=1

󵄨
󵄨
󵄨
󵄨
𝑐
𝑘

󵄨
󵄨
󵄨
󵄨

󵄨
󵄨
󵄨
󵄨
𝑐
𝑛−𝑘+2

󵄨
󵄨
󵄨
󵄨
+

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

󵄨
󵄨
󵄨
󵄨
𝑐
𝑖

󵄨
󵄨
󵄨
󵄨

󵄨
󵄨
󵄨
󵄨
𝑐
𝑛−𝑘+1

󵄨
󵄨
󵄨
󵄨
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⋅ ∑

𝑙
1
+⋅⋅⋅+𝑙
𝑚
=𝑘−𝑖+1

𝑚=1,2,...,𝑘−𝑖+1

󵄨
󵄨
󵄨
󵄨
󵄨
𝑐
𝑙
1

󵄨
󵄨
󵄨
󵄨
󵄨
⋅ ⋅ ⋅

󵄨
󵄨
󵄨
󵄨
󵄨
𝑐
𝑙
𝑚

󵄨
󵄨
󵄨
󵄨
󵄨
+

𝑛

∑

𝑘=1

𝑘

∑

𝑖=1

󵄨
󵄨
󵄨
󵄨
𝑐
𝑖

󵄨
󵄨
󵄨
󵄨

󵄨
󵄨
󵄨
󵄨
𝑐
𝑛−𝑘+1

󵄨
󵄨
󵄨
󵄨

⋅ ∑

𝑙
1
+⋅⋅⋅+𝑙
𝑚
=𝑘−𝑖+1

𝑚=1,2,...,𝑘−𝑖+1

(𝑚 + 2) (𝑚 + 1)

󵄨
󵄨
󵄨
󵄨
󵄨
𝑐
𝑙
1

󵄨
󵄨
󵄨
󵄨
󵄨
⋅ ⋅ ⋅

󵄨
󵄨
󵄨
󵄨
󵄨
𝑐
𝑙
𝑚

󵄨
󵄨
󵄨
󵄨
󵄨

]

]

]

]

(35)

for 𝑛 ̸= V𝑝 − 1, V = 1, 2, . . ..
Likewise, the remaining proof is similar to one of

Theorem 1. Consider the implicit functional equation

𝐻(𝑧, 𝑅) = 𝑅 −
󵄨
󵄨
󵄨
󵄨
𝜂
󵄨
󵄨
󵄨
󵄨
𝑧 −

(2𝑝
2
− 𝛾𝑝
0
) 𝑐
2

1

2𝛾

⋅ 𝑧
2
− 𝑁[𝑅

3

+ 2𝑅
2
− 2
󵄨
󵄨
󵄨
󵄨
𝜂
󵄨
󵄨
󵄨
󵄨

2

𝑧
2
+

𝑅
3

1 − 𝑅

+

2𝑅
3
(3 − 3𝑅 + 𝑅

2
)

(1 − 𝑅)
3

]

= 0.

(36)

Since 𝐻(0, 0) = 0, 𝐻󸀠
𝑅
(0, 0) = 1 ̸= 0, the implicit function

theorem implies that there exists a unique function 𝑅(𝑧)
which is analytic in a neighborhood of the origin with a
positive radius. We can show that the power series 𝑅(𝑧) =
∑
∞

𝑛=1
𝐷
𝑛
𝑧
𝑛 in which {𝐷

𝑛
}
∞

𝑛=1
is determined by (32) satisfies

(36). Moreover, |𝑐
𝑛
| ≤ 𝐷
𝑛
for 𝑛 ≥ 1.That is, 𝑅(𝑧) is a majorant

series of 𝑔(𝑧). Then 𝑔(𝑧) converges in a neighborhood of the
origin. This completes the proof.

Theorem 5. Let 𝑔(𝑧) = ∑∞
𝑛=1
𝑐
𝑛
𝑧
𝑛 be an analytic solution in

a neighborhood of the origin of (11), with 𝑔(0) = 0, 𝑔󸀠(0) =
𝜂 ̸= 0, which is obtained from Theorem 1, Theorem 3, or
Theorem 4. Then (10) has an analytic solution of the form
𝑦(𝑧) = 𝑔(𝛾𝑔

−1
(𝑧)) in a neighborhood of the origin.

Proof. Since 𝑔󸀠(0) = 𝜂 ̸= 0, 𝑔−1(𝑧) is analytic in a neighbor-
hood of 𝑔(0) = 0.

Let 𝑦(𝑧) = 𝑔(𝛾𝑔−1(𝑧)). Then

𝑦
󸀠󸀠

(𝑧) − 𝑝
󸀠󸀠

(𝑧) =

𝛾
2
𝑔
󸀠󸀠
(𝛾𝑔
−1
(𝑧))

(𝑔
󸀠
(𝑔
−1
(𝑧)))
2
−

𝛾𝑔
󸀠
(𝛾𝑔
−1
(𝑧)) 𝑔

󸀠󸀠
(𝑔
−1
(𝑧))

(𝑔
󸀠
(𝑔
−1
(𝑧)))
3

− 𝑝
󸀠󸀠

(𝑧)

=

𝛾
2
𝑔
󸀠󸀠
(𝛾𝑔
−1
(𝑧)) (𝑔

󸀠
(𝑔
−1
(𝑧))) − 𝛾𝑔

󸀠
(𝛾𝑔
−1
(𝑧)) 𝑔

󸀠󸀠
(𝑔
−1
(𝑧)) − 𝑝

󸀠󸀠
(𝑧) (𝑔

󸀠
(𝑔
−1
(𝑧)))

3

(𝑔
󸀠
(𝑔
−1
(𝑧)))
3

=

[𝑔 (𝛾
2
𝑔
−1
(𝑧)) − 𝑝 (𝑔 (𝛾𝑔

−1
(𝑧)))] 𝛾𝑔

󸀠
(𝛾𝑔
−1
(𝑧)) (𝑔

󸀠
(𝑔
−1
(𝑧)))

2

(𝑔
󸀠
(𝑔
−1
(𝑧)))
3

= [𝑔 (𝛾𝑔
−1
𝑔𝛾𝑔
−1

(𝑧)) − 𝑝 (𝑔 (𝛾𝑔
−1

(𝑧)))] ⋅

𝛾𝑔
󸀠
(𝛾𝑔
−1
(𝑧))

𝑔
󸀠
(𝛾𝑔
−1
(𝑧))

= [𝑦 (𝑦 (𝑧)) − 𝑝 (𝑦 (𝑧))] 𝑦
󸀠

(𝑧) .

(37)

That is, 𝑦(𝑧) = 𝑔(𝛾𝑔−1(𝑧)) is an analytic solution of (10). The
proof is completed.

3. Analytic Solutions of (5) via (10)

In this section, we construct an analytic solution of (5)
from an analytic solution of (10). Assume that 𝑥(𝑧) is an
analytic solution of the functional differential equation (5)
in a neighborhood of the origin. Since 𝑥(𝑧) is analytic in
a neighborhood of the origin, 𝑥(𝑧) can be represented by
Taylor’s series

𝑥 (𝑧) =

∞

∑

𝑛=0

𝑥
(𝑛)
(0)

𝑛!

⋅ 𝑧
𝑛

= 𝑥 (0) + 𝑥
󸀠

(0) 𝑧 +

𝑥
󸀠󸀠
(0) 𝑧
2

2!

+ ⋅ ⋅ ⋅ .

(38)

Let 𝑝(𝑧) = ∑∞
𝑛=0
𝑝
𝑛
𝑧
𝑛, where 𝑝

0
= 𝛼 and 𝑝

1
= 𝛽 and 𝑝

𝑛
=

𝑝
(𝑛)
(0)/𝑛! for 𝑛 ≥ 2. Since 𝑥󸀠(𝑧) = (1/𝑏)(𝑦(𝑧) − 𝑝(𝑧)), we

have 𝑥󸀠(0) = −𝛼/𝑏. Since 𝑥󸀠󸀠(𝑧) = (1/𝑏)(𝑦󸀠(𝑧) − 𝑝󸀠(𝑧)) and
𝑦
󸀠
(0) = 𝛾, it follows that 𝑥󸀠󸀠(0) = (1/𝑏)(𝛾 − 𝛽).This implies

that (𝛾−𝛽)/𝑏 = 𝑥󸀠󸀠(0) = 𝑥(𝑝(0) + 𝑏𝑥󸀠(0)) = 𝑥(𝛼−𝑏 ⋅ (𝛼/𝑏)) =
𝑥(0).

Since 𝑥󸀠󸀠󸀠(𝑧) = 𝑥󸀠(𝑝(𝑧) + 𝑏𝑥󸀠(𝑧)) ⋅ (𝑝󸀠(𝑧) + 𝑏𝑥󸀠󸀠(𝑧)), we
have 𝑥󸀠󸀠󸀠(0) = −𝛼𝛾/𝑏.

By using mathematical induction, we can show that

(𝑥 (𝑝 (𝑧) + 𝑏𝑥
󸀠

(𝑧)))

(𝑚)

=

𝑚

∑

𝑖=1

𝑝
𝑖𝑚
(𝑝
󸀠

(𝑧)

+ 𝑏𝑥
󸀠󸀠

(𝑧) , 𝑝
󸀠󸀠

(𝑧) + 𝑏𝑥
󸀠󸀠󸀠

(𝑧) , . . . , 𝑝
(𝑚)

(𝑧)

+ 𝑏𝑥
(𝑚+1)

(𝑧)) 𝑥
(𝑖)
(𝑝 (𝑧) + 𝑏𝑥

󸀠

(𝑧)) ,

(39)

for 𝑚 = 1, 2, 3, . . ., where 𝑝
𝑖𝑚
(1 ≤ 𝑖 ≤ 𝑚) is a polynomial

with nonnegative coefficients.
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Therefore, the explicit form of an analytic solution of our
equation is

𝑥 (𝑧) =

𝛾 − 𝛽

𝑏

+ (

−𝛼

𝑏

) ⋅ 𝑧 +

1

2!

⋅ (

𝛾 − 𝛽

𝑏

) ⋅ 𝑧
2
+

1

3!

⋅ (−

𝛼𝛾

𝑏

) 𝑧
3
+

∞

∑

𝑚=2

Γ
𝑚

(𝑚 + 2)!

⋅ 𝑧
𝑚+2
,

(40)

where Γ
𝑚
denotes 𝑥(𝑚+2)(0).

4. Polynomial Solutions of (5)

In this section, we let 𝑝(𝑧) be a polynomial.Then, we investi-
gate the polynomial solution of (5).

Theorem 6. For a polynomial 𝑝(𝑧), the equation

𝑥
󸀠󸀠

(𝑧) = 𝑥 (𝑝 (𝑧) + 𝑏𝑥
󸀠

(𝑧)) (41)

has a nontrivial polynomial solution if and only if 𝑝(𝑧) = 𝑝
0

with 𝑝
0
̸= 0 or 𝑝(𝑧) = 𝑝

0
+ 𝑝
1
𝑧 with 𝑝

1
̸= 0.

Proof.

Necessity. Assume that 𝑥(𝑧) = ∑𝑛
𝑘=0
𝑥
𝑘
𝑧
𝑘 is a nontrivial

polynomial solution of (41). Let 𝑝(𝑧) = ∑𝑚
𝑘=0
𝑝
𝑘
𝑧
𝑘 with

𝑝
𝑚
̸= 0.

Observe that 𝑥󸀠󸀠(𝑧) = 0 when 𝑛 = 0. This implies
𝑥(𝑧) ≡ 0. From now on, we let 𝑛 ≥ 1.

We consider 3 cases.

Case 1 (𝑚 = 0).That is,𝑝(𝑧) = 𝑝
0
̸= 0. Equation (41) becomes

2𝑥
2
+ 6𝑥
3
𝑧 + ⋅ ⋅ ⋅ + 𝑛 (𝑛 − 1) 𝑥

𝑛
𝑧
𝑛−2

= 𝑥
0
+ 𝑥
1
(𝑞 (𝑧)) + ⋅ ⋅ ⋅ + 𝑥

𝑛
(𝑞 (𝑧))

𝑛

,

(42)

where 𝑞(𝑧) = (𝑝
0
+ 𝑏𝑥
1
) + 2𝑏𝑥

2
𝑧 + ⋅ ⋅ ⋅ + 𝑛𝑏𝑥

𝑛
𝑧
𝑛−1.

If 𝑛 = 1, then (42) changes to 0 = 𝑥
0
+ 𝑥
1
(𝑝
0
+ 𝑏𝑥
1
).

Next, we consider 𝑛 ≥ 2.
Comparing coefficient of 𝑧𝑛(𝑛−1) in (42), we have 𝑥

𝑛
= 0.

Equation (42) is reduced to

2𝑥
2
+ ⋅ ⋅ ⋅ + (𝑛 − 1) (𝑛 − 2) 𝑥

𝑛−1
𝑧
𝑛−3

= 𝑥
0
+ 𝑥
1
(𝑞 (𝑧)) + ⋅ ⋅ ⋅ + 𝑥

𝑛−1
(𝑞 (𝑧))

𝑛−1

,

(43)

where 𝑞(𝑧) = (𝑝
0
+ 𝑏𝑥
1
) + 2𝑏𝑥

2
𝑧 + ⋅ ⋅ ⋅ + (𝑛 − 1)𝑏𝑥

𝑛−1
𝑧
𝑛−2.

Comparing coefficient of 𝑧(𝑛−1)(𝑛−2) in (43), we have
𝑥
𝑛−1
= 0.Then, repeating the abovemethod, we obtain𝑥

𝑛−2
=

⋅ ⋅ ⋅ = 𝑥
2
= 0 and also have 0 = 𝑥

0
+ 𝑥
1
(𝑝
0
+ 𝑏𝑥
1
).

By choosing an arbitrary nonzero 𝑥
1
, say 𝜂, both situa-

tions yield a nontrivial solution 𝑥(𝑧) = −𝜂(𝑝
0
+ 𝑏𝜂) + 𝜂𝑧.

Case 2 (𝑚 = 1). That is, 𝑝(𝑧) = 𝑝
0
+ 𝑝
1
𝑧, where 𝑝

1
̸= 0.

Equation (41) becomes

2𝑥
2
+ 6𝑥
3
𝑧 + ⋅ ⋅ ⋅ + 𝑛 (𝑛 − 1) 𝑥

𝑛
𝑧
𝑛−2

= 𝑥
0
+ 𝑥
1
(𝑞 (𝑧)) + ⋅ ⋅ ⋅ + 𝑥

𝑛
(𝑞 (𝑧))

𝑛

,

(44)

where 𝑞(𝑧) = (𝑝
0
+𝑏𝑥
1
)+(𝑝
1
+2𝑏𝑥
2
)𝑧+3𝑏𝑥

3
𝑧
2
+⋅ ⋅ ⋅+𝑛𝑏𝑥

𝑛
𝑧
𝑛−1.

By comparing coefficient of constant term and 𝑧 in (44),
we obtain 𝑥(𝑧) ≡ 0 for 𝑛 = 1.

Next, we consider 𝑛 ≥ 2.
Comparing coefficient of 𝑧𝑛(𝑛−1) in (44), we have

𝑥
𝑛
(𝑛𝑏𝑥
𝑛
)
𝑛
= 0, which implies 𝑥

𝑛
= 0. Therefore, (44) is

reduced to

2𝑥
2
+ 6𝑥
3
𝑧 + ⋅ ⋅ ⋅ + (𝑛 − 1) (𝑛 − 2) 𝑥

𝑛−1
𝑧
𝑛−3

= 𝑥
0
+ 𝑥
1
(𝑞 (𝑧)) + ⋅ ⋅ ⋅ + 𝑥

𝑛−1
(𝑞 (𝑧))

𝑛−1

,

(45)

where 𝑞(𝑧) = (𝑝
0
+ 𝑏𝑥
1
) + (𝑝

1
+ 2𝑏𝑥

2
)𝑧 + 3𝑏𝑥

3
𝑧
2
+ ⋅ ⋅ ⋅+

(𝑛 − 1)𝑏𝑥
𝑛−1
𝑧
𝑛−2.

Comparing coefficient of 𝑧(𝑛−1)(𝑛−2) in (45), we have
𝑥
𝑛−1
= 0. Continuing this process, we obtain 2𝑥

2
= 𝑥
0
+

𝑥
1
(𝑞(𝑧))+𝑥

2
(𝑞(𝑧))

2, where 𝑞(𝑧) = (𝑝
0
+𝑏𝑥
1
)+(𝑝
1
+2𝑏𝑥
2
)𝑧. By

comparing coefficient of 𝑧2 together with 𝑥
2
̸= 0, we obtain a

nontrivial solution 𝑥(𝑧) = (−𝑝
1
/𝑏)−𝜂(𝑝

0
+𝑏𝜂)+(𝑝

1
/2𝑏)(𝑝

0
+

𝑏𝜂)
2
+ 𝜂𝑧 − (𝑝

1
/2𝑏)𝑧
2, where 𝜂 is an arbitrary constant. Note

that if 𝑥
2
= 0 then 𝑥(𝑧) ≡ 0.

Case 3 (𝑚 ≥ 2). We consider 2 subcases.

Subcase 3.1 (𝑚 < 𝑛 − 1). Equation (41) becomes

2𝑥
2
+ 6𝑥
3
𝑧 + ⋅ ⋅ ⋅ + 𝑛 (𝑛 − 1) 𝑥

𝑛
𝑧
𝑛−2

= 𝑥
0
+ 𝑥
1
(𝑞 (𝑧)) + ⋅ ⋅ ⋅ + 𝑥

𝑛
(𝑞 (𝑧))

𝑛

,

(46)

where 𝑞(𝑧) = (𝑝
0
+ 𝑏𝑥
1
) + ⋅ ⋅ ⋅ + (𝑝

𝑚
+ (𝑚 + 1)𝑏𝑥

𝑚+1
)𝑧
𝑚
+

(𝑚 + 2)𝑏𝑥
𝑚+2
𝑧
𝑚+1
+ ⋅ ⋅ ⋅ + 𝑛𝑏𝑥

𝑛
𝑧
𝑛−1. By using method of

undetermined coefficient, we obtain 𝑥
𝑛
= ⋅ ⋅ ⋅ = 𝑥

𝑚+2
= 0.

Consequently, (46) is reduced to

2𝑥
2
+ 6𝑥
3
𝑧 + ⋅ ⋅ ⋅ + (𝑚 + 1) (𝑚) 𝑥

𝑚+1
𝑧
𝑚−1

= 𝑥
0
+ 𝑥
1
(𝑞 (𝑧)) + ⋅ ⋅ ⋅ + 𝑥

𝑚+1
(𝑞 (𝑧))

𝑚+1

,

(47)

where 𝑞(𝑧) = (𝑝
0
+ 𝑏𝑥
1
) + ⋅ ⋅ ⋅ + (𝑝

𝑚
+ (𝑚 + 1)𝑏𝑥

𝑚+1
)𝑧
𝑚.

Comparing coefficient of 𝑧𝑚(𝑚+1) in (47), we have
𝑥
𝑚+1
(𝑝
𝑚
+(𝑚+1)𝑏𝑥

𝑚+1
)
𝑚+1
= 0. If 𝑥

𝑚+1
= 0, then 𝑥

𝑚
= ⋅ ⋅ ⋅ =

𝑥
0
= 0. That is, 𝑥(𝑧) ≡ 0 which is a contradiction. Therefore,

𝑝
𝑚
+ (𝑚 + 1)𝑏𝑥

𝑚+1
= 0. Substituting this relation in (46) and

repeating this process, we get 𝑥
𝑚−𝑘
= −𝑝
𝑚−(𝑘+1)

/(𝑚 − 𝑘)𝑏 for
𝑘 = −1, . . . , 𝑚− 2. Using this fact in (47) and then comparing
the coefficient of 𝑧𝑖 (𝑖 = 1, . . . , 𝑚 − 1), we obtain 𝑥

3
= ⋅ ⋅ ⋅ =

𝑥
𝑚+1
= 0. This yields 𝑝

𝑚
= 0, which is a contradiction.

Subcase 3.2 (𝑚 ≥ 𝑛 − 1). Equation (41) becomes

2𝑥
2
+ 6𝑥
3
𝑧 + ⋅ ⋅ ⋅ + 𝑛 (𝑛 − 1) 𝑥

𝑛
𝑧
𝑛−2

= 𝑥
0
+ 𝑥
1
(𝑞 (𝑧)) + ⋅ ⋅ ⋅ + 𝑥

𝑛
(𝑞 (𝑧))

𝑛

,

(48)

where 𝑞(𝑧) = (𝑝
0
+ 𝑏𝑥
1
) + ⋅ ⋅ ⋅ + (𝑝

𝑛−1
+ 𝑛𝑏𝑥

𝑛
)𝑧
𝑛−1
+ 𝑝
𝑛
𝑧
𝑛
+

⋅ ⋅ ⋅+𝑝
𝑚
𝑧
𝑚. Comparing coefficient of 𝑧𝑛𝑚 in (48) together with

𝑝
𝑚
̸= 0, we have 𝑥

𝑛
= 0. Then, repeating the above method,

we obtain 𝑥(𝑧) ≡ 0 which is a contradiction.
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Thus, (41) has a nontrivial polynomial solution when
𝑝(𝑧) = 𝑝

0
with 𝑝

0
̸= 0 or 𝑝(𝑧) = 𝑝

0
+ 𝑝
1
𝑧 with 𝑝

1
̸= 0.

Sufficiency. It follows from the proof of Cases 1 and 2 in ne-
cessity part.
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