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We present a unified way to obtain optimal error bounds for general interpolatory integration rules. The method is based on the
Peano form of the error termwhen we use Taylor’s expansion.These bounds depend on the regularity of the integrand.Themethod
of integration by parts “backwards” to obtain bounds is also discussed. The analysis includes quadrature rules with nodes outside
the interval of integration. Best error bounds for composite integration rules are also obtained. Some consequences of symmetry
are discussed.

1. Introduction

Establishing numerical integration rules and their error
bounds is an old subject; for example, see the following classic
textbooks [1–4]. However, in recent years, several papers
have presented error bounds for the midpoint, trapezoidal,
and Simpson’s rules; see [5–10]. In these papers, questions
were raised about the generality of the results in terms of
the optimality of the bounds and regularity of the function.
They also suggest that consequences of the symmetry on
integration rules should be more fully investigated. Based on
Peano form of the error termwhenwe use Taylor’s expansion,
we present a unified way to obtain optimal error bounds for
general interpolatory integration rules.These bounds depend
on the regularity of the integrand. Other similar approaches
based on kernels have been recently presented in [11] for
Newton-Cotes quadrature rules and in [12] for Gaussian
weighted quadrature rules.

Let us start by a transformation of the definite integral as
follows:

∫𝑏
𝑎
𝐹 (𝑋) 𝑑𝑋 = ∫ℎ

−ℎ
𝑓 (𝑥) 𝑑𝑥, (1)

where 𝑋 = (𝑎 + 𝑏)/2 + 𝑥, ℎ = (𝑏 − 𝑎)/2, and 𝑓(𝑥) = 𝐹((𝑎 +𝑏)/2 + 𝑥). Then we consider the method of undetermined
coefficients to approximate the following expression:

𝑄 (𝑓; ℎ) = 1ℎ ∫
ℎ

−ℎ
𝑓 (𝑥) 𝑑𝑥. (2)

The method of undetermined coefficients consists in finding
a (𝑛 + 1)-dimensional weight vector 𝑎⃗ = (𝑎0, 𝑎1, 𝑎2, . . . , 𝑎𝑛)
associated with a given (𝑛 + 1)-dimensional vector of distinct
coordinates (or nodes) 𝑥⃗ = (𝑥0, 𝑥1, 𝑥2, . . . , 𝑥𝑛) such that𝑄(𝑓; ℎ) is approximated by its discrete version𝑄𝑑𝑛(𝑓; ℎ) given
by

𝑄𝑑𝑛 (𝑓; ℎ) =
𝑛∑
𝑖=0

𝑎𝑖𝑓 (ℎ𝑥𝑖) . (3)

The truncation error of the process is defined by

𝑅𝑛 (𝑓; ℎ) = 𝑄 (𝑓; ℎ) − 𝑄𝑑𝑛 (𝑓; ℎ) , (4)

and the method is based on the requirement that

𝑅𝑛 (𝑓; ℎ) = 𝑜 (ℎ𝑛) . (5)
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A general analysis of the method of undetermined coeffi-
cients was recently published in [13].

To study the truncation error, two approaches both based
on Taylor’s expansions for absolutely continuous functions
and Peano’s kernels are presented. In the first approach,
the “direct method,” we use (4) for 𝑅𝑛(𝑓; ℎ) and a Taylor
expansion of the integrand. While in the second approach,
the method of integration by parts “backwards” [4, 14–16],
we use Taylor’s expansion not only for integrand but also for𝑊𝑛(𝑓; ℎ) = ℎ𝑅𝑛(𝑓; ℎ). It is shown that both methods lead to
the same best error bounds.

Coming back to the definite integral given in (1), we get

∫𝑏
𝑎
𝐹 (𝑋) 𝑑𝑋 ≈ 𝑏 − 𝑎2

𝑛∑
𝑖=0

𝑎𝑖𝐹 (𝑋𝑖) , (6)

where 𝑋𝑖 = (𝑎 + 𝑏)/2 + ((𝑏 − 𝑎)/2)𝑥𝑖, for 𝑖 = 0, 1, 2, . . . , 𝑛.
However, to compute this definite integral we can also use
a composite rule, for which we also present optimal error
bounds.

The plan of the paper is the following. In Section 2,
we obtain best error bounds using Taylor’s expansions and
Peano’s kernels. Section 2.3 is devoted to the “direct method,”
and Section 2.4 presents the “method of integration by parts
backwards.” Examples are presented in Section 3. Composite
integration rules is the object of Section 4. Finally we consider
symmetric rules in Section 5.

We use 𝑓(𝑙)(𝑥) for the 𝑙th derivative of 𝑓(𝑥) for 𝑙 =0, 1, 2, . . ., where 𝑓(0)(𝑥) = 𝑓(𝑥). Let 1 ≤ 𝑝 ≤ ∞; if 𝑓(𝑥)
is defined on a set 𝐸, ‖𝑓‖𝑝,𝐸 is its 𝑝-norm on 𝐸, and if V⃗ is a
vector in R𝑛, its 𝑝-norm is ‖V⃗‖𝑝.
2. Truncation Error

2.1. Introduction. Let

𝜏 = max {1, 󵄨󵄨󵄨󵄨𝑥0󵄨󵄨󵄨󵄨 , 󵄨󵄨󵄨󵄨𝑥1󵄨󵄨󵄨󵄨 , 󵄨󵄨󵄨󵄨𝑥2󵄨󵄨󵄨󵄨 , . . . , 󵄨󵄨󵄨󵄨𝑥𝑛󵄨󵄨󵄨󵄨} = max {1, ‖𝑥⃗‖∞}
≥ 1, (7)

and set 𝐻 = 𝜏ℎ. Let us observe that 𝐻 > ℎ, or 𝜏 > 1,
means that at least one |𝑥𝑖| is strictly greater that 1. Hence
it allows the possibility of having numerical integration
formulae with nodes ℎ𝑥𝑖 outside the interval of integration[−ℎ, ℎ]; see [17], for example. In that situation, the function𝑓(𝑥) has to be defined on an interval [−𝐻,𝐻]which contains[−ℎ, ℎ].

For themethod of undetermined coefficients it is required
that 𝑅𝑛(𝑓; ℎ) = 0 at least for polynomial of degree less than or
equal to 𝑛, but 𝑅𝑛(𝑓; ℎ) = 0might hold for some polynomials𝑓(𝑥) of degree higher than 𝑛; see [13]. It happens for Simpson’s
rule (𝑛 = 2) which is also exact for polynomials of degree3, or also for 𝑛 + 1 points Gaussian rule which is exact for
polynomials of degree ≤ 2𝑛 + 1. Let us define the degree of
accuracy (or precision) 𝑛0 of the approximation process (3)
as the largest integer 𝑛0 ≥ 𝑛 such that 𝑅𝑛(𝑓; ℎ) = 0 holds for
any polynomial 𝑓(𝑥) of degree 𝑙 ≤ 𝑛0. These rules are also
called interpolatory quadrature formulae.

2.2. Taylor’s Expansions. Let 𝐻 > 0 and 𝐼𝐻 = [−𝐻,𝐻].
For 𝐻 = 1, we simply use 𝐼 = [−1, 1], 𝐼+𝐻 = [0,𝐻], and𝐼−𝐻 = [−𝐻, 0]. Let 𝑝 and 𝑞 be two extended real numbers such
that 1 ≤ 𝑝, 𝑞 ≤ ∞ and 1/𝑝 + 1/𝑞 = 1. Let 𝐶𝑙(𝐼𝐻) be the set
of continuously differentiable functions up to order 𝑙 on 𝐼𝐻
and let 𝑝 ∈ [1, +∞]. Let 𝐴𝐶𝑙+1,𝑝(𝐼𝐻) be the set of absolutely
continuous function on 𝐼𝐻 defined by 𝑓 ∈ 𝐴𝐶𝑙+1,𝑝(𝐼𝐻) if and
only if

𝑓 ∈ 𝐶𝑙 (𝐼𝐻) (8)

and

(a) 𝑓(𝑙+1) ∈ 𝐿𝑝(𝐼𝐻),
(b) 𝑓(𝑙)(𝑠) = 𝑓(𝑙)(𝑟) + ∫𝑠

𝑟
𝑓(𝑙+1)(𝜉)𝑑𝜉, ∀𝑟, 𝑠 ∈ 𝐼𝐻.

Taylor’s expansion of 𝑓(𝑥) ∈ 𝐴𝐶𝑙+1,𝑝(𝐼𝐻) around 𝑥 = 0 of
order 𝑙 + 1 is

𝑓 (𝑥) = 𝑙∑
𝑗=0

𝑓(𝑗) (0)𝑗 𝑥𝑗

+ ∫𝐻
−𝐻

𝑓(𝑙+1) (𝑦)𝐾𝑇,𝑙 (𝑥, 𝑦;𝐻) 𝑑𝑦,
(9)

where𝐾𝑇,𝑙(𝑥, 𝑦;𝐻) is its associated kernel

𝐾𝑇,𝑙 (𝑥, 𝑦;𝐻)
= 1𝑙! [(𝑥 − 𝑦)𝑙+ 1𝐼+𝐻 (𝑦) + (−1)𝑙+1 (𝑦 − 𝑥)𝑙+ 1𝐼−𝐻 (𝑦)] ,

(10)

for any 𝑥, 𝑦 in 𝐼𝐻; see [18, 19]. This kernel is a piecewise
polynomial function of degree 𝑙. In this expression, if 𝐸 is a
subset of R, then

1𝐸 (𝑦) = {{{
1 if 𝑦 ∈ 𝐸
0 if 𝑦 ∉ 𝐸, (11)

and for any nonnegative integer 𝑙
(𝑧)𝑙+ = {{{

𝑧𝑙 if 𝑧 > 0
0 if 𝑧 ≤ 0. (12)

If we set𝐻 = ℎ𝜏,𝑥 = ℎ𝜉, and𝑦 = ℎ𝜂, then the kernel becomes

𝐾𝑇,𝑙 (𝑥, 𝑦;𝐻) = 𝐾𝑇,𝑙 (ℎ𝜉, ℎ𝜂; ℎ𝜏) = ℎ𝑙𝐾𝑇,𝑙 (𝜉, 𝜂; 𝜏) , (13)

for any 𝜉 and 𝜂 in 𝐼𝜏.
2.3. Direct Method. For the truncation error analysis, let𝑓(𝑥) ∈ 𝐴𝐶𝑙+1,𝑝(𝐼𝐻), for 0 ≤ 𝑙 ≤ 𝑛0. Using Taylor’s expansion
(9) of 𝑓(𝑥) of order 𝑙 + 1 and the fact that the process is exact
for polynomials of degree ≤ 𝑙, we obtain

𝑅𝑛 (𝑓; ℎ) = ∫𝐻
−𝐻

𝑓(𝑙+1) (𝑦)𝐾𝑙𝑛 (𝑦;𝐻, ℎ) 𝑑𝑦. (14)
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Here 𝐾𝑙𝑛(𝑦;𝐻, ℎ) is the Peano kernel associated with the
process 𝑄𝑑𝑛(𝑓; ℎ), given by

𝐾𝑙𝑛 (𝑦;𝐻, ℎ) = 𝑅𝑛 (𝐾𝑇,𝑙 (⋅, 𝑦;𝐻) ; ℎ) . (15)

Let 𝑞 ∈ [1, +∞] be the conjugate of 𝑝 such that 1/𝑝+1/𝑞 = 1.
From Holder’s inequality, we obtain

󵄨󵄨󵄨󵄨𝑅𝑛 (𝑓; ℎ)󵄨󵄨󵄨󵄨 ≤ 󵄩󵄩󵄩󵄩󵄩𝑓(𝑙+1)󵄩󵄩󵄩󵄩󵄩𝑝,𝐼𝐻 󵄩󵄩󵄩󵄩󵄩𝐾𝑙𝑛 (⋅; 𝐻, ℎ)󵄩󵄩󵄩󵄩󵄩𝑞,𝐼𝐻 , (16)

because 𝐾𝑙𝑛(𝑦;𝐻, ℎ) ∈ 𝐿∞(𝐼𝐻) ⊆ 𝐿𝑞(𝐼𝐻), for any 1 ≤ 𝑞 ≤ ∞.
Let us observe that if 𝐻 = ℎ𝜏 and 𝑦 = ℎ𝜂, then𝐾𝑙𝑛(𝑦;𝐻, ℎ) = ℎ𝑙𝐾𝑙𝑛(𝜂; 𝜏, 1). It follows that󵄩󵄩󵄩󵄩󵄩𝐾𝑙𝑛 (⋅; 𝐻, ℎ)󵄩󵄩󵄩󵄩󵄩𝑞,𝐼𝐻 = ℎ𝑙+1−1/𝑝 󵄩󵄩󵄩󵄩󵄩𝐾𝑙𝑛 (⋅; 𝜏, 1)󵄩󵄩󵄩󵄩󵄩𝑞,𝐼𝜏 , (17)

󵄨󵄨󵄨󵄨𝑅𝑛 (𝑓; ℎ)󵄨󵄨󵄨󵄨 ≤ ℎ𝑙+1−1/𝑝𝐶𝑙,𝑝𝑛 󵄩󵄩󵄩󵄩󵄩𝑓(𝑙+1)󵄩󵄩󵄩󵄩󵄩𝑝,𝐼𝐻 , (18)

where the constant

𝐶𝑙,𝑝𝑛 = 󵄩󵄩󵄩󵄩󵄩𝐾𝑙𝑛 (⋅; 𝜏, 1)󵄩󵄩󵄩󵄩󵄩𝑞,𝐼𝜏 (19)

does not depend on ℎ. So we have established the following
results.

Theorem 1. Let the real number 𝜏 ≥ 1 be fixed and 𝐻 = ℎ𝜏.
If 𝑅𝑛(𝑓; ℎ) = 0, for any polynomial of degree ≤ 𝑛0, then (16),
and equivalently (18), holds for any 𝑓 ∈ 𝐴𝐶𝑙+1,𝑝(𝐼𝐻), where0 ≤ 𝑙 ≤ 𝑛0.
Theorem 2. In (17), the kernel 𝐾𝑙𝑛(𝑦;𝐻, ℎ) is given by

𝐾𝑙𝑛 (𝑦;𝐻, ℎ) = 1ℎ ∫
ℎ

−ℎ
𝐾𝑇,𝑙 (𝑥, 𝑦;𝐻) 𝑑𝑥

− 𝑛∑
𝑖=0

𝑎𝑖𝐾𝑇,𝑙 (ℎ𝑥𝑖, 𝑦;𝐻) = 1(𝑙 + 1)!ℎ [(ℎ − 𝑦)𝑙+1+
⋅ 1𝐼+𝐻 (𝑦) + (−1)𝑙+1 (𝑦 + ℎ)𝑙+1+ 1𝐼−𝐻 (𝑦)] − 1𝑙!
⋅ 𝑛∑
𝑖=0

𝑎𝑖 [(ℎ𝑥𝑖 − 𝑦)𝑙+ 1𝐼+𝐻 (𝑦)
+ (−1)𝑙+1 (𝑦 − ℎ𝑥𝑖)𝑙+ 1𝐼−𝐻 (𝑦)] ,

(20)

and, in (19), the kernel 𝐾𝑙𝑛(𝜂; 𝜏, 1) is given by

𝐾𝑙𝑛 (𝜂; 𝜏, 1) = 1(𝑙 + 1)! [(1 − 𝜂)𝑙+1+ 1𝐼+𝜏 (𝜂) + (−1)𝑙+1 (𝜂
+ 1)𝑙+1+ 1𝐼−𝜏 (𝜂)] − 1𝑙!

𝑛∑
𝑖=0

𝑎𝑖 [(𝑥𝑖 − 𝜂)𝑙+ 1𝐼+𝜏 (𝜂)
+ (−1)𝑙+1 (𝜂 − 𝑥𝑖)𝑙+ 1𝐼−𝜏 (𝜂)] .

(21)

Remark 3. It can be proved that the bound given by (16) and
(17), or equivalently by (18) and (19), is the best possible one;
see [13].

Remark 4. For the function 𝐹(𝑋) used in (1), we have
󵄩󵄩󵄩󵄩󵄩𝐹(𝑙+1)󵄩󵄩󵄩󵄩󵄩𝑝,[𝑎󸀠 ,𝑏󸀠] = 󵄩󵄩󵄩󵄩󵄩𝑓(𝑙+1)󵄩󵄩󵄩󵄩󵄩𝑝,𝐼𝐻 , (22)

where [𝑎, 𝑏] ⊆ [𝑎󸀠, 𝑏󸀠] = (𝑎+𝑏)/2+[−𝐻,𝐻]. Obviously, 𝐹(𝑋)
is supposed to be defined for any𝑋 ∈ [𝑎󸀠, 𝑏󸀠].
2.4. Integration by Parts “Backwards”. Themethod of integra-
tion by parts “backwards,” which is reported to have initially
appeared in [4, 14–16], was used in [6–10] to find truncation
error estimates for the midpoint, trapezoidal, and Simpson’s
rules. These rules possess a property of symmetry, which
help in finding optimal bounds in these cases. However, the
method of integration by parts “backwards” can be applied to
any rule that can be obtained by themethod of undetermined
coefficients. We present an analysis of the truncation error
based on this method.

The process is based on Taylor’s expansions of

𝑊𝑛 (𝑓; ℎ) = ℎ𝑅𝑛 (𝑓; ℎ) , (23)

and we suppose that 𝑓 ∈ 𝐴𝐶𝑙+1,𝑝(𝐼𝐻) for 0 ≤ 𝑙 ≤ 𝑛0. We have

𝑊𝑛 (𝑓; ℎ) = ℎ𝑅𝑛 (ℎ; 𝑓)
= ∫ℎ
−ℎ
𝑓 (𝑥) 𝑑𝑥 − ℎ 𝑛∑

𝑖=0

𝑎𝑖𝑓 (ℎ𝑥𝑖) , (24)

so𝑊𝑛(𝑓; 0) = 0. For 1 ≤ 𝑗 < 𝑙, we have
𝑊(𝑗)𝑛 (𝑓; ℎ)

= 𝑓(𝑗−1) (ℎ) + (−1)𝑗−1 𝑓(𝑗−1) (−ℎ)
− 𝑗 𝑛∑
𝑖=0

𝑎𝑖𝑥𝑗−1𝑖 𝑓(𝑗−1) (ℎ𝑥𝑖) − ℎ 𝑛∑
𝑖=0

𝑎𝑖𝑥𝑗𝑖𝑓(𝑗) (ℎ𝑥𝑖) ,
(25)

lim
ℎ→0

𝑊(𝑗)𝑛 (𝑓; ℎ)
= 𝑓(𝑗−1) (0) [1 + (−1)𝑗−1 − 𝑗 𝑛∑

𝑖=0

𝑎𝑖𝑥𝑗−1𝑖 ] = 0. (26)

Also, for 𝑗 = 𝑙,
𝑊(𝑙)𝑛 (𝑓; ℎ) = 𝑓(𝑙−1) (ℎ) + (−1)𝑙−1 𝑓(𝑙−1) (−ℎ)

− 𝑙 𝑛∑
𝑖=0

𝑎𝑖𝑥𝑙−1𝑖 𝑓(𝑙−1) (ℎ𝑥𝑖)

− ℎ 𝑛∑
𝑖=0

𝑎𝑖𝑥𝑙𝑖𝑓(𝑙) (ℎ𝑥𝑖) .
(27)

Using Taylor’s expansions of order 2 for 𝑓(𝑙−1)(𝑥) which is in𝐴𝐶2,𝑝(𝐼𝐻) and of order 1 for𝑓(𝑙)(𝑥)which is in𝐴𝐶1,𝑝(𝐼𝐻), we
obtain

𝑊(𝑙)𝑛 (𝑓; ℎ) = ∫𝐻
−𝐻

𝑓(𝑙+1) (𝑦)𝐾𝑊,𝑙 (𝑦;𝐻, ℎ) 𝑑𝑦, (28)
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where

𝐾𝑊,𝑙 (𝑦;𝐻, ℎ) = 𝐾𝑇,1 (ℎ, 𝑦;𝐻)
+ (−1)𝑙−1𝐾𝑇,1 (−ℎ, 𝑦;𝐻)
− 𝑙 𝑛∑
𝑖=0

𝑎𝑖𝑥𝑙−1𝑖 𝐾𝑇,1 (ℎ𝑥𝑖, 𝑦;𝐻)

− ℎ 𝑛∑
𝑖=0

𝑎𝑖𝑥𝑙𝑖𝐾𝑇,0 (ℎ𝑥𝑖, 𝑦;𝐻) .

(29)

We remark that

𝐾𝑊,𝑙 (𝑦;𝐻, ℎ) = 𝐾𝑊,𝑙 (ℎ𝜂; 𝜏ℎ, ℎ) = ℎ𝐾𝑊,𝑙 (𝜂; 𝜏, 1) . (30)

Taylor’s expansion of order 𝑙 for 𝑊𝑛(𝑓; ℎ) or integration
by parts “backwards” leads to

𝑊𝑛 (𝑓; ℎ) = ∫ℎ
0
𝑊(𝑙)𝑛 (𝑓; 𝑧) (ℎ − 𝑧)𝑙−1(𝑙 − 1)! 𝑑𝑧

= ∫ℎ
0
[∫𝜏𝑧
−𝜏𝑧

𝑓(𝑙+1) (𝑦)𝐾𝑊,𝑙 (𝑦; 𝜏𝑧, 𝑧) 𝑑𝑦]
⋅ (ℎ − 𝑧)𝑙−1(𝑙 − 1)! 𝑑𝑧 = ∫𝜏ℎ

−𝜏ℎ
𝑓(𝑙+1) (𝑦)

⋅ [∫ℎ
|𝑦|/𝜏

𝐾𝑊,𝑙 (𝑦; 𝜏𝑧, 𝑧) (ℎ − 𝑧)𝑙−1(𝑙 − 1)! 𝑑𝑧] 𝑑𝑦
= ∫𝐻
−𝐻

𝑓(𝑙+1) (𝑦) 𝐾̂𝑙𝑛 (𝑦;𝐻, ℎ) 𝑑𝑦.

(31)

As mentioned in Remark 3, the construction used in
[13] to show the optimality of the bounds leads also to the
following result.

Theorem 5. Let ℎ > 0 and 𝐻 = 𝜏ℎ be given; the kernels
𝐾𝑙𝑛(⋅; 𝐻, ℎ) and 𝐾̂𝑙𝑛(⋅; 𝐻, ℎ) are such that

ℎ𝐾𝑙𝑛 (𝑦;𝐻, ℎ) = 𝐾̂𝑙𝑛 (𝑦;𝐻, ℎ) (32)

almost everywhere.

As a consequence both methods lead to the same best
error bounds.

3. Examples

In this section we present several examples. In some cases,
constants𝐶𝑙,𝑝𝑛 = ‖𝐾𝑙𝑛(⋅; 𝜏, 1)‖𝑞,𝐼𝜏 are computed for𝑝 = ∞ (and𝑞 = 1) and are compared to constants already existing in the
references.

Example 1. Midpoint rule (or one point Gauss rule): 𝑛 = 0,𝑥⃗ = (0), and hence 𝜏 = 1. Also, 𝑎⃗ = (2), and 𝑛0 = 1. The
quadrature formula is

∫1
−1
𝑓 (𝑥) 𝑑𝑥 ≈ 2𝑓 (0) . (33)

For 𝑙 = 0, 1, we have
𝐾𝑙0 (𝜂; 1, 1) = 1(𝑙 + 1)! [(1 − 𝜂)𝑙+1 1𝐼+ (𝜂)

+ (−1)𝑙+1 (𝜂 + 1)𝑙+1 1𝐼− (𝜂)] ,
(34)

so we obtain󵄩󵄩󵄩󵄩󵄩𝐾𝑙0 (⋅; 1, 1)󵄩󵄩󵄩󵄩󵄩𝑞,𝐼

= {{{{{{{

1(𝑙 + 1)! ( 21 + (𝑙 + 1) 𝑞)
1/𝑞

for 1 ≤ 𝑞 < ∞
1(𝑙 + 1)! for 𝑞 = ∞.

(35)

For example, 𝐶0,∞0 = 1 and 𝐶1,∞0 = 1/3, which correspond to
values obtained in [7, 9].

Example 2. Trapezoidal rule: 𝑛 = 1, 𝑥⃗ = (−1, 1), and 𝜏 = 1.
Also, 𝑎⃗ = (1, 1) and 𝑛0 = 1. The quadrature formula is

∫1
−1
𝑓 (𝑥) 𝑑𝑥 ≈ 𝑓 (−1) + 𝑓 (1) . (36)

For 𝑙 = 0, 1, we have
𝐾𝑙1 (𝜂; 1, 1) = −(1 − 𝜂)

𝑙

(𝑙 + 1)! (𝜂 + 𝑙) 1𝐼+ (𝜂)

+ (−1)𝑙+1 (𝜂 + 1)𝑙(𝑙 + 1)! (𝜂 − 𝑙) 1𝐼− (𝜂) .
(37)

We obtain
󵄩󵄩󵄩󵄩󵄩𝐾𝑙1 (⋅; 1, 1)󵄩󵄩󵄩󵄩󵄩𝑞,𝐼

=
{{{{{{{{{{{{{{{

2 (𝑙 + 1)(𝑙 + 2)! for 𝑞 = 1
1(𝑙 + 1)! [2∫

1

0
(1 − 𝜂)𝑙𝑞 (𝜂 + 𝑙)𝑞 𝑑𝜂]1/𝑞 for 1 < 𝑞 < ∞

1(𝑙 + 1)! for 𝑞 = ∞.

(38)

For example, 𝐶0,∞0,1 = 1 and 𝐶1,∞0,1 = 2/3, which correspond to
values obtained in [5, 6, 9].

Example 3. First Simpson’s rule: 𝑛 = 2, 𝑥⃗ = (−1, 0, 1), and𝜏 = 1. Also, 𝑎⃗ = (1/3, 4/3, 1/3) and 𝑛0 = 3. The quadrature
formula is

∫1
−1
𝑓 (𝑥) 𝑑𝑥 ≈ 13𝑓 (−1) + 43𝑓 (0) + 13𝑓 (1) . (39)

For 𝑙 = 0, 1, 2, 3, we have
𝐾𝑙2 (𝜂; 1, 1) = −(1 − 𝜂)

𝑙

(𝑙 + 1)! (𝜂 + 𝑙 − 23 ) 1𝐼+ (𝜂)

+ (−1)𝑙+1 (𝜂 + 1)𝑙(𝑙 + 1)! (𝜂 − 𝑙 − 23 ) 1𝐼− (𝜂) .
(40)
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We obtain

󵄩󵄩󵄩󵄩󵄩𝐾𝑙0,2 (⋅; 1, 1)󵄩󵄩󵄩󵄩󵄩𝑞,𝐼 =
{{{{{{{{{

1(𝑙 + 1)! [2∫
1

0
(1 − 𝜂)𝑙𝑞 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝜂 + (𝑙 − 2)3
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝑞 𝑑𝜂]1/𝑞 for 1 ≤ 𝑞 < ∞

1(𝑙 + 1)!max
𝜂∈𝐼+

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(1 − 𝜂)
𝑙 (𝜂 + (𝑙 − 2)3 )󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 for 𝑞 = ∞.

(41)

For 𝑝 = ∞ and 𝑞 = 1, we get 𝐶0,∞0,2 = 5/9, 𝐶1,∞0,2 = 8/81,𝐶2,∞0,2 = 1/36, and 𝐶3,∞0,2 = 1/90, which correspond to con-
stants obtained in [5, 7–10].

Example 4. Second Simpson’s rule: 𝑛 = 3, 𝑥⃗ = (−1, −1/3,1/3, 1), and 𝜏 = 1. Also, 𝑎⃗ = (1/4, 3/4, 3/4, 1/4) and 𝑛0 = 3.
The quadrature formula is

∫1
−1
𝑓 (𝑥) 𝑑𝑥 ≈ 14𝑓 (−1) + 34𝑓(−13) + 34𝑓(13)

+ 14𝑓 (1) .
(42)

For 𝑙 = 0, 1, 2, 3, we have
𝐾𝑙3 (𝜂; 1, 1)

= −[(1 − 𝜂)𝑙(𝑙 + 1)! (𝜂 + 𝑙 − 34 ) + 34𝑙! (13 − 𝜂)
𝑙

+
]

⋅ 1𝐼+ (𝜂) + (−1)𝑙+1

⋅ [(𝜂 + 1)𝑙(𝑙 + 1)! (𝜂 − 𝑙 − 34 ) − 34𝑙! (𝜂 + 13)
𝑙

+
] 1𝐼− (𝜂) .

(43)

Example 5. A 2-point Gauss rule: 𝑛 = 1, 𝑥⃗ = (−1/√3, 1/√3),
and 𝜏 = 1. Also, 𝑎⃗ = (1, 1) and 𝑛0 = 3.Thequadrature formula
is

∫1
−1
𝑓 (𝑥) 𝑑𝑥 ≈ 𝑓(− 1√3) + 𝑓(

1√3) . (44)

For 𝑙 = 0, 1, 2, 3, we have
𝐾𝑙1 (𝜂; 1, 1)

= 1(𝑙 + 1)! [(1 − 𝜂)𝑙+1 − (𝑙 + 1) ( 1√3 − 𝜂)
𝑙

+

]
⋅ 1𝐼+ (𝜂)
+ (−1)𝑙+1(𝑙 + 1)! [(𝜂 + 1)𝑙+1 − (𝑙 + 1) (𝜂 + 1√3)

𝑙

+

]
⋅ 1𝐼− (𝜂) .

(45)

Example 6. A 3-point Gauss rule: 𝑛 = 2, 𝑥⃗ = (−√3/5, 0,√3/5), and 𝜏 = 1. Also, 𝑎⃗ = (5/9, 8/9, 5/9) and 𝑛0 = 5. The
quadrature formula is

∫1
−1
𝑓 (𝑥) 𝑑𝑥 ≈ 59𝑓(−√35) + 89𝑓 (0) + 59𝑓(√35) . (46)

For 𝑙 = 0, 1, 2, 3, 4, 5, we have
𝐾𝑙0,2 (𝜂; 1, 1)

= 1(𝑙 + 1)! [(1 − 𝜂)𝑙+1 − 59 (𝑙 + 1) (√35 − 𝜂)
𝑙

+

]
⋅ 1𝐼+ (𝜂)
+ (−1)𝑙+1(𝑙 + 1)! [(𝜂 + 1)𝑙+1 − 59 (𝑙 + 1) (𝜂 + √35)

𝑙

+

]
⋅ 1𝐼− (𝜂) .

(47)

Example 7. First nonstandard rule: 𝑛 = 1, 𝑥⃗ = (−2, 2), and𝜏 = 2. Also, 𝑎⃗ = (1, 1) and 𝑛0 = 1. The quadrature formula is

∫1
−1
𝑓 (𝑥) 𝑑𝑥 ≈ 𝑓 (−2) + 𝑓 (2) . (48)

For 𝑙 = 0, 1, we have
𝐾𝑙1 (𝜂; 2, 1)
= 1(𝑙 + 1)! [(1 − 𝜂)𝑙+1+ − (𝑙 + 1) (2 − 𝜂)𝑙+] 1𝐼+2 (𝜂)
+ (−1)𝑙+1(𝑙 + 1)! [(𝜂 + 1)𝑙+1+ − (𝑙 + 1) (𝜂 + 2)𝑙+] 1𝐼−2 (𝜂) .

(49)

Example 8. Second nonstandard rule: 𝑛 = 2, 𝑥⃗ = (−√2,0, √2), and 𝜏 = √2. Also, 𝑎⃗ = (1/6, 10/6, 1/6) and 𝑛0 = 3.
The quadrature formula is

∫1
−1
𝑓 (𝑥) 𝑑𝑥 ≈ 16𝑓 (−√2) + 106 𝑓 (0) + 16𝑓 (√2) . (50)

For 𝑙 = 0, 1, 2, 3, we have
𝐾𝑙2 (𝜂;√2, 1)

= 1(𝑙 + 1)! [(1 − 𝜂)𝑙+1+ − (𝑙 + 1)6 (√2 − 𝜂)𝑙
+
] 1𝐼+
√2

(𝜂)
+ (−1)𝑙+1(𝑙 + 1)! [(𝜂 + 1)𝑙+1+ − (𝑙 + 1)6 (𝜂 + √2)𝑙

+
]

⋅ 1𝐼−
√2

(𝜂) .

(51)
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Example 9. Third nonstandard rule: 𝑛 = 2, 𝑥⃗ = (2, 0, 2), and𝜏 = 2. Also, 𝑎⃗ = (1/12, 11/6, 1/12) and 𝑛0 = 3.Thequadrature
formula is

∫1
−1
𝑓 (𝑥) 𝑑𝑥 ≈ 112𝑓 (−2) + 116 𝑓 (0) + 112𝑓 (2) . (52)

For 𝑙 = 0, 1, 2, 3, we have
𝐾𝑙2 (𝜂; 2, 1)
= 1(𝑙 + 1)! [(1 − 𝜂)𝑙+1+ − (𝑙 + 1)12 (2 − 𝜂)𝑙+] 1𝐼+2 (𝜂)

+ (−1)𝑙+1(𝑙 + 1)! [(𝜂 + 1)𝑙+1+ − (𝑙 + 1)12 (𝜂 + 2)𝑙+] 1𝐼−2 (𝜂) .
(53)

Example 10. Gauss-Radau rule: 𝑛 = 1, 𝑥⃗ = (−1/3, 1), and 𝜏 =1. Also, 𝑎⃗ = (3/2, 1/2) and 𝑛0 = 2. The quadrature formula is

∫1
−1
𝑓 (𝑥) 𝑑𝑥 ≈ 32𝑓(−13) + 12𝑓 (1) . (54)

For 𝑙 = 0, 1, 2, we have
𝐾𝑙1 (𝜂; 1, 1) = −(1 − 𝜂)

𝑙

(𝑙 + 1)! (𝜂 + 𝑙 − 12 ) 1𝐼+ (𝜂)

+ (−1)𝑙+1(𝑙 + 1)! [(𝜂 + 1)𝑙+1 − 32 (𝑙 + 1) (𝜂 + 13)
𝑙

+
]

⋅ 1𝐼− (𝜂) .

(55)

4. Composite Rules

For an integral ∫𝑏
𝑎
𝑓(𝑋)𝑑𝑋, where 𝑓 ∈ 𝐴𝐶𝑙+1,𝑝([𝑎, 𝑏]), a

composite rule uses a partition of [𝑎, 𝑏] in 𝑀 subintervals
and applies a formula on each subinterval. To simplify, we
consider subintervals of equal length ℎ = (𝑏−𝑎)/2𝑀. To allow
the possibility that 𝜏 > 1, which cause an overlap between
subintervals, we suppose also that 𝑓 ∈ 𝐴𝐶𝑙+1,𝑝([𝑎󸀠, 𝑏󸀠]),
where 𝑎󸀠 < 𝑎 < 𝑏 < 𝑏󸀠 and [𝑎−(𝜏−1)ℎ, 𝑏+(𝜏−1)ℎ] ∈ [𝑎󸀠, 𝑏󸀠],
for ℎ small enough or equivalently𝑀 large enough. Let us set𝜉𝑚 = 𝑎 + 2𝑚ℎ for𝑚 = 0, 1, 2, . . . ,𝑀, and 𝑐𝑚 = (𝜉𝑚−1 + 𝜉𝑚)/2,
for𝑚 = 1, 2, 3, . . . ,𝑀. Then

∫𝑏
𝑎
𝑓 (𝑋) 𝑑𝑋 = 𝑀∑

𝑚=1

∫𝜉𝑚
𝜉𝑚−1

𝑓 (𝜉) 𝑑𝜉

= 𝑀∑
𝑚=1

∫ℎ
−ℎ
𝑓 (𝑐𝑚 + 𝑥) 𝑑𝑥

= ℎ 𝑀∑
𝑚=1

𝑄 (𝑓 (𝑐𝑚 + ⋅) ; ℎ) .

(56)

The composite rule 𝐶𝑄𝑛(𝑓) is then defined by

𝐶𝑄𝑛 (𝑓) = ℎ 𝑀∑
𝑚=1

𝑄𝑑𝑛 (𝑓 (𝑐𝑚 + ⋅) ; ℎ) . (57)

The truncation error is

∫𝑏
𝑎
𝑓 (𝑋) 𝑑𝑋 − ℎ 𝑀∑

𝑚=1

𝑄𝑑𝑛 (𝑓 (𝑐𝑚 + ⋅) ; ℎ)

= ℎ 𝑀∑
𝑚=1

𝑅𝑛 (𝑓 (𝑐𝑚 + ⋅) ; ℎ) .
(58)

But 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝑀∑
𝑚=1

𝑅𝑛 (𝑓 (𝑐𝑚 + ⋅) ; ℎ)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 ≤
𝑀∑
𝑚=1

󵄨󵄨󵄨󵄨𝑅𝑛 (𝑓 (𝑐𝑚 + ⋅) ; ℎ)󵄨󵄨󵄨󵄨
≤ 𝑀∑
𝑚=1

ℎ𝑙+1−1/𝑝𝐶𝑙,𝑝𝑛 󵄩󵄩󵄩󵄩󵄩𝑓(𝑙+1)󵄩󵄩󵄩󵄩󵄩𝑝,𝑐𝑚+𝐼𝐻
≤ ℎ𝑙+1−1/𝑝𝐶𝑙,𝑝𝑛

𝑀∑
𝑚=1

󵄩󵄩󵄩󵄩󵄩𝑓(𝑙+1)󵄩󵄩󵄩󵄩󵄩𝑝,𝑐𝑚+𝐼𝐻 .

(59)

To measure the overlap for 1 ≤ 𝑝 < ∞, let us define𝑁𝑝(𝜏) by
𝑁𝑝 (𝜏) = {{{

⌈𝜏⌉ for 1 ≤ 𝑝 < ∞
1 for 𝑝 = ∞; (60)

then
𝑀∑
𝑚=1

󵄩󵄩󵄩󵄩󵄩𝑓(𝑙+1)󵄩󵄩󵄩󵄩󵄩𝑝,𝑐𝑚+𝐼𝐻

≤
{{{{{{{{{
𝑀1−1/𝑝 [ 𝑀∑

𝑚=1

󵄩󵄩󵄩󵄩󵄩𝑓(𝑙+1)󵄩󵄩󵄩󵄩󵄩𝑝𝑝,𝑐𝑚+𝐼𝐻]
1/𝑝

(1 ≤ 𝑝 < ∞)
𝑀󵄩󵄩󵄩󵄩󵄩𝑓(𝑙+1)󵄩󵄩󵄩󵄩󵄩∞[𝑎󸀠 ,𝑏󸀠], (𝑝 = ∞)

≤ 𝑀1−1/𝑝𝑁𝑝 (𝜏) 󵄩󵄩󵄩󵄩󵄩𝑓(𝑙+1)󵄩󵄩󵄩󵄩󵄩𝑝,[𝑎󸀠 ,𝑏󸀠] ,

(61)

and we obtain󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝑀∑
𝑚=1

𝑅𝑛 (𝑓 (𝑐𝑚 + ⋅) ; ℎ)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ ℎ𝑙 (𝑏 − 𝑎2 )1−1/𝑝 𝐶𝑙,𝑝𝑛 𝑁𝑝 (𝜏) 󵄩󵄩󵄩󵄩󵄩𝑓(𝑙+1)󵄩󵄩󵄩󵄩󵄩𝑝,[𝑎󸀠 ,𝑏󸀠] .
(62)

5. Symmetric Interpolatory Rules

In case of symmetry with respect to 𝑥 = 0, more precisely
when

𝑥𝑖 = −𝑥𝑛−𝑖, for 𝑖 = 0, 1, 2, . . . , 𝑛, (63)

we have
𝑎𝑖 = 𝑎𝑛−𝑖, for 𝑖 = 0, 1, 2, . . . , 𝑛. (64)

As a consequence, we have 𝐾𝑙𝑛(−𝜂; 𝜏, 1) = (−1)𝑙+1𝐾𝑙𝑛(𝜂; 𝜏, 1),
for 𝑙 = 0, . . . , 𝑛0. Moreover, 𝑅𝑛(𝑓; ℎ) = 0 for any monomials
of odd degree; then 𝑛0 is odd and 𝐾𝑛00,𝑛(𝜂; 𝜏, 1) is an even
function. Moreover, for 𝑓(𝑥) = 𝑥𝑗, since 𝑓(𝑙+1)(𝑥) =(𝑗)𝑙+1𝑥𝑗−(𝑙+1), for two nonnegative integers 𝑗 and 𝑙, it follows
that
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𝑅𝑛 (𝑥𝑗; ℎ) =
{{{{{{{{{{{

0 for 𝑗 ≤ 𝑛0,
0 for 𝑗 > 𝑛0 and 𝑗 odd,
2ℎ𝑗 (𝑗)𝑛0+1 ∫

1

0
𝜂𝑗−(𝑛0+1)𝐾𝑛00,𝑛 (𝜂; 𝜏, 1) 𝑑𝜂 for 𝑗 > 𝑛0 and 𝑗 even.

(65)

For some polynomials, we can evaluate exactly the trun-
cation error, as mentioned in [10] for Simpson’s rule. Indeed,
let

𝑓 (𝑥) = 𝑝𝑛0+2 (𝑥) = 𝑝𝑛0 (𝑥) + 𝛼𝑛0+1𝑥𝑛0+1 + 𝛼𝑛0+2𝑥𝑛0+2, (66)

where 𝑝𝑛0(𝑥) is a polynomial of degree ≤ 𝑛0. Then we have

𝑝(𝑛0+1)𝑛0+2
(𝑥) = (𝑛0 + 1)!𝛼𝑛0+1 + (𝑛0 + 2)!𝛼𝑛0+2𝑥. (67)

It follows, for the composite rule, that

𝑅𝑛 ((𝑐𝑚 + ⋅)𝑛0+1 ; ℎ) = (𝑛0 + 1)! ∫𝐻
−𝐻

𝐾𝑛00,𝑛 (𝑦;𝐻, ℎ) 𝑑𝑦
= (𝑛0 + 1)!ℎ𝑛0+1 ∫𝜏

−𝜏
𝐾𝑛00,𝑛 (𝜂; 𝜏, 1) 𝑑𝜂

= 2 (𝑛0 + 1)!ℎ𝑛0+1 ∫𝜏
0
𝐾𝑛00,𝑛 (𝜂; 𝜏, 1) 𝑑𝜂,

𝑅𝑛 ((𝑐𝑚 + ⋅)𝑛0+2 ; ℎ) = (𝑛0
+ 2)! ∫𝜏

−𝜏
(𝑐𝑚 + 𝑦)𝐾𝑛0𝑛 (𝑦;𝐻, ℎ) 𝑑𝑦

= (𝑛0
+ 2)! [𝑐𝑚 ∫𝜏

−𝜏
𝐾𝑛0𝑛 (𝑦;𝐻, ℎ) 𝑑𝑦 + ∫𝜏

−𝜏
𝑦𝐾𝑛0𝑛 (𝑦;𝐻, ℎ) 𝑑𝑦]

= 2 (𝑛0 + 2)!𝑐𝑚ℎ𝑛0+1 ∫𝜏
0
𝐾𝑛0𝑛 (𝜂; 𝜏, 1) 𝑑𝜂.

(68)

So we have

𝑅𝑛 (𝑝𝑛0+2 (𝑐𝑚 + ⋅) ; ℎ) = 𝛼𝑛0+1𝑅𝑛 ((𝑐𝑚 + ⋅)𝑛0+1 ; ℎ)
+ 𝛼𝑛0+2𝑅𝑛 ((𝑐𝑚 + ⋅)𝑛0+2 ; ℎ) = 2 (𝑛0
+ 1)!ℎ𝑛0+1 [𝛼𝑛0+1 + (𝑛0 + 2) 𝛼𝑛0+2𝑐𝑚] ∫

𝜏

0
𝐾𝑛0𝑛 (𝜂; 𝜏, 1) 𝑑𝜂.

(69)

Moreover we obtain

ℎ 𝑀∑
𝑚=1

𝑅0,𝑛 (𝑝𝑛0+2 (𝑐𝑚 + ⋅) ; ℎ) = 2 (𝑛0 + 1)!ℎ𝑛0+2 [𝛼𝑛0+1𝑀+ (𝑛0 + 2) 𝛼𝑛0+2
𝑀∑
𝑚=1

𝑐𝑚]∫𝜏
0
𝐾𝑛0𝑛 (𝜂; 𝜏, 1) 𝑑𝜂

= 2 (𝑛0 + 1)!ℎ𝑛0+1 (𝑏 − 𝑎2 ) [𝛼𝑛0+1 + (𝑛0 + 2) 𝛼𝑛0+2 (𝑎 + 𝑏2 )]∫𝜏
0
𝐾𝑛0𝑛 (𝜂; 𝜏, 1) 𝑑𝜂,

(70)

because
𝑀∑
𝑚=1

𝑐𝑚 = 𝑎 + 𝑏2 𝑀. (71)

Then we have a general explanation of the result mentioned
in [10] for Simpson’s rule applied to quartic and quintic
polynomials.

Example 11. Midpoint rule: 𝑛 = 0, 𝜏 = 1, and 𝑛0 = 1;
∫1
0
𝐾10 (𝜂; 1, 1) 𝑑𝜂 = 16 , (72)

and for 𝑝3(𝑥) we have
∫𝑏
𝑎
𝑝3 (𝜉) 𝑑𝜉 − 𝐶𝑄0 (𝑝3)
= 112 [𝛼2 + 3𝛼3 (𝑎 + 𝑏2 )] (𝑏 − 𝑎)3𝑀2 .

(73)

Example 12. Trapezoidal rule: 𝑛 = 1, 𝜏 = 1, and 𝑛0 = 1;
∫1
0
𝐾11 (𝜂; 1, 1) 𝑑𝜂 = −13 , (74)

and for 𝑝3(𝑥) we have
∫𝑏
𝑎
𝑝3 (𝜉) 𝑑𝜉 − 𝐶𝑄1 (𝑝3)
= −16 [𝛼2 + 3𝛼3 (𝑎 + 𝑏2 )] (𝑏 − 𝑎)3𝑀2 .

(75)

Example 13 (see [10]). First Simpson (1/3, 4/3, 1/3) rule: 𝑛 =2, 𝜏 = 1, and 𝑛0 = 3;
∫1
0
𝐾32 (𝜂; 1, 1) 𝑑𝜂 = − 1180 , (76)
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and for 𝑝5(𝑥) we have
∫𝑏
𝑎
𝑝5 (𝜉) 𝑑𝜉 − 𝐶𝑄2 (𝑝5)
= − 1120 [𝛼4 + 5𝛼5 (𝑎 + 𝑏2 )] (𝑏 − 𝑎)5𝑀4 .

(77)

Example 14. Second Simpson (1/4, 3/4, 3/4, 1/4) rule: 𝑛 = 3,𝜏 = 1, and 𝑛0 = 3;
∫1
0
𝐾30,3 (𝜂; 1, 1) 𝑑𝜂 = − 1405 , (78)

and for 𝑝5(𝑥) we have
∫𝑏
𝑎
𝑝5 (𝜉) 𝑑𝜉 − 𝐶𝑄3 (𝑝5)
= − 1270 [𝛼4 + 5𝛼5 (𝑎 + 𝑏2 )] (𝑏 − 𝑎)5𝑀4 .

(79)

Example 15. First nonstandard rule: 𝑛 = 1, 𝜏 = 2, and 𝑛0 = 1;
∫2
0
𝐾11 (𝜂; 2, 1) 𝑑𝜂 = −176 , (80)

and for 𝑝3(𝑥) we have
∫𝑏
𝑎
𝑝3 (𝜉) 𝑑𝜉 − 𝐶𝑄1 (𝑝3)
= −172 [𝛼2 + 3𝛼3 (𝑎 + 𝑏2 )] (𝑏 − 𝑎)3𝑀2 .

(81)

Similar results for monomial of degree 𝑘 ≥ 𝑛0 + 2 require
the evaluation of ∑𝑀𝑚=1 𝑐𝑙𝑚 for 𝑙 ≥ 2, which is not simple.
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