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Capacity of a wireless link can be enhanced by increasing the number of receive antennas. However, imposed receiver physical
size constraints necessitate that the antenna elements be in close proximity, which typically reduces the overall link capacity of
the wireless channel. Counterintuitively, under certain conditions the capacity of the overall link can be enhanced by decreasing
antenna spacings. The focus of this paper is that of identifying the fundamental mechanisms and the conditions that give rise to
this excess capacity. Closed-form expressions that directly quantify this capacity gain are derived based on a representative circuit
theoretic model. Interesting insights are developed about the impact of different noise and interference sources and the limiting
effect of heat losses in the antenna system. The capacity analysis is subsequently generalized to encompass the effect of antenna
current deformation and load mismatch due to mutual coupling, based on the standard Method of Moments (MoM) analysis,

demonstrating similar capacity enhancement behavior as predicted by the closed-form expressions.

1. Introduction

The maximum rate of information transfer through a com-
munications link is quantified by the mutual information
shared between the transmitter and the receiver. The mutual
information can be optimized by matching the transmitter
source coding and modulation to the channel, which attains
the channel capacity [1, pp. 183-241]. In this paper, references
made to capacity presuppose such channel matching. It is
well known that the capacity of a wireless channel can be
significantly enhanced by the use of multiple element arrays
(MEAs) in the form of single input multiple output (SIMO)
or multiple input multiple output (MIMO) systems [2].
MEAs have been extensively investigated, implemented, and
published over the past two decades and it is beyond the scope
of this paper to provide an overview of this extensive area
of research. A general observation is that while the channel
capacity increases approximately linearly with the number of
antenna elements, it is ultimately limited by the overall physi-
cal size of the MEA [3-8]. This is a fundamental limitation of
MEAs incorporated into mobile handheld receivers in which
the physical size constraints result in small antenna spacings.

Most prior studies on closely spaced antenna systems (e.g.,
[3] and the references therein) focus on the signal spatial
correlation (SSC), which increases with smaller interelement
spacings. The terms “closely spaced” and “densely packed” in
this paper are interchangeably used and will be taken to mean
that the MEA elements are spaced less than half a carrier
wavelength apart.

More recently, the issue of mutual coupling, which occurs
due to electromagnetic interaction between MEA elements,
has received more attention [4-8]. In most of these publi-
cations mutual coupling has been typified as a deteriorating
factor that results in increased SSC [4-6] and bigger return
losses [7, 8], hence a reduced capacity. But counter to the gen-
erally accepted notion that increased mutual coupling results
in capacity loss, [9, 10] have reported increased capacity in the
MIMO system comprising closely spaced coupled antennas
relative to the case involving widely separated noninterfering
elements. Reference [9] has ascribed this capacity gain to
the decreased SSC at certain nonzero values of mutual
coupling. This argument, however, is contrary to other
related works, for example, [4, 5], that have reported mono-
tonically increasing SSC with increasing mutual coupling.
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Reference [10] has attributed this capacity gain to the
increased effective aperture of the antenna system at small
spacings based on full-wave electromagnetic analysis, which,
due to the numerical analysis details, partially obfuscates
the underlying principles. Our in-depth analysis of channel
capacity is aimed at clarifying these conflicting reports and
is a contribution of this paper. As aptly shown by Cover
and Thomas [1, pp. 183-241], the capacity of a MIMO
communications channel cannot be increased by a weighted
combining of the individual conducted channels. Further-
more, a combining process that is not isomorphic, such
that it is not invertible, generally results in a loss in mutual
information that deviates further from the attainable capac-
ity. However, while this is applicable to conducted MIMO
signals it is not directly applicable to the combining via
mutual coupling of antenna elements. The transition from
radiated to conducted energy via an antenna element is a
lossy process in that the radiation mode of the receiving
antenna is invariably significantly mismatched to the mode
of the incident electromagnetic field. This modal mismatch
loss is serendipitously partially ameliorated by the mutual
coupling that invariantly exists between antenna elements
of close proximity, resulting in the observed capacity gain.
This concept will be exemplified analytically in Section 3 of
this paper based on an idealized SIMO system consisting of
identical electrically short dipole antennas at the receiver. The
approximate simplified expressions developed in Section 3 of
this paper illuminate the underlying mechanisms of capacity
enhancement in densely packed arrays and are a contribution
of this paper. The SIMO system allows us to exploit the linear-
ity of the receiver processing and develop several insightful
closed-form expressions. These expressions illuminate the
underlying mechanisms of the capacity enhancement achiev-
able with the multiple element closely spaced antenna systems
(MECSA) relative to the case with zero mutual coupling,
that is, the widely separated multiple element noninterfering
antenna system (MENIA), and are the main contribution
of this paper. Had we considered MIMO systems for our
analysis, channel capacity relations would have involved
nonlinear processing (e.g., water-filling) that would obscure
the essence of this capacity gain.

The increase in MEA’s effective aperture at small interele-
ment spacings has been known to the antennas and propaga-
tion community as array superdirectivity for many years but
its implication on channel capacity has only been considered
relatively recently. As shown in [11] the optimum space time
(ST) processing that achieves the capacity of a SIMO channel,
under Gaussian channel noise and Gaussian source entropy,
is equivalent to the processing that results in maximum
MEA directivity. As such, the ST processing that achieves
the capacity of the communications channel may derive
the densely packed array into a superdirectivity regime.
The problem is, however, that superdirectivity is associated
with low efficiency, for example, narrow bandwidth and
high sensitivity to beamforming weights. References [12, 13]
have developed a frame work to compute capacity while
constraining the tolerable level of superdirectivity. While
these publications and the references therein have reported
important finding about array superdirectivity and its impact
on channel capacity, nonetheless, these studies have not
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incorporated detailed models of receiver front end and noise
in their studies. Fundamental to the capacity analysis is
the statistics of the channel noise, which ultimately sets the
signal to noise ratio achievable by the MEA and hence the
capacity. In this paper, we adopt a network theory framework
similar to [14] to model the noise generated internally
within the receiver, which will be described in Section 2.
We note that [15] has also studied the impact of mutual
coupling on channel noise and its implication on MIMO
system capacity; however, the results therein take a different
approach based on establishing front-end design principles
for MIMO receivers.

How channel capacity is influenced by mutual coupling
under dominating receiver amplifier noise and spatially white
interference has been discussed in [11] and [16], respectively.
But heat losses in the antenna system, which as will be
shown in Section 3 of this paper significantly impact the
achievable capacity of densely packed antenna systems, have
not been incorporated into the developed capacity relations
in these publications. We note that the authors in [13] have
incorporated antenna heat losses in their analysis of channel
capacity. But the capacity formulations developed in [13]
ignore the impact of receiver circuit and noise correlation;
hence, the achievable capacity of a densely packed MEA
system is not clear from the results developed therein. Also,
to the best of authors’ knowledge, the question of highly
directional interference (HDI) and its impact on the capacity
of closely spaced antenna systems has not been treated before.
Our theoretical analysis of channel capacity involves different
scenarios of channel noise including the dominant HDI case.
The “HDI” in this paper refers to interfering signals that
arrive from a narrow spatial angle, for example, interference
due to a nearby transmitter or a jammer.

The impact of element spacing on the usable band-
width of densely packed arrays has been extensively studied
in [12] and the references therein. But, for the sake of
completeness, the impact of element spacing on the array
bandwidth of operation will be briefly discussed in Section 3.
In Section 4, extensions will be made to analysis of practical
implementable antenna elements based on the standard
MoM. The MoM analysis illustrates the impact of antenna
current deformation on channel capacity, which is another
contribution of this paper. The behavior of the capacity,
observed based on the numerical MoM analysis, closely
resembles the predictions made by the developed closed-
form relations. Hence the understanding of the fundamental
mechanisms of the capacity enhancement pervades into more
generalized configurations. The impact of load mismatch on
the achievable capacity of MECSA systems is also discussed
in Section 4. Conclusions are provided in Section 5.

2. System Model

A SIMO system is considered, which consists of a single
transmit antenna that is located far from an M-element
receive MEA such that the transmit antenna pattern is not
influenced by loading and mutual coupling in the receive
MEA and vice versa. The transmit and the receive antennas
are taken to be linearly polarized antennas aligned with
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the propagated electric field which travels through a linear,
passive, and isotropic medium, in the horizontal plane. The
receive MEA elements are taken to be identical electrically
short dipoles made from perfectly conducting thin wires.
Electrically short implies that the antenna scatters negligibly
when open-circuited and that the current distribution on its
conductor is not affected by nearby scattering objects, mutual
coupling to other antennas, and loading.

The source entropy of the transmitter is represented by
a carrier modulated pulse function that is modulated by
the random data-dependent complex symbol, denoted by s,
which has a zero-mean Circularly Normal (CN) density, also
known as circularly symmetric complex normal density. A
power constraint is imposed such that the radiated power
density in the direction of the receive MEA is E[ss*] = E,
where E, [] denotes the expectation with respect to “x” and
the superscript “*” denotes the complex conjugate.

The transmit signal is assumed to be narrowband such
that the antenna impedances are approximately constant
(not frequency-dependent) over the extent of the signal
bandwidth. Narrowband also subsumes that the maximum
propagation delay across the physical dimensions of the
receive MEA is much smaller than the inverse of the signal
symbol bandwidth. As such the ST processing can be done
separately in the temporal and the spatial domains [17, pp.
352-64]. To focus the analysis, henceforth the temporal
processing (e.g., signal demodulation) is implied.

The complex vector of baseband voltages across open-
circuit antenna terminals is given as

Vo = Shs + VEN> (1)

where hg € CM is the M x 1 vector of instantaneous complex
channel gains which incorporates all of the spatial charac-
teristics of the incident electromagnetic wave. Under free
space conditions hg embodies the signal direction induced on
the receive MEA by the incoming signal plane wave. Under
scattering conditions with large angular spread at the receiver,
hg will have a zero-mean jointly CN density. A normalization
of channel gains is considered such that h{'hg = M for free
space and Ej_ [h?hs] = M for scattering, which maps the
transmit power constraint into the intensity of the incident
electromagnetic signal at the receiver. The M x 1 vector vgy €
cM represents the vector of open-circuit antenna voltages
due to cochannel interfering signals that are intercepted by
the receiver antennas. These radiated interference signals are
denoted in this paper as extrinsic noise (EN). In general,
EN may include thermal radiation, cosmic background (sky
noise), and cochannel HDIs due to other transmitters and
electronic devices in the channel.

The transfer of signal and noise power between the
MEA and the M uncoupled identical receiver channels is
controlled using a lossless multiport decoupling network,
also known as multiport matching network [18], as shown
in Figure 1. The impact of load mismatch will be treated in
Section 4. Although lossless multiport matching networks
are practically difficult to implement, they provide a con-
venient theoretical construct that allows us to study the
impact of small interelement spacing on the signal power

collection capability and noise characteristics of MECSA.
In practice, suboptimal matching strategies, such as the
adaptive uncoupled matching presented in [19], may be used
to mitigate the negative impact of impedance mismatch
on the data throughput of the communications link. As
will be demonstrated in Section 4, the capacity of a SIMO
system can still be enhanced with mutual coupling even
if no optimization of the multiport impedance network is
assumed. However, this is not necessarily true for the MIMO
case where accurate multiport matching is crucial to realize
enhanced gain with mutual coupling. In a MIMO system,
multiport matching not only eliminates the losses due to
impedance mismatch but also decouples the antennas, hence,
making spatial multiplexing possible even as antenna spacing
approaches zero [20]. A possible lossless multiport conjugate
impedance match is one that results in the maximum signal
energy transfer to receiver output loads, denoted by z;. An
ideal invertible matching network may be given as [14]

12
[ZMII ZMIZ] _ X\ (”ORA) ) @)

Zyor Ly (roRy)" x,1

where T € RMM denotes the M x M identity matrix,
R,, X, € R™M denote the resistance and reactance matrices
of the MEA (ie, Z, = R, + jX,), and z, = 7, + jx,
is the impedance looking into port m € {1,..., M} of the
matching network from the receiver side and may be tuned
to minimize the receiver noise figure [14, 20]. Also, A2 =
V(A)A(A)l/ 2V (A)H denotes the positive definite square root
of the positive definite matrix A. V(A) is the matrix of
eigenvectors, A(A) is the diagonal matrix of eigenvalues of A,
and superscript “H” denotes the Hermitian transpose. From
reciprocity and conservation of energy, R, is symmetric and
has positive real eigenvalues and, hence, is positive definite.
Since R, is positive definite, it is invertible and its inverse,
R,', is also positive definite. The antenna array plus the
matching network can then be represented by a Thevenin
equivalent circuit with vy, = \/%R_Al/ %y, and Zyy, = 2,1 [21].

We assume that there is no coupling between channel
electronics such as amplifiers and mixers. That is, coupling
only occurs between the antennas. This ignores the possibility
of receiver channel noise correlation due to phase noise
of common oscillator signals used for downconversion and
sampling. With this approximation, the receiver channels
downstream the multiport matching network are modeled
by a bank of identical and uncoupled linear noisy two-port
networks based on the Rothe-Dahlke model [22], as shown
in Figure 1. Accordingly, noise generated internally within
each receiver channel is represented by independent voltage
and current sources, v,,,, and i,,,,, which have zero-mean CN
densities. That is, E, i [vaiaH] =0 e RMM ynd E, [vavf] =
0’1, E, li,il'] = 071, where [v,],, = v, and [i],, = igp-

The circuit in Figure 1 may be solved to obtain the voltages
across output loads z;, as v, = G(vyy, — viy), where vy =
v, + (2g + 2Z.p)1, represents the M x 1 vector of intrinsic
noise (IN) voltages due to noisy electronics downstream the
matching network. The impedance z_,, is the Rothe-Dahlke
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FIGURE L: Receiver circuit model. According to Rothe-Dahlke noise model, any two-port circuit with internal noise sources can be represented

by a 2 x 2 equivalent network impedance matrix, noise voltage, and current sources v,

derived from Figure 2 of the paper in [14].

correlation impedance [22] shown in Figurel, and G is a
transformation matrix which is diagonal since the receiver
channels downstream the matching network are assumed
to be independent. As G is diagonal, it is also invertible.
Since G and R, are both invertible matrices and given that
invertible transformations do not influence the capacity of
a communications link [1, pp. 183-241], it is convenient to
normalize v, in order to obtain a simpler expression as

RY2
vi 2 =2 |G'v, =shg+v (3)
L \/r—o 7y N N>
where vy = vpy — (RL/ ?/\[Fo)vix represents the overall

system noise and hg, s were defined earlier. Note that the
normalization in (3) maps the load voltages v, to the open-
circuited antenna terminal voltages v; .

Recall that v, and i, are mutually independent and that
the front-end amplifiers and the downstream receiver com-
ponents are identical and uncoupled. As such, the intrinsic
noise covariance matrix is diagonal; that is, E, [vinvix] =
oI Consequently, the overall system noise covariance may
be given as

2
o
Qy =Ey, [VNVg ] = Qpy + —rIN Ry, (4)
0

where Qgy = E,_ [VenVin] is the covariance of the EN noise.

3. Channel Capacity with Multiport Matching

A SIMO channel is considered and channel state information
(CSI) is assumed to be known at the receiver. That is, the

> L and correlation impedance z,. This figure is

cor*

vector of open-circuit instantaneous complex channel gains,
hg, and the covariance of the zero-mean CN noise, Qy, are
known and are constant during a signal snapshot period,
which is defined here as the time duration for transmission
and reception of one information symbol.

The objective of the receiver processing is that of the
estimation of the transmit information symbol s, based on
combining the channel event observables of v;, which is
referred to as spatial match filtering (SMF) in this paper.
Since noise is Gaussian, the optimum SMF processing is a
Generalized Matched Filter (GMF). The GMF output is a
scalar sufficient statistic given as [23, pp. 524-32]

T =Re (WHVL) 5 (5)
where Re[x] is the real part of x and

Q'h
w= N (6)
lQx'h,

is the normalized vector of optimum SMF weights. Also, ||x]|,
is the Euclidean norm of x.

Information capacity, or simply capacity, is defined as the
supremum of the achievable data rate, at which the transmit
symbol, s, can be reconstructed at the receiver with arbitrarily
low probability of error [1, pp. 183-241]. Let a channel event
be defined as the process of transmission and reception of
a single information symbol. For a continuous alphabet CN
channel, the capacity in bits-per-transmission (bpt) is given
by Shannonss relation as

C=log, (1+7), (7)
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where 7 is SNR. Since the SMF processing of (5) preserves
mutual information, it achieves the capacity of the SIMO
channel. The SMF output SNR may be given as

P Ewhehiw
S _—_SSs- (8)

Py wHQuw

where P = [E, [T | s]|* = Ew"hgh{'w and P = E, [TT" |
s] - IEVN T | sl = wHQNw represent signal and noise
energies, respectively. The operation E [a | b] denotes the
expectation of “a” conditioned on “b” with respect to the
random properties of “x.” € is the transmit symbol energy
defined earlier. The capacity relation of (7) is known as the
instantaneous capacity or the capacity of the time-invariant
channel. In scattering environments, where hg is a random
fading process, a long term rate of reliable communications in
bits-per-transmission (bits-per-transmission is equivalent to
bits/sec/Hz when intersymbol interference is negligible) may
be obtained by averaging over many realizations of the fading
channel as

C = Ey, [log, (1 +7)]. ©)

Note that capacity relations (7) and (9) are only valid for
the assumptions given, namely, that the noise sources are
CN and independent of the transmitter symbol amplitude
modulation which is also CN. Clearly, practical source sym-
bol modulations are only approximately CN which implies
a decrease in the source entropy and hence the attained
capacity. The justification for the approximations necessary
to use Shannon’s capacity relation is the profound simplicity
of the relation and the fact that it varies monotonically with
SNR. Had we considered defining the channel based on a
binary transmitter entropy source, then Shannon’s capacity
relation would no longer be valid and only numerical capacity
computations would have been possible. Further considera-
tions of the potential capacity loss due to suboptimal coding
schemes and intersymbol interference may be found in [24,
pp- 597-688] and are beyond the scope of this paper.

3.1. Dominant Intrinsic Noise. When noise in the system is
predominantly from the noisy receiver electronics, for exam-
ple, from receiver front-end LNAs, the noise covariance of (4)
may be approximated as Qy = (UIZN /79)R,. Subsequently, the
instantaneous capacity of the SIMO system with dominant IN
can be found by replacing this approximate noise covariance
in (8) and (7) becomes

ry €
CIN = logz (1 + R_OO.TGAGMC> 5 (10)

11 ¥IN

where R,; denotes the dipole self-resistance and

G, = w'hghi'w (1

Incident
field

Receive
array

FIGURE 2: SIMO system with two identical center-fed dipoles
arranged side by side on the horizontal plane (xy) at the receiver
side. The dipoles are aligned in the direction of the z-axis and are
copolarized with the incident electric field which is also linearly
polarized.

represents the aperture gain which is defined here as the gain
in the signal power collection capability of the MENIA system
relative to the single channel receiver (SISO). Also,

Rll

— 12
wHR,w 12)

Gume =
quantifies the SNR gain due to antenna mutual coupling. For
the MENIA with R, = R;;Ithe mutual coupling gain is unity;
that is, Gyc = 1.

Next, we will consider a simple SIMO architecture based
on a receiver MEA made from a pair of electrically short
dipoles in free space to further simplify (10) and derive
closed-form expressions that reveal the underlying mech-
anisms of capacity enhancement based on closely spaced
antennas under dominant IN conditions.

3.11 The Two-Element MEA in Free Space. Consider a receive
MEA consisting of two identical electrically short dipoles in
free space arranged side by side on the horizontal plane (xy
plane) with a spacing d, measured in wavelengths, as shown
in Figure 2. The pair of dipoles are assumed to be subjected
to a signal plane wave excitation arriving from the direction
identified by angle 0.

First, consider that the incident signal is arriving from
a direction normal to the array, that is, the broadside case
(BS) with 8 = 90° in Figure 2. Due to the symmetry of this
configuration the induced antenna currents are in-phase and
equal in magnitude; hence the optimum receiver processing
is to trivially add the receiver output observables. That is, hg =
[1,1]7, and from (6) w = (1/v2)[1, 1]7, where “t” denotes the
matrix transpose. The aperture gain may then be given from
(11) as G, = 2, which is independent of antenna spacing, d.
Also, since w is an eigenvector of Qg = (0 /)Ry € R¥?,
the mutual coupling gain may be found from (12) as Gy =
Ry /A,(R,), where A (Ry) = Ry, + R, is the eigenvalue



31

L>r ’ ’ : e . . , .
1l ‘ V 7 - @ ' ) ,_“...'".'.'.",".-:v«
0

Element spacing, d, in wavelength

~~~~~~ Gme —o— C (bpt)
--- Gy o Suboptimal
—— C(bpt)

FIGURE 3: Aperture gain (G, ), mutual coupling gain (Gy¢), instan-
taneous capacity (C), and mean capacity (C) versus antenna spacing
d, for a SIMO system comprising two electrically short receive
dipoles. All curves are based on a sample SISO SNR of zero dB. The

graphs marked by “0” are produced based on the suboptimal SMF
processing with w = 1/v2)[-1,1]".

corresponding to w and R;, denotes the mutual resistance
between the two receive antennas. Consequently, the capacity
of the broadside MEA (6 = 90° in Figure 2) under dominant
IN conditions may be derived from (10) as

& 2
55— log (1 R ’_0_—). )
B 2 Ry; ofy (14R,/Ry))

From (13), as d approaches zero, R;, — R;; and Gy
approaches 0.5, which implies an equivalent loss of SNR
by a factor of two relative to the MENIA system where
R,, = 0. This observation is consistent with the generally
accepted notion that larger values of mutual coupling result in
reduced channel capacity. Intuitively, under broadside signal
and dominant IN conditions the SIMO system reduces to
SISO as antenna spacing approaches zero. This concept is
illustrated by the graphs corresponding to 8 = 90° in Figure 3,
which are calculated from (13) for a sample SISO SNR of
€/op = 0dB.

Next consider that the signal plane wave is arriving from
the direction of the array, that is, the endfire case (EF) with
0 = 0° in Figure 2. The normalized vector of channel gains
for the endfire MEA may be expressed as hg = [¢/™, /™",
Unfortunately for the endfire case the capacity relation based
on the optimal SMF processing cannot be expressed in closed
form. Here we consider a suboptimal SMF processing based
onw = (1/v2)[-1,1]" to simplify the algebraic analysis. As
will be shown, the results based on this suboptimal processing
closely agree with those computed numerically based on the
optimum weights vector of (6).

Forw = (1/+2)[-1,1]" the aperture gain may be derived
from (11) as G, = 2sin?(rd), and the mutual coupling gain
from (12) is Gyc = 1/(1 — R,,/R;;). Consequently, the SIMO
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Element spacing, d, in wavelength

— Ry =0 O Suboptimal
--- Ry =0.01R; O Mean capacity
~~~~~~ Ry = 0.1R};

FIGURE 4: Instantaneous and mean capacity versus antenna spacing
for a two-element receive MEA with heat losses for an equivalent
SISO SNR of zero dB.

capacity of the endfire MEA (0 = 0° in Figure 2) under
dominant IN may be given from (10) as
.2
Cfﬁzlog2<l+r—0£228m—(ﬂd)>. (14)
Ry, ofy (1-Ryy/Ryy)

Graphs of G, Gy, and C are shown in Figure 3 versus
spacing for the endfire case (6 =0°). These graphs are
calculated from (14) for the suboptimal processing, described
above, as well as from (10) to (12), based on the optimum
weights vector of (6). As indicated by the G, graphs of
Figure 3, the aperture gain decreases to small values as d
approaches zero, which implies that the ability of the endfire
MEA to capture signal energy degrades when the antenna
spacing d is decreased. This decrease in the aperture gain G,
may be attributed to the decreased spatial correlation between
the receiver eigenchannel w = (1/ V2)[-1,1]" and the vector
of channel gains hg (the signal subspace) at small spacings.
In other words, as the spacing is decreased to small values,
the vector of channel gains and the receiver eigenchannel
become perpendicular; that is, hg = lim, _ ,[e/™, e 7] =
[1,1]%; hence limd_>0|WHhs| =0forw = (1/V2)[-1,1]". As
indicated by the G, graphs of Figure 4, the mutual coupling
gain becomes very large when the spacing is decreased to
small values. Basically, a smaller spacing results in increased
mutual coupling which subsequently further correlates the
channel noise at the open-circuited antenna terminals (recall
that the normalization that resulted in (3) maps all voltages
to the open-circuited antenna terminals, v; ). This increased
noise correlation, which may be quantified by the ratio
R,,/R;;, is then exploited by the SMF processing to attenuate
the noise power in the receiver eigenchannel. That is, since
w = (1/V2)[-1,1]" is the eigenvector that corresponds to
the smallest eigenvalue of the noise covariance matrix, Qy =
(01 /79)R,, the noise power of the receiver eigenchannel
from (8) is Py = w'Quww = A,(Qy) = R, — Ry
which approaches zero as Qy becomes singular and R,, —
R,,. Consequently, Gy, which is inversely proportional to
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Py becomes infinite as the spacing d approaches zero. The
SMF output SNR #, however, remains finite as the product
G,Gyc levels off at a value that for d = 0 is about 3dB
larger than the SMF output SNR at d = 0.5. The interesting
result that G, Gy, remains finite even with d approaching
zero is tantamount to the fact that “theoretically there is no
limit to the directivity of a linear array” [25, pp. 306-7]. As
indicated by the C graphs corresponding to 6 = 0° in Figure 3,
a net capacity gain of up to about 1bpt may be realized
at very small spacings relative to d = 0.5. Note that the
formula R, = R}, sinc(2n1d) is used to calculate the value of
mutual resistance between the two electrically short dipoles.
Therefore, d = 0.5 corresponds to the MENIA system with
zero mutual coupling.

The fact that an increased channel capacity can result
from increasing mutual coupling between the MEA elements
is an important observation which contradicts the generally
accepted notion that mutual coupling invariably negatively
impacts channel capacity. Next, we will extend our analysis
to arbitrary MEAs made from M electrically short antennas.

3.1.2. 'The Arbitrary MEA. When antenna spacing is
decreased to small values, mutual coupling between MEA
elements invariably increases, which subsequently further
correlates the intrinsic channel noise. As will be shown
in Section 3.2.2, when channel noise is highly correlated
the optimum SMF processing is to steer the receiver
eigenchannel w in a spatial direction which is orthogonal
to the eigenvector corresponding to the largest eigenvalue
of the noise covariance matrix Qy, provided that such
perpendicular mapping is not perpendicular also to the
signal subspace. As antenna spacings approach zero, Qy
becomes singular; hence, the noise power in the receiver
eigenchannel approaches zero; that is, Py = w'’Quyw — 0.
Significant SNR gain may be achieved if the signal subspace
remains at least partially spatially correlated to the receiver
eigenchannel, that is, the dot-product [w'’hg| > 0 such
that Py = Ew'’hgh{'w>0. This condition is equivalent to
realizing superdirectivity for the closely spaced antenna
array. In this context superdirectivity may be interpreted
as the improvement in the ability of the antenna array to
attenuate noise while maintaining a relatively large gain in
the direction of the signal subspace.

Our understanding of the fundamental mechanisms of
capacity enhancement with closely spaced antennas in free
space may be extended to include scattering scenarios as
follows. Note that full CSI implies that the dyadic product
hghf’ always results in a rank-one dyad, which applies to
arbitrary signal channel gains due to free space as well as those
due to scattering. Therefore, the optimum SMF processing
formulas (5), (6), and (8) and the instantaneous capacity
relation (7) apply to free space as well as scattering cases.

The effect of antenna spacing on the capacity of the two-
element MEA depicted in Figure 2 under Rayleigh fading
conditions is illustrated by the C curve in Figure 3. This
graph is computed from (9) based on averaging over 10,000
independent realizations of the fading channel for each
antenna spacing. As indicated by C graph of Figure 3, the

long term rate of reliable communications improves when
element spacing decreases. That is, the mean capacity of
the MECSA system with mutual coupling is larger than the
mean capacity of the MENIA system for d = 0.5. Note that
since superdirectivity is only realizable for those realizations
of hg that are highly correlated with the spatial direction
of array’s endfire, the mean capacity is smaller than the
instantaneous capacity of the endfire case as indicated by their
corresponding graphs in Figure 3.

3.2. Extrinsic Noise. The capacity of MECSA system under
dominant EN conditions will be treated in this section. Two
scenarios involving dominant spatially white interference
(SWI) and dominant HDI will be considered.

3.2.1. Spatially White Interference. In rich scattering environ-
ments, such as inside buildings, EN is commonly modeled
in three dimensions as spatially white plane wave processes
generated by isotropic sources that are located on the surface
of a sphere whose radius is very large comparing to the
physical dimensions of the MEA and the radiated signal
wavelength (the isotropic sphere model) [17, pp. 352-64].
As shown in [26, pp. 593-4], the normalized matrix of
antennas mutual resistances and the normalized covariance
of the EN due to SWI are identical (i.e., Ry o Qpy) for
minimum scattering antennas, which includes the electrically
short dipole considered in this paper as a special case. Thus
the results of Section 3.1 are readily applicable to equivalent
MEA systems that are under dominant SWI. However, the
capacity enhancement under SWI conditions is due to the
spatially correlated EN at open-circuit antenna terminals, not
to mutual coupling as evident from (3). Intuitively, both signal
and EN are subject to the same antenna coupling; hence,
mutual coupling does not impact channel capacity under
dominant EN conditions.

3.2.2. Highly Directional Interference. In this section, the
example of a single interferer will be considered to illustrate
how antenna spacing influences channel capacity under
HDI conditions. The results of this section can be readily
extended to multiple interferers by noting that the optimum
SMF weights vector for the multiple interferer case is the
weighted sum of the SMF weights vectors corresponding to
the individual interfering signals [17, pp. 452-72].

Consider the M-element linear MEA of Figure 1. Let the
total channel noise involve two independent noise processes:
(1) a strong HDI component represented by the normalized
spatial basis vector hyp, € CM, where hII—_IIDIhHDI = M;
let €yp; denote the interference power delivered to the
load z; of a signal antenna receiver; (2) a relatively weak
White Gaussian Noise (WGN) process with the density
CN(0,0¢T). This WGN process is primarily considered to
facilitate the matrix inversion associated with the derivation
of the optimum SMF weights vector w from (6). Dominant
HDI implies that Ep; > 03.

The total channel noise covariance may be expressed as

Qn = 031 + SHDIhHDIthI' (15)



As before, the optimum SMF weights vector may be found by
replacing (15) in (6) as

1

= ———Qyh
s, N

w

1 -1
= m (0(2)1 + SHDIhHDIthI) hg (16)
2

—c(1- 5 €l
05 + MEyp;

where Woodbury’s identity for matrix inversion is used, hg €
CM is the vector of channel gains, and ¢ is a normalizing scalar
such that w''w = 1. When HDI is dominant, Eyyp; > o such
that (16) can be approximated as

H
w:c(I—m>hs. (17)
M

hHDIthI ) hS’

By taking a closer look at (17), one realizes that the term
within the brackets is the projection matrix onto the subspace
orthogonal to hyp; that is, whyp, = 0. That is, the
optimum SMF processing is to steer the one-dimensional
receiver eigenchannel in the direction that is orthogonal
to the interference subspace. Under LOS conditions, this
processing is tantamount to forming a deep null in the
direction of the incoming interference. For the scattering
case, this is equivalent to putting the interference signal in
a deep fade.

The instantaneous SIMO capacity may be found by
replacing w, from (17), in (8) and (7) becomes

CHDI

€
= log, [1 +8M(1 + %) (1 -p (hS’hHDI)) >
0

(18)

where p(hg, hyypy) 2 |hf hg|/M represents the normalized
spatial correlation coefficient between the signal and HDI
subspaces. As the antenna spacings approach zero, signal and
HDI subspaces blend together such that p(hg, hyp) — 1,
which subsequently results in a significant capacity loss as can
be seen from (18). Intuitively, as the spatial resolution of the
antenna system degrades with smaller antenna spacings, the
ability of the MEA system to adequately separate signal from
interference decreases, hence the observed capacity loss.

3.3. Heat Losses in the Antenna System. Thus far, the array
elements were assumed to be made from perfectly conducting
wires. Practical antennas, however, are lossy; for example,
they are made from materials with finite conductivity, such
that some of the absorbed power appears in the form of
heat in the antenna conductor, insulator, and so forth. The
question of heat losses (HL) and their effect on the capacity
of the densely packed array will be treated in this section.

As the electrically short antenna is assumed with fixed
current distribution that only scales in amplitude, heat losses
can be modeled by a simple series loss resistor Ry at the
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antenna terminal [27, pp. 548-52]. That is, the total terminal
resistance of an isolated antenna may be given as the sum
of self-resistance R;; and the equivalent loss resistance Ry; .
The heat losses in the MEA, comprising identical electrically
short lossy antennas, can be modeled by replacing the mutual
resistance matrix R, with R, + Ry L.

Consider the simple example of the two-element receive
MEA introduced earlier in Figure 2. Under dominant IN con-
ditions approximate closed-form expressions for the channel
capacity can be obtained by replacing R,; with R;; + Ry in
(13) as

BS,HL
CIN

= log, [1+ fo & 2

(19)
Ry + Ry ofy (1+R,/ (Ryy + Rygp)) ]

for the broadside case and replacing in (14) gives the capacity
of the endfire case as

EF,HL
CIN

Ty € 2sin? (7rd)
Ry; + Ry UIZN (1-Ry3/ (R, + Ryy))

(20)
= log, [1 + ] .

The effect of antenna heat losses on the channel capacity of
the two-element MEA is illustrated by the capacity-versus-
spacing curves in Figure 4 for three cases of Ry /R, =
0,0.01, and 0.1. The instantaneous capacity graphs for 6 = 90°
and 6 = 0° are calculated from (19) and (20), respectively. As
indicated by the 8 = 90° graphs, capacity of the broadside
MEA is only marginally influenced by the heat losses in the
antenna system. Comparing (19) and (13) shows that when
Ry /Ry < 1, then CE\SI’HL ~ C2% which is true for the typical
high-frequency antennas with large radiation resistance to
loss resistance ratios.

The capacity of the endfire MEA is more dramatically
impacted by heat losses in the antenna system, as is evident
from 6 = 0° graphs in Figure 4. Recall that the aperture
gain of the endfire MEA approaches zero as d approaches
zero. However, unlike the Ryy; = 0 case where the mutual
coupling gain Gy becomes infinitely large when the spacing
is decreased to small values, it can be shown that for Ry; #
0 the mutual coupling gain Gy is upper bounded by 1 +
R, /Ry . Therefore, product G, Gy, approaches zeroas G, =
2sin*(rtd) approaches zero when spacing d is decreased,
which subsequently significantly attenuates the achievable
channel capacity at very small spacings.

Graphs representing mean capacity under Rayleigh fad-
ing conditions are also shown in Figure 4 for the two-element
MEA. It is apparent from these curves that even a relatively
small loss resistance seriously limits the achievable channel
capacity at very small spacings, while larger loss resistances
cause further capacity reduction at relatively greater spacings.
As indicated by the graph C for Ry /R;;, = 0.01, which
is a likely value for the typical high-frequency antenna,
capacity peaks at about d = 0.15 wavelengths and there is
a sharp decrease at spacings smaller than 0.1 wavelengths. In
addition, we note that capacity is almost constant for spacings
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between 0.15 and 0.35 wavelengths. Although a spacing of
d = 0.15 results in a smaller MEA size, which is favorable
for mobile handheld applications that are subject to physical
size constraints, nevertheless, the usable channel bandwidth
is less at smaller spacings [12]. Therefore, a spacing of 0.35
may be chosen over 0.15 if a wider bandwidth is desired.

Extension to the analysis of arbitrary MECSA consisting
of M lossy antennas can be made by noticing that for nonzero
Ry the matrix R, + Ry I is positive definite. As such,
Wl (R, + Ry Dw > 0 and Gy = Ry /W' (R, + Ry D)w
is upper bounded. Consequently, it can be shown that the
product GG, decreases when spacing is decreased to less
than a threshold value (e.g.,d < 0.15 wavelengths for the two-
element MEA) that is larger for bigger Ry /R,;.

As a final remark we note that the capacity of the MEA
system with dominant EN is not influenced by heat losses in
the antenna system since both signal and EN are subject to
the same loss resistance at the antenna terminals. This result,
however, may not be extended to practical antennas that are
spaced very closely, for example, d < 0.1 wavelengths, since
the assumptions of minimum scattering and electrically short
are not valid at these spacings.

3.4. Bandwidth of Operation. One of the practical problems
associated with superdirective MECSAs is their narrow band-
width of operation. The bandwidth of operation is defined
here as the range of frequencies within which the pattern
characteristics of the array (e.g., gain, beam direction, and
beamwidth) remain within an acceptable value of those at
the center frequency [25, pp. 63-4]. Note that a narrow
bandwidth of operation is also tantamount to high sensitivity
to fluctuations in the SMF weights vector. The bandwidth
of operation is approximately equal to the inverse of array
geometrical quality factor [12, 28], which for a linear array
comprising identical minimum scattering elements can be
shown to be identical to the expression for Gy;c, given in
(12). That is, as the achievable SNR increases according to
product G,Gy,c, the usable bandwidth decreases according
to (1/Gyc)- As shown in Section 3, the mean capacity of
the example SIMO system is relatively unchanged when the
element spacing is varied in the range of 0.1 < d < 0.3
wavelengths. Therefore, when a larger channel bandwidth is
desired a spacing of about d = 0.3 is favorable. From Figure 3,
at d = 0.3, product GyGyc = 2.7, which is about 1.3dB
larger than the value at d = 0.5 (MENIA), indicating a net
SNR gain. This SNR gain corresponds to a capacity increase of
about 0.3 bpt and a reduction in the bandwidth of operation
to about 67% relative to the equivalent MENIA system. The
impact of element spacing on the usable bandwidth of MEAs
with a large number of elements, M > 2, will be more
pronounced since Gy will grow faster as the elements are
brought closer together.

4. General Antenna with Load Mismatch

The previous derivations of SIMO system capacity were
simplified based on the assumption that the receive dipoles
were made from very thin wires and were electrically short
such that the current distribution on the antenna wires was

constrained to be a single current basis function. Practical
antennas, however, are not electrically short and the current
distribution on antenna conductor is influenced by loading
and the presence of nearby antennas. In addition, ideal
multiport matching networks are difficult to implement
and practical MEAs are typically partially mismatched. This
partial load mismatch results in a reduced signal power at the
receiver loads [11, 19, 29]. The question of suboptimal loading
and of the effect of changes in antenna current distribution
will be treated in this section. The standard MoM processing
will be used to evaluate the impact of antenna spacing on
channel capacity in practical implementable antenna systems
under dominant IN conditions. Similar findings regarding
the impact of antenna spacing on the channel capacity under
dominant SWI conditions are anticipated as predicted by the
theoretical results of Section 3.2.1.

The MoM is a Least Squares (LS) approximation tech-
nique for estimating the current distribution on the surface
of an electric conductor which is subjected to some source
of excitation. Estimation of antenna currents is made based
on dividing the antenna conductor into N computational
segments, each with a presumed current distribution known
as a current basis function. Given the current basis function,
the scattered EM fields can be calculated, algebraically.
Consequently, boundary conditions may be enforced such
that the superposition of the incident and the scattered fields
is zero on the conductor surface (point matching).

While the MoM is generally applicable, the example of
two identical center-fed standard dipole antennas, made from
finite-thickness wires of radius 10~ wavelengths, is consid-
ered here. Dipole lengths are adjusted to 0.484 wavelengths
to obtain a real self-impedance of Z,;, = R;; = 72Q.
The receiver antennas are taken to be directly connected to
the front-end amplifiers, as shown in Figure 5. The input
impedance of each amplifier is assumed to be matched to
the dipole self-impedance of 72 Q. This suboptimal matching
technique is sometimes referred to as self-matching [11, 14].
In practice, self-matching may be achieved using several two-
port matching networks [14]; nonetheless, such implementa-
tion details are beyond the scope of this paper and will not be
discussed here. Asloading influences the current distribution
on antenna conductors, it needs to be accounted for, which is
done by placing an equivalent lumped load at the center mode
of each dipole antenna in the MoM, [27, pp. 490-9].

We consider the MEA configuration of Figure 2 for our
analysis. Each dipole is divided into N = 20 computational
segments. The antennas are excited by both external and
internal sources. The external sources are due to the copolar-
ized incident signal plane waves arriving from a horizontal
direction. The internal sources of excitation are due to noise
in the receiver electronics. Two simplifying assumptions
pertinent to many typical RF low-noise amplifiers (LNAs)
are that the amplifier gain is large, and that the LNAs are
approximately unilateral; that is, z;, = 0 in Figure 5. With
these assumptions, the noise due to the receiver components
downstream front-end amplifiers, for example, mixers and
filters, is approximately negligible. As such, the front-end
noise characteristics may be approximated by the front-end
LNAs. The Rothe-Dahlke impedances and noise parameters
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FIGURE 5: Network model for the receive MEA with suboptimal loading.

are taken from the example given in [14], which exemplifies a
low-cost LNA used in the 900 MHz frequency range.

A power constraint is applied based on constraining the
intensity of the incident signal plane waves to obtain a SISO
SNR of 0 dB at the load, z; . Both the free space and scattering
scenarios are considered. For free space, the broadside (6 =
90°) and the endfire (0 0°) cases are examined. The
scattering scenario is exemplified based on 1000 incident
signal plane waves modulated by independent and uniformly
distributed phases to typify Rayleigh fading.

The induced antenna terminal currents (i,;,1,,) are com-
puted from the MoM and subsequently used to determine
signal and noise induced voltages across z; . For each antenna
spacing, d, the noise covariance, Qy, is estimated based
on averaging over 10,000 independent realizations of the
CN noise samples. Then, the optimum SMF weights are
computed from (6) for each realization of the incident signal
field. Finally, the SMF output SNR is estimated, from (8), and
the instantaneous capacity is calculated from (7).

Representative graphs of channel capacity are given in
Figure 6. As can be seen from this figure, the capacity of the
broadside MEA decreases monotonically as antenna spacing
decreases. This observation is consistent with our theoretical
analysis of channel capacity in Section 3.1 and emanates from
the fact that superdirectivity is not realizable for broadside
arrays. For the endfire case, the capacity peaks at about
d = 0.3 wavelengths. As d decreases, the intrinsic receiver
noise becomes correlated due to mutual coupling between the
receive antennas, which is subsequently exploited by the SMF
processing to produce gain. On the other hand, the antennas
become further mismatched to their load impedances, z;,, in
Figure 5, as mutual coupling becomes larger. The increasing
mismatch losses eventually exceed the realizable gain due to

Capacity (bpt)

0 005 01 015 02 025 03 035 04 045 05

Element spacing, d, in wavelengths

— N=20
--- N=1

FIGURE 6: Instantaneous and mean capacity versus element spacing
for a pair of receive standard dipoles with self-matching. N denotes
the number of computational segments on each dipole.

mutual antenna coupling, resulting in the observed capacity
loss for d < 0.3 wavelengths.

The mean capacity graph is also illustrated in Figure 6.
As evident from the C graph, mean capacity is almost
constant (within 0.1bpt) for spacings between 0.3 and 0.5
wavelengths. A spacing of 0.3 wavelengths has the advantage
of smaller MEA physical size which is a remarkable result
as it indicates that a moderate reduction of MEA physical
size is possible without having to compromise the achievable
channel capacity. We note that smaller MEA sizes may also
be realized when a better matching technique, such as the
adaptive termination to uncoupled loads [19], is used.
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Next we will constrain the antenna current distributions
by setting N = 1 in the MoM to isolate the effect of changing
current distributions from that of load mismatch. By setting
N =1 we have constrained antenna currents to a single basis
function. By comparing the N = 1 with the N = 20 graphs
of Figure 6, one realizes that the changes in antenna current
distribution are not a significant factor in determining the
overall capacity of the communications link. Physically, as
antenna current distribution further deviates with changes in
antenna spacing and loading, its impact on channel capacity
is partially neutralized given that both the absorbed signal
power and the amount of coupled noise between the MEA
elements are affected by such changes.

As a final remark we note that while heat losses in the
antenna system are expected to attenuate the achievable
capacity, nevertheless, these losses are very small at moderate
spacings, for example, at d = 0.3 for a large class of high-
frequency antennas which have radiation resistances that are
high relative to a typical loss resistance of about 1 Q. As such,
the behavior of moderately compact practical lossy antenna
systems may be inferred from the capacity analysis of this
section.

An approximation in the analysis is that in the MoM the
current is assumed to be constant in azimuth around the
wire which is not valid when d is in the order of the wire
radius with the exception of d = 0 for the calculation of the
self-impedance. In the presented simulation results the wire
radius was 10~* wavelengths; therefore, capacity values were
not shown for spacings less than 0.01 where the results are less
accurate.

5. Conclusions

In this paper, we studied the capacity of multiple element
closely spaced antenna systems under several scenarios of
signal and noise and antenna loading. The analysis shows
that channel capacity can, in instances where mutual cou-
pling is considered, be enhanced with optimum setting of
antenna spacings. When noise is predominantly intrinsic,
mutual coupling between receiver antennas is responsible
for capacity enhancement at small element spacings. Under
dominant SWI conditions, receiver processing capitalizes on
the spatially correlated noise at the open-circuit antenna
terminals to improve capacity. For dominant HDI scenarios,
the SMF processing is equivalent to steering null(s) in the
direction of the interference signal(s). Therefore, unlike the
scenarios involving SWIand IN, when the dominating source
of interference is highly directional channel capacity cannot
be improved by reducing element spacing, since the spatial
resolution of the MEA system decreases when antennas
are closely spaced. Our analysis shows that heat losses in
the antenna system significantly impact capacity at very
small spacings, for example, d < 0.2, while the effect is
less pronounced at moderately small spacings, for example,
d > 0.35. Application of the theoretical analysis to the
capacity of a SIMO system comprising a pair of standard
dipole antennas under suboptimal loading conditions was
made based on the standard MoM analysis which shows
similar capacity behavior to those predicted by the derived

1

algebraic expressions of channel capacity. It is observed that
as current distribution of antenna can change, which was
constrained by the electrically short antenna model assumed
in our theoretical analysis, the effect of the varying current
distribution is not a significant factor in the capacity of
practical MEA systems.
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