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#### Abstract

This paper concerns the problem of output strictly passive control for uncertain singular neutral systems. It introduces a new effective criterion to study the passivity of singular neutral systems. Compared with the previous approach, this criterion has no equality constraints. And the state feedback controller is designed so that the uncertain singular neutral systems are output strictly passive. In terms of a linear matrix inequality (LMI) and Lyapunov function, the strictly passive criterion is formulated. And the desired passive controller is given. Finally, an illustrative example is given to demonstrate the effectiveness of the proposed approach.


## 1. Introduction

In many physical, industrial, and circuit systems, time delays can impose difficulties and restrictions on the design of a controller. So in these control problems, taking the delays into account is particularly important for performance evaluation and control system's design. Since 1960s, the delay control problem has attracted much attention due to its both practical and theoretical importance. Various approaches have been developed and a great number of results for continuous systems as well as discrete systems have been reported in the literature; see, for instance, $[1-4]$. These years some researchers found that many practical systems can be modeled by delay differential equations of neutral type [5]. This kind of system contains delays both in its state and in its derivatives of state. Such systems are often encountered in networks of interconnected systems, lossless transmission lines, partial element equivalent circuits in electrical engineering, controlled constrained manipulators in mechanical engineering [6], and certain implementation schemes of predictive controllers [7]. Very recently, interest has been focused on the study of the theory of normal neutral delay systems and some issues [8]. The problems of stability analysis
and control of neutral systems have been investigated and many results on these topics have been obtained [9-11]. Mahmoud [12], Xu et al. [13], and Xia et al. [14], for example, studied $H_{\infty}$ control problem for neutral system. And Li [15], for example, studied robust control for this kind of systems. Since the 70s, the control problem of passivity [16] theory has attracted much attention due to its both practical and theoretical importance. Therefore, about passive control for neutral system, there are very few literatures. Cai-na and Baotong [17] and Hu et al. [18, 19] researched the passive control of uncertain linear neutral systems. Yang et al. [20] studied fuzzy neutral systems. However, to the best of the authors' knowledge, there are very few literatures which study singular neutral systems.

Singular systems [21] have been extensively studied in the past years due to the fact that singular systems better described physical systems than state-space ones. Therefore, the study of neutral singular system is of theoretical and practical importance. However, very little attention has been drawn to the problem of the general form of neutral type system, that is, neutral type singular systems. It is more complex and few researchers studied this sort of system.

We know that most researchers only study the stability aspect for neutral singular systems. References [22, 23] study the stability and state feedback stabilization problems of general neutral type descriptor system with mixed delays. Reference [24] concerns the problem of the delaydependent robust stability for neutral singular systems with time-varying delays and nonlinear perturbations [25, 26]. Reference [27] deals with the problem of robust stability of uncertain neutral singular system with neutral and discrete delays. So far, we have not found the problem of output strictly passive control about singular neutral systems.

In this paper, we are concerned with the problem of output strictly passive control for uncertain neutral singular systems. The parameter uncertainties are assumed to be timevarying and unknown but norm-bounded appearing in state matrices. Owing to the singularity of the derivative matrix $E$, most of the previous conclusions have a nonstrict inequality $E^{T} P=P^{T} E \geq 0$, which contain equality constraints. This constraint may result in numerical problems when checking such nonstrict LMI conditions since equality constraints are fragile and usually not satisfied perfectly. Therefore, strict LMI conditions are more desirable than nonstrict ones from the numerical point of view. This paper introduces a new criterion with strictly LMI which removes the equality constraints and overcomes the shortage before. Then the output strictly passive controller is designed such that the resulting closed-loop system satisfied the prescribed passive performance level. Finally, we give illustrative examples to demonstrate our proposed criteria.

Notation. Throughout this note, the following notations and conventions will be in force. The symbols $R, R_{+}, C$, and $C_{+}$denote the sets of real numbers, complex numbers, and complex numbers with positive real part, respectively. The notation $R^{n \times m}$ denotes the set of $n \times m$ matrices with real elements and $R^{n \times m}(s)$ denotes the set of $n \times m$ matrices of rational functions. Let $P$ be a square matrix. The matrix $P$ is said to be symmetric if $P=P^{T}$. For symmetric matrices $X$ and $Y$, the notation $X \geq Y$ (resp., $X>Y$ ) means that the matrix $X-Y$ is positive semidefinite (resp., positive definite). $I$ is the identity matrix with appropriate dimension. The superscripts " $T$ " and "*" represent the transpose and the complex conjugate transpose. $\|x\|$ is the Euclidean norm of the vector $x$. Matrices, if not explicitly stated, are assumed to have compatible dimensions.

## 2. System Description and Preliminaries

In this paper, we consider the following uncertain singular neutral delay system:

$$
\begin{gather*}
E \dot{x}(t)=(A+\Delta A) x(t)+\left(A_{1}+\Delta A_{1}\right) x(t-\tau)  \tag{1a}\\
+G \dot{x}(t-\tau)+B \omega(t)+B_{1} u(t), \\
y(t)=C x(t)+D \omega(t),  \tag{lb}\\
x(t)=\phi(t), \quad t \in\left[t_{0}-\tau, t_{0}\right], \tag{1c}
\end{gather*}
$$

where $x(t) \in R^{n}$ is the state variable vector; $u(t) \in R^{m}$ is the control input vector; $y(t) \in R^{q}$ is the output vector;
$\omega(t) \in L_{2}[0, \infty)$ is the disturbance input vector; $\phi(t)$ are continuous functions defined on $(-\infty, 0] . E, A, A_{1}, G, B, B_{1}$, $C, D$ are given constant matrices with appropriate dimensions and $\tau>0$ is constant time-delay. $\Delta E, \Delta A, \Delta A_{1}$ are unknown real norm-bounded matrix functions which represent timevarying parameter uncertainties. In this paper, the uncertainties are assumed to be of the form

$$
\left[\begin{array}{ll}
\Delta A & \Delta A_{1}
\end{array}\right]=H F(t)\left[\begin{array}{ll}
N_{a} & N_{a 1} \tag{2}
\end{array}\right],
$$

where $H, N_{a}, N_{a 1}$ are known real constant matrices with appropriate dimensions; for all $t, F(t)$ is an unknown real matrix satisfying

$$
\begin{equation*}
F(t) F^{T}(t) \leq I, \tag{3}
\end{equation*}
$$

where $I$ is unit matrix with appropriate dimensions.
Remark 1. When $E=I$, the system ((1a), (1b), and (1c)) reduces to the traditional uncertain neutral system with time delays.

The nominal unforced singular neutral system of the system ((1a), (lb), and (1c)) can be written as

$$
\begin{equation*}
E \dot{x}(t)=A x(t)+A_{1} x(t-\tau)+G \dot{x}(t-\tau)+B \omega(t) \tag{4a}
\end{equation*}
$$

$$
\begin{gather*}
y(t)=C x(t)+D \omega(t),  \tag{4b}\\
x(t)=\phi(t), \quad t \in\left[t_{0}-\tau, t_{0}\right] . \tag{4c}
\end{gather*}
$$

In what follows, we introduce some of the data that will be used later.

Definition 2 (see [28]). Suppose $\mathfrak{F}: C \rightarrow R^{n}$ is linear and continuous and let $C_{\mathfrak{F}}=\{\Phi \in C: \Im \Phi=0\}$. The operator $\mathfrak{J}$ is said to be stable if the zero solution of the homogeneous difference equation

$$
\begin{equation*}
\mathfrak{J} y_{t}=0, \quad t \geq 0, \quad y_{0}=\Psi \in C_{\mathfrak{F}} \tag{5}
\end{equation*}
$$

is uniformly asymptotically stable.
Lemma 3 (see [28]). The following statements are equivalent.
(1) $\mathfrak{F}$ is stable.
(2) There are constants $a>0$ and $b>0$ such that, for any $h \in C\left([0, \infty), R^{h}\right)$, any solution $y$ of the nonhomogeneous equation

$$
\begin{equation*}
\mathfrak{J} y_{t}=h(t), \quad t \geq 0 \tag{6}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\left|y_{t}\right| \leq b e^{-a t}\left|y_{0}\right|+b \sup _{0 \leq u \leq t}|h(u)|, \quad t \geq 0 . \tag{7}
\end{equation*}
$$

In order to simplify the treatment of the problem, here the operator $\mathfrak{J}: C\left([-\tau, 0], R^{n}\right) \rightarrow R^{n}$ is defined to be

$$
\begin{equation*}
\mathfrak{F}\left(x_{t}\right)=E x(t)-G x(t-\tau) . \tag{8}
\end{equation*}
$$

Remark 4. It is noted that the regularity of the neutral singular system ((4a), (4b), and (4c)) and the stability of operator $\mathfrak{J}$ can ensure the existence and uniqueness of the solution, which is shown in the following lemma.

Lemma 5. If the pair $(E, A)$ is regular and $\operatorname{det}\left(E-e^{-s \tau} G\right) \neq 0$, then the solution to the neutral singular system ((4a), (4b), and (4c)) exists and is unique on $(0, \infty)$.

Proof. The regularity of the pair $(E, A)$ is discussed in the book [29]. Take the Laplace transform for the equation

$$
\begin{equation*}
E x(t)-G x(t-\tau)=0 \tag{9}
\end{equation*}
$$

Then obtain the desired result immediately.
In this paper, we emphasize on the case that the solution to the neutral singular system exists and is unique. And we always assume $\left(D+D^{T}\right)>0$.

Lemma 6 (see [30]). Let $A, L, E$, and $F$ be real matrices of appropriate dimensions, with $F$ satisfying $F^{T} F \leq I$. Then one has the following.
(1) For any scalar $\varepsilon>0$,

$$
\begin{equation*}
L F E+E^{T} F^{T} L^{T} \leq \varepsilon^{-1} L L^{T}+\varepsilon E^{T} E . \tag{10}
\end{equation*}
$$

(2) For any matrix $P>0$ and scalar $\varepsilon>0$ such that $\varepsilon I-$ $E F E^{T}>0$,

$$
\begin{align*}
& (A+L F E)^{T} P(A+L F E) \\
& \quad \leq A^{T} P A+A^{T} P E\left(\varepsilon I-E^{T} P E\right)^{-1} E^{T} P A+\varepsilon L^{T} L \tag{11}
\end{align*}
$$

Our problem is to establish the output and input strictly passive controller for the system ((1a), (1b), and (1c)) to determine the conditions. First, we introduce the following definitions of passivity.

Definition 7 (see [31]). The dynamical system ((4a), (4b), and (4c)) is called passive if

$$
\begin{equation*}
\int_{0}^{\infty} \omega^{T}(t) y(t) d t>\beta, \quad \forall \omega \in L_{2}[0, \infty) \tag{12}
\end{equation*}
$$

where $\beta$ is some constant which depends on the initial condition of the system. In addition, the system is said to be output strictly passive (OSP) if

$$
\begin{equation*}
\int_{0}^{\infty}\left[\omega^{T}(t) y(t)-\delta_{0}\|y(t)\|^{2}\right] d t>\beta, \quad \forall \omega \in L_{2}[0, \infty) \tag{13}
\end{equation*}
$$

And the system is said to be input strictly passive (ISP) if

$$
\begin{equation*}
\int_{0}^{\infty}\left[\omega^{T}(t) y(t)-\delta_{0}\|u(t)\|^{2}\right] d t>\beta, \quad \forall \omega \in L_{2}[0, \infty) \tag{14}
\end{equation*}
$$

Here $\delta_{0}>0$ is a scalar.

For the system ((1a), (1b), and (1c)), we are interested in designing a state feedback controller of the form

$$
\begin{equation*}
u(t)=K_{a} x(t)+K_{a 1} x(t-\tau), \tag{15}
\end{equation*}
$$

where the state feedback gains $K_{a}$ and $K_{a 1}$ are appropriate constant matrices. Since gain perturbations may arise when implementing the controller (15) into the system ((1a), (lb), and (1c)), the actual controller will be of the following form:

$$
\begin{equation*}
u(t)=\left(K_{a}+\Delta K_{a}(t)\right) x(t)+\left(K_{a 1}+\Delta K_{a 1}(t)\right) x(t-\tau) \tag{16}
\end{equation*}
$$

where $\Delta K_{a}(t)$ and $\Delta K_{a 1}(t)$ are the controller gain perturbation. There are two types of perturbations considered in this paper.
(1) $\Delta K_{a}(t)$ and $\Delta K_{a 1}(t)$ are with the norm-bounded additive form; that is, the perturbations are independent of matrices $K_{a}$ and $K_{a 1}$, respectively,

$$
\left[\Delta K_{a}(t) \Delta K_{a 1}(t)\right]=M_{a} F_{a}(t)\left[\begin{array}{ll}
L_{a} & L_{a 1} \tag{17}
\end{array}\right]
$$

where $M_{a}, L_{a}$, and $L_{a 1}$ are known matrices and $F_{a}(t)$ is an unknown matrix satisfying

$$
\begin{equation*}
F_{a}^{T}(t) F_{a}(t) \leq I \tag{18}
\end{equation*}
$$

(2) $\Delta K_{a}(t)$ and $\Delta K_{a 1}(t)$ are with the norm-bounded multiplicative form; that is, the perturbations are dependent on matrices $K_{a}$ and $K_{a 1}$, respectively,

$$
\left[\Delta K_{a}(t) \Delta K_{a 1}(t)\right]=H_{m} F_{m}(t)\left[\begin{array}{ll}
L_{m} K_{a} & L_{m} K_{a 1} \tag{19}
\end{array}\right]
$$

where $H_{m}$ and $L_{m}$ are known matrices and $F_{m}(t)$ is an unknown matrix satisfying

$$
\begin{equation*}
F_{m}^{T}(t) F_{m}(t) \leq I \tag{20}
\end{equation*}
$$

When we apply the controller (16) to system ((1a), (1b), and (1c)), the resulting closed-loop system is written as

$$
\begin{equation*}
E \dot{x}(t)=A_{c} x(t)+A_{1 c} x(t-\tau)+G \dot{x}(t-\tau)+B \omega(t) \tag{21}
\end{equation*}
$$

where

$$
\begin{align*}
A_{c} & =A+\Delta A+B_{1}\left(K_{a}+\Delta K_{a}(t)\right) \\
A_{1 c} & =A_{1}+\Delta A+B_{1}\left(K_{a 1}+\Delta K_{a 1}(t)\right) \tag{22}
\end{align*}
$$

In this section, a controller (16) with (17) and (19) will be designed and satisfy the following conditions:
(1) with $\omega(t)=0$, the closed-loop system (21) is asymptotically stable;
(2) with $\omega(t) \neq 0$, the following inequality

$$
\begin{equation*}
\int_{0}^{\infty}\left[\omega^{T}(t) y(t)-\delta_{0}\|y(t)\|^{2}\right] d t>\beta, \quad \forall \omega \in L_{2}[0, \infty) \tag{23}
\end{equation*}
$$

holds for all trajectories with zero initial condition and some $\delta_{0}$. The system satisfying this condition is said to be output strictly passive. The obtained controller (16) is said to be output strictly passive controller of system ((1a), (1b), and (1c)).

## 3. Main Results

Firstly, we analysis the output strictly passivity for the uncontrolled nominal singular neutral system ((4a), (4b), and (4c)).

Theorem 8. Consider a state-delay neutral singular system ((4a), (4b), and (4c)), given the scalar $\delta_{0}>0$, if there exist positive definite matrices $P$ and $Q$, matrices $N_{1}, N_{2}$ with appropriate dimensions, and scalars $\varepsilon_{1}>0, \varepsilon_{2}>0$ satisfying the following linear matrix inequality (LMI):

$$
\left[\begin{array}{ccccccc}
\Pi_{1} & \Pi_{2} & E^{T} P B-C^{T}+2 \delta_{0} C^{T} D & N_{1} & 0 & \varepsilon_{1} I & \varepsilon_{2} I \\
* & \Pi_{3} & -G^{T} P B & 0 & N_{2} & -\varepsilon_{1} I & -\varepsilon_{2} I \\
* & * & -D-D^{T}+2 \delta_{0} D^{T} D & 0 & 0 & 0 & 0 \\
* & * & * & -\varepsilon_{1} I & 0 & 0 & 0 \\
* & * & * & * & -\varepsilon_{2} I & 0 & 0 \\
* & * & * & * & * & -\varepsilon_{1} I & 0 \\
* & * & * & * & * & * & -\varepsilon_{2} I
\end{array}\right]
$$

$$
<0
$$

where

$$
\begin{align*}
& \Pi_{1}=A^{T} P E+E^{T} P A+N_{1}+N_{1}^{T}+2 \delta_{0} C^{T} C+Q \\
& \Pi_{2}=-A^{T} P G+E^{T} P A_{1}-N_{1}+N_{2}^{T}  \tag{25}\\
& \Pi_{3}=-A_{1}^{T} P G-G^{T} P A_{1}-N_{2}-N_{2}^{T}-Q
\end{align*}
$$

$$
\dot{V}(x(t)) \leq\left[\begin{array}{c}
x(t)  \tag{28}\\
x(t-\tau) \\
\omega(t)
\end{array}\right]^{T}\left[\begin{array}{ccc}
\Pi_{1}+\varepsilon_{1} N_{1} N_{1}^{T}+\left(\varepsilon_{1}^{-1}+\varepsilon_{2}^{-1}\right) I & \Pi_{2}-\left(\varepsilon_{1}^{-1}+\varepsilon_{2}^{-1}\right) I & E^{T} P B \\
* & \Pi_{1}+\varepsilon_{2} N_{2} N_{2}^{T}+\left(\varepsilon_{1}^{-1}+\varepsilon_{2}^{-1}\right) I & -G^{T} P B \\
* & * & 0
\end{array}\right]\left[\begin{array}{c}
x(t) \\
x(t-\tau) \\
\omega(t)
\end{array}\right]
$$

when $B=0$; if (24) holds, it is obvious that the system ((4a), (4b), and (4c)) is asymptotically stable.

Then the system ((4a), (4b), and (4c)) is output strictly passive for the time-delay $\tau$.

Proof. Define a Lyapunov functional $V(x(t))$ as follows:

$$
\begin{align*}
V(x(t)) & =V_{1}\left(x_{t}\right)+V_{2}\left(x_{t}\right) \\
V_{1}\left(x_{t}\right) & =\mathfrak{J}^{T}\left(x_{t}\right) P \mathfrak{J}\left(x_{t}\right)  \tag{26}\\
V_{2}\left(x_{t}\right) & =\int_{t-\tau}^{t} x^{T}(\theta) Q x(\theta) d \theta
\end{align*}
$$

For any matrices $N_{1}$ and $N_{2}$ of appropriate dimension, we have

$$
\begin{align*}
& 2\left[x^{T}(t) N_{1}+x^{T}(t-\tau) N_{2}\right]  \tag{24}\\
& \quad \times\left[x(t)-x(t-\tau)-\int_{t-\tau}^{t} \dot{x}(\theta) d \theta\right]=0 . \tag{27}
\end{align*}
$$

Calculating the derivative of the Lyapunov function $V(x(t))$ along the system ((4a), (4b), and (4c)) and adding (27), it gives

$$
\begin{align*}
& \dot{V}(x(t))-2\left[\omega^{T}(t) y(t)-\delta_{0}\|y(t)\|^{2}\right] \\
& \quad \leq\left[\begin{array}{c}
x(t) \\
x(t-\tau) \\
\omega(t)
\end{array}\right]^{T}\left[\begin{array}{ccc}
\Pi_{1}+\varepsilon_{1} N_{1} N_{1}^{T}+\left(\varepsilon_{1}^{-1}+\varepsilon_{2}^{-1}\right) I & \Pi_{2}-\left(\varepsilon_{1}^{-1}+\varepsilon_{2}^{-1}\right) I & E^{T} P B-C^{T}+2 \delta_{0} C^{T} D \\
* & \Pi_{1}+\varepsilon_{2} N_{2} N_{2}^{T}+\left(\varepsilon_{1}^{-1}+\varepsilon_{2}^{-1}\right) I & -G^{T} P B \\
* & * & -D-D^{T}+2 \delta_{0} D^{T} D
\end{array}\right]\left[\begin{array}{c}
x(t) \\
x(t-\tau) \\
\omega(t)
\end{array}\right] . \tag{29}
\end{align*}
$$

Hence, if (24) holds, then

$$
\begin{equation*}
\dot{V}(x(t))<2\left[\omega^{T}(t) y(t)-\delta_{0}\|y(t)\|^{2}\right] . \tag{30}
\end{equation*}
$$

Integrating (30) from $t_{0}$ to $t_{1}$, we have

$$
\begin{align*}
& \int_{t_{0}}^{t_{1}}\left[\omega^{T}(t) y(t)-\delta_{0}\|y(t)\|^{2}\right] d t  \tag{31}\\
&>\frac{1}{2}\left[V\left(x\left(t_{1}\right)\right)-V\left(x\left(t_{0}\right)\right)\right]
\end{align*}
$$

Since $V(x(t))>0$ for $x \neq 0$ and $V(x(t))=0$ for $x=0$, it follows that as $t_{0}=0$ and $t_{1} \rightarrow \infty$ the system ((4a), (4b), and (4c)) is output strictly passive.

Remark 9. In recent years, LMI has become the main method to solve the control problem of singular systems. Because of the singularity of $E$, almost all results have a nonstrict inequality $E^{T} P=P^{T} E \geq 0$, which contain equality constraints. These constraints may result in numerical problems
when checking such nonstrict LMI conditions since equality constraints are fragile and usually not satisfied perfectly. Therefore, strict LMI conditions are more desirable than nonstrict ones from the numerical point of view. In this paper, the conclusions obtained are strict LMI, which remove the equality constraints and overcome the shortcoming before.

Corollary 10. Consider a state-delay neutral singular system ((4a), (4b), and (4c)), given the scalar $\delta_{0}>0$, if there exist positive definite matrices $P$ and $Q$, matrices $N_{1}, N_{2}$ with appropriate dimensions, and scalars $\varepsilon_{1}>0, \varepsilon_{2}>0$ satisfying the following linear matrix inequality (LMI):

$$
\left[\begin{array}{ccccccc}
\widehat{\Pi}_{1} & \widehat{\Pi}_{2} & E P C^{T}-B+2 \delta_{0} B D^{T} & N_{1} & 0 & \varepsilon_{1} I & \varepsilon_{2} I \\
* & \Pi_{3} & -G P C^{T} & 0 & N_{2} & -\varepsilon_{1} I & -\varepsilon_{2} I  \tag{32}\\
* & * & -D-D^{T}+2 \delta_{0} D D^{T} & 0 & 0 & 0 & 0 \\
* & * & * & -\varepsilon_{1} I & 0 & 0 & 0 \\
* & * & * & * & -\varepsilon_{2} I & 0 & 0 \\
* & * & * & * & * & -\varepsilon_{1} I & 0 \\
* & * & * & * & * & * & -\varepsilon_{2} I
\end{array}\right]
$$

where

$$
\begin{align*}
& \widehat{\Pi}_{1}=A P E^{T}+E P A^{T}+N_{1}+N_{1}^{T}+2 \delta_{0} B B^{T}+Q \\
& \widehat{\Pi}_{2}=-A P G^{T}+E P A_{1}^{T}-N_{1}+N_{2}^{T}  \tag{33}\\
& \widehat{\Pi}_{3}=-A_{1} P G^{T}-G P A_{1}^{T}-N_{2}-N_{2}^{T}-Q
\end{align*}
$$

Then the system ((4a), (4b), and (4c)) is output strictly passive for the time-delay $\tau$.

Proof. The system ((4a), (4b), and (4c)) and its dual system have the same passivity. Therefore, according to Xu [32] obtain the conclusion (32) and (33).

Remark 11. The transfer functions of system ((4a), (4b), and (4c)) and its dual system are transposed each other, so they have the same properties.

Theorem 12. Consider a state-delay uncertain neutral singular system ((4a), (4b), and (4c)), given the scalar $\delta_{0}>0$, if there exist positive definite matrices $P$ and $Q$, matrices $N_{1}, N_{2}$ with appropriate dimensions, and scalars $\varepsilon_{i}>0, i=1, \ldots, 6$, satisfying the following linear matrix inequality (LMI):

$$
\left[\begin{array}{ccccccccccccccc}
\Sigma_{1} & \Sigma_{2} & \Sigma_{3} & N_{1} & 0 & \varepsilon_{1} I & \varepsilon_{2} I & \Sigma_{7} & \Sigma_{8} & 0 & 0 & \varepsilon_{3} H & \varepsilon_{4} H & 0 & 0  \tag{34}\\
* & \Sigma_{4} & \Sigma_{5} & 0 & N_{2} & -\varepsilon_{1} I & -\varepsilon_{2} I & 0 & 0 & \Sigma_{9} & \Sigma_{10} & 0 & 0 & \varepsilon_{5} H & \varepsilon_{6} H \\
* & * & \Sigma_{6} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & -\varepsilon_{1} I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & -\varepsilon_{2} I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & -\varepsilon_{1} I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & -\varepsilon_{2} I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & * & -\varepsilon_{3} I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & * & * & -\varepsilon_{5} I & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & * & * & * & -\varepsilon_{4} I & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & * & * & * & * & -\varepsilon_{6} I & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & * & * & * & * & * & -\varepsilon_{3} I & 0 & 0 & 0 \\
* & * & * & * & * & * & * & * & * & * & * & * & -\varepsilon_{4} I & 0 & 0 \\
* & * & * & * & * & * & * & * & * & * & * & * & * & -\varepsilon_{5} I & 0 \\
* & * & * & * & * & * & * & * & * & * & * & * & * & * & -\varepsilon_{6} I
\end{array}\right]<0,
$$

where

$$
\begin{aligned}
& \Sigma_{1}=A P E^{T}+E P A^{T}+N_{1}+N_{1}^{T}+2 \delta_{0} B B^{T}+Q \\
& \Sigma_{2}=-A P G^{T}+E P A_{1}^{T}-N_{1}+N_{2}^{T} \\
& \Sigma_{3}=E P C^{T}-B+2 \delta_{0} B D^{T} \\
& \Sigma_{4}=-A_{1} P G^{T}-G P A_{1}^{T}-N_{2}-N_{2}^{T}-Q \\
& \Sigma_{5}=-G P C^{T}
\end{aligned}
$$

$$
\begin{align*}
& \Sigma_{6}=-D-D^{T}+2 \delta_{0} D D^{T} \\
& \Sigma_{7}=E P N_{a}^{T} \\
& \Sigma_{8}=E P N_{a 1}^{T} \\
& \Sigma_{9}=G P N_{a}^{T} \\
& \Sigma_{10}=G P N_{a 1}^{T} \tag{35}
\end{align*}
$$

Then the system ((1a), (1b), and (1c)) is output strictly passive for the time-delay $\tau$.

Proof. Let $\varepsilon=\varepsilon_{1}^{-1}+\varepsilon_{2}^{-1}$. Denote

$$
\Xi=\left[\begin{array}{ccccc}
A P E^{T}+E P A^{T}+N_{1}+N_{1}^{T}+2 \delta_{0} B B^{T}+\varepsilon I+Q & -A P G^{T}+E P A_{1}^{T}-N_{1}+N_{2}^{T}-\varepsilon I & E P C^{T}-B+2 \delta_{0} B D^{T} & N_{1} & 0  \tag{36}\\
* & -A_{1} P G^{T}-G P A_{1}^{T}-N_{2}-N_{2}^{T}-Q+\varepsilon I & -G P C^{T} & 0 & N_{2} \\
* & * & -D-D^{T}+2 \delta_{0} D D^{T} & 0 & 0 \\
* & * & * & -\varepsilon_{1} I & 0 \\
* & * & * & * & -\varepsilon_{2} I
\end{array}\right] .
$$

Applying the Schur complement formula to (34), we can obtain

$$
\begin{align*}
& \Xi+\left(\varepsilon_{3}^{-1}+\varepsilon_{4}^{-1}\right)\left[\begin{array}{c}
H \\
0 \\
0 \\
0 \\
0
\end{array}\right]\left[\begin{array}{c}
H \\
0 \\
0 \\
0 \\
0
\end{array}\right]^{T}+\left(\varepsilon_{5}^{-1}+\varepsilon_{6}^{-1}\right)\left[\begin{array}{c}
0 \\
H \\
0 \\
0 \\
0
\end{array}\right]\left[\begin{array}{c}
0 \\
H \\
0 \\
0 \\
0
\end{array}\right]^{T} \\
& +\varepsilon_{3}\left[\begin{array}{c}
E P N_{a}^{T} \\
0 \\
0 \\
0 \\
0
\end{array}\right]\left[\begin{array}{c}
E P N_{a}^{T} \\
0 \\
0 \\
0 \\
0
\end{array}\right]^{T} \\
& +\varepsilon_{5}\left[\begin{array}{c}
E P N_{a 1}^{T} \\
0 \\
0 \\
0 \\
0
\end{array}\right]\left[\begin{array}{c}
E P N_{a 1}^{T} \\
0 \\
0 \\
0 \\
0
\end{array}\right]^{T}+\varepsilon_{4}\left[\begin{array}{c}
0 \\
G P N_{a}^{T} \\
0 \\
0 \\
0
\end{array}\right]\left[\begin{array}{c}
0 \\
G P N_{a}^{T} \\
0 \\
0 \\
0
\end{array}\right]^{T} \\
& +\varepsilon_{6}\left[\begin{array}{c}
0 \\
G P N_{a 1}^{T} \\
0 \\
0 \\
0
\end{array}\right]\left[\begin{array}{c}
0 \\
G P N_{a 1}^{T} \\
0 \\
0 \\
0
\end{array}\right]^{T}<0 \tag{37}
\end{align*}
$$

which, by Lemma 6, holds if and only if

$$
\begin{equation*}
\Xi+\Omega_{1}+\Omega_{1}^{T}+\Omega_{2}+\Omega_{2}^{T}+\Omega_{3}+\Omega_{3}^{T}+\Omega_{4}+\Omega_{4}^{T}<0 \tag{38}
\end{equation*}
$$

where

$$
\Omega_{1}=\left[\begin{array}{c}
H \\
0 \\
0 \\
0 \\
0
\end{array}\right] F(t)\left[\begin{array}{lllll}
N_{a} P E^{T} & 0 & 0 & 0 & 0
\end{array}\right]
$$

$$
\left.\left.\begin{array}{l}
\Omega_{2}=\left[\begin{array}{c}
-H \\
0 \\
0 \\
0 \\
0
\end{array}\right] F(t)\left[\begin{array}{lllll}
0 & N_{a} P G^{T} & 0 & 0 & 0
\end{array}\right] \\
\Omega_{3}=\left[\begin{array}{c}
0 \\
H \\
0 \\
0 \\
0
\end{array}\right] F(t)\left[\begin{array}{lllll}
N_{a 1} P E^{T} & 0 & 0 & 0 & 0
\end{array}\right] \\
\Omega_{4}
\end{array}\right]=\left[\begin{array}{c}
0  \tag{39}\\
-H \\
0 \\
0 \\
0
\end{array}\right] F(t)\left[\begin{array}{llll}
0 & N_{a 1} P G^{T} & 0 & 0
\end{array}\right] .\right]
$$

In terms of Corollary 10 we will get the desired conclusion.

The following results present the solvability conditions for the state feedback output strictly passive control problem for the uncertain neutral singular systems ((1a), (1b), and (1c)) with the controller perturbation in (17) and (18), or (19) and (20), respectively.

First, we discuss the output strictly passive controller (16) with the norm-bounded additive form perturbation in (17) and (18).

Theorem 13. Consider a state-delay uncertain neutral singular system ((1a), (1b), and (1c)); there exists a controller (16) with additive gain perturbation in (17) and (18) such that the resulting closed-loop system (21) is output strictly passive for the time-delay $\tau$ with dissipation $\delta_{0}>0$ for all nonzero $\omega(t) \in L_{2}[0, \infty)$, if there exist positive definite matrices $P$ and $Q$, matrices $N_{1}, N_{2}, T_{1}, T_{2}$ with appropriate dimensions, and
scalars $\varepsilon_{i}>0, i=1, \ldots, 10$, satisfying the following linear
matrix inequality (LMI):

$$
\left[\begin{array}{cccccccccccc}
\Upsilon_{1} & \Upsilon_{2} & \Sigma_{3} & N_{1} & 0 & \varepsilon_{1} I & \varepsilon_{2} I & \Sigma_{7} & \Sigma_{8} & 0 & 0 & \varepsilon_{3} H \\
* & \Upsilon_{3} & \Sigma_{5} & 0 & N_{2} & -\varepsilon_{1} I & -\varepsilon_{2} I & 0 & 0 & \Sigma_{9} & \Sigma_{10} & 0 \\
* & * & \Sigma_{6} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & -\varepsilon_{1} I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & -\varepsilon_{2} I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & -\varepsilon_{1} I & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & -\varepsilon_{2} I & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & * & -\varepsilon_{3} I & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & * & * & -\varepsilon_{5} I & 0 & 0 & 0 \\
* & * & * & * & * & * & * & * & * & -\varepsilon_{4} I & 0 & 0 \\
* & * & * & * & * & * & * & * & * & * & -\varepsilon_{6} I & 0 \\
* & * & * & * & * & * & * & * & * & * & * & -\varepsilon_{3} I \\
* & * & * & * & * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * & * & * & * & * \\
\varepsilon_{4} H & 0 & 0 & Z_{4} & 0 & 0 & 0 & 0 & \varepsilon_{7} Z_{1} & \varepsilon_{9} Z_{1} & \varepsilon_{10} Z_{1} \\
0 & \varepsilon_{5} H & \varepsilon_{6} H & 0 & Z_{5} & Z_{2} & Z_{3} & \varepsilon_{8} Z_{1} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & * & * & * & -\varepsilon_{7} I & 0 & 0 \\
* & * & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & * & * & * & -\varepsilon_{10} I
\end{array}\right]
$$

where

$$
\begin{aligned}
& \Upsilon_{1}=\Sigma_{1}+B_{1} T_{1} E^{T}+E T_{1}^{T} B_{1}^{T}, \\
& \Upsilon_{2}=\Sigma_{2}-B_{1} T_{1} G^{T}+E T_{2}^{T} B_{1}^{T}, \\
& \Upsilon_{3}=\Sigma_{4}-B_{1} T_{2} G^{T}-G T_{2}^{T} B_{1}^{T}, \\
& Z_{1}=B_{1} M_{a} \\
& Z_{2}=G P L_{a}^{T} \\
& Z_{3}=G P L_{a 1}^{T}, \\
& Z_{4}=E P L_{a}^{T}, \\
& Z_{5}=E P L_{a 1}^{T} .
\end{aligned}
$$

In this case, the output strictly passive controller gain can be chosen as

$$
\begin{equation*}
K_{a}=T_{1} P^{-1}, \quad K_{a 1}=T_{2} P^{-1} \tag{42}
\end{equation*}
$$

Proof. In terms of Theorem 12, Lemma 6, and schur complement formula, let

$$
\begin{equation*}
T_{1}=K_{a} P, \quad T_{2}=K_{a 1} P . \tag{43}
\end{equation*}
$$

Then get the conclusion.
Next, we consider the output strictly passive controller (16) with the norm-bounded multiplicative form perturbation in (19) and (20).

Theorem 14. Consider a state-delay uncertain neutral singular system ((1a), (1b), and (1c)); there exists a controller (16) with multiplicative gain perturbation in (19) and (20) such that the resulting closed-loop system (21) is output strictly passive for the time-delay $\tau$ with dissipation $\delta_{0}>0$ for all nonzero $\omega(t) \in L_{2}[0, \infty)$, if there exist positive definite matrices $P$ and Q, matrices $N_{1}, N_{2}, T_{1}, T_{2}$ with appropriate dimensions, and scalars $\varepsilon_{i}>0, i=1, \ldots, 10$, satisfying the following linear matrix inequality (LMI):
$\left[\begin{array}{cccccccccccc}\Upsilon_{1} & \Upsilon_{2} & \Sigma_{3} & N_{1} & 0 & \varepsilon_{1} I & \varepsilon_{2} I & \Sigma_{7} & \Sigma_{8} & 0 & 0 & \varepsilon_{3} H \\ * & \Upsilon_{3} & \Sigma_{5} & 0 & N_{2} & -\varepsilon_{1} I & -\varepsilon_{2} I & 0 & 0 & \Sigma_{9} & \Sigma_{10} & 0 \\ * & * & \Sigma_{6} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ * & * & * & -\varepsilon_{1} I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ * & * & * & * & -\varepsilon_{2} I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ * & * & * & * & * & -\varepsilon_{1} I & 0 & 0 & 0 & 0 & 0 & 0 \\ * & * & * & * & * & * & -\varepsilon_{2} I & 0 & 0 & 0 & 0 & 0 \\ * & * & * & * & * & * & * & -\varepsilon_{3} I & 0 & 0 & 0 & 0 \\ * & * & * & * & * & * & * & * & -\varepsilon_{5} I & 0 & 0 & 0 \\ * & * & * & * & * & * & * & * & * & -\varepsilon_{4} I & 0 & 0 \\ * & * & * & * & * & * & * & * & * & * & -\varepsilon_{6} I & 0 \\ * & * & * & * & * & * & * & * & * & * & * & -\varepsilon_{3} I \\ * & * & * & * & * & * & * & * & * & * & * & * \\ * & * & * & * & * & * & * & * & * & * & * & * \\ * & * & * & * & * & * & * & * & * & * & * & * \\ * & * & * & * & * & * & * & * & * & * & * & * \\ * & * & * & * & * & * & * & * & * & * & * & * \\ * & * & * & * & * & * & * & * & * & * & * & * \\ * & * & * & * & * & * & * & * & * & * & * & * \\ * & * & * & * & * & * & * & * & * & * & * & * \\ * & * & * & * & * & * & * & * & * & * & * & * \\ * & * & * & * & * & * & * & * & * & * & * & * \\ * & * & * & * & * & * & * & * & * & * & * & *\end{array}\right.$

$$
\left.\begin{array}{ccccccccccc}
\varepsilon_{4} H & 0 & 0 & \widehat{Z}_{4} & 0 & 0 & 0 & 0 & \varepsilon_{7} \widehat{Z}_{1} & \varepsilon_{9} \widehat{Z}_{1} & \varepsilon_{10} \widehat{Z}_{1}  \tag{44}\\
0 & \varepsilon_{5} H & \varepsilon_{6} H & 0 & \widehat{Z}_{5} & \widehat{Z}_{2} & \widehat{Z}_{3} & \varepsilon_{8} \widehat{Z}_{1} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\varepsilon_{4} I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & -\varepsilon_{5} I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & -\varepsilon_{6} I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & -\varepsilon_{7} I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & -\varepsilon_{10} I & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & -\varepsilon_{9} I & 0 & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & -\varepsilon_{8} I & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & * & -\varepsilon_{8} I & 0 & 0 & 0 \\
* & * & * & * & * & * & * & * & -\varepsilon_{7} I & 0 & 0 \\
* & * & * & * & * & * & * & * & * & -\varepsilon_{9} I & 0 \\
* & * & * & * & * & * & * & * & * & * & -\varepsilon_{10} I
\end{array}\right]
$$

where

$$
\begin{align*}
& \widehat{Z}_{1}=B_{1} H_{m}, \\
& \widehat{Z}_{2}=G T_{1}^{T} L_{m}^{T}, \\
& \widehat{Z}_{3}=G T_{2}^{T} L_{m}^{T}, \\
& \widehat{Z}_{4}=E T_{1}^{T} L_{m}^{T}, \\
& \widehat{Z}_{5}=E T_{2}^{T} L_{m}^{T}, \tag{45}
\end{align*}
$$

Proof. The proof can be carried out by following similar line as in the proof of Theorem 13 and thus is omitted.

Remark 15. The obtained results are all independent of the time delay. When the time-delay factor is known, the delaydependent passivity [33] yields less conservative performance results, which will be studied for descriptor systems in further research.

## 4. Simulation Example

The dissolving tank is a kind of airtight container which can work under high pressure. It plays an important role in the
field of civil, industrial, military, and scientific research. It is used mostly in the chemical industry among them. This paper establishes the system model based on the bipolar dissolving tank in chemical process.

Considering the bipolar dissolving tank (DT) in chemical process as shown in Figure 1, the solute in the hopper is transported to feeding throats by conveyer belt. If the feeding quantity is changed, the concentration of the solution will change in DT1. Thus the concentration of the solution in DT2 will change too, and it is also controlled by concentration of thin liquid. Generally, the thin liquid flow rate in DT1 is constant, and the thin liquid flow rate in DT2 and the feed quantity in hopper are controlled. Let the two volumes of solution for dissolving tank be $V$, and let the concentration of the solution of DT1 and DT2 be $\rho_{1}(t), \rho_{2}(t)$, respectively. Suppose the feed quantity in hopper is $u_{1}(t)$, the thin liquid flow into DT2 is $u_{2}(t)$, and the thin liquid flow into DT1 is a constant $a$. Owing to the feeding quality from the hopper to DT1 and the solution from DT1 to DT2 having a certain time, therefore the concentration of the solution of dissolving tank has lagged behind. Here we suppose the delays have all the same time $\tau$. Due to some external factors and the structure uncertainties, input disturbances are set to be $\omega(t)$. The concentration of the solution into DT1 and DT2 is $\rho_{10}(t)$ and $\rho_{20}(t)$, respectively, when the system is balanced. Let


Figure 1: Bipolar dissolving tank (DT) in chemical process.
$x_{1}(t)=\rho_{1}(t)-\rho_{10}, x_{2}(t)=\rho_{2}(t)-\rho_{20}$. Above all, the concentration of the dissolving tank satisfies the following system:

$$
\begin{align*}
{\left[\begin{array}{l}
X_{1} \dot{x}_{1}(t) \\
X_{2} \dot{x}_{2}(t)
\end{array}\right]=} & {\left[\begin{array}{cc}
-\frac{a+\delta a}{V} & 0 \\
0 & -\frac{a+\delta a}{V}
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right] } \\
& +\left[\begin{array}{cc}
0 & 0 \\
\frac{a+\delta a}{p V} & 0
\end{array}\right]\left[\begin{array}{l}
x_{1}(t-\tau) \\
x_{2}(t-\tau)
\end{array}\right] \\
& +\left[\begin{array}{cc}
0 & 0 \\
\frac{1-p}{p} & 0
\end{array}\right]\left[\begin{array}{l}
\dot{x}_{1}(t-\tau) \\
\dot{x}_{2}(t-\tau)
\end{array}\right]+\left[\begin{array}{l}
1 \\
1
\end{array}\right] \omega  \tag{46}\\
& +\left[\begin{array}{ll}
1 & 0 \\
0 & \frac{p}{V}
\end{array}\right]\left[\begin{array}{l}
u_{1}(t) \\
u_{2}(t)
\end{array}\right] \\
y(t) & =\left[\begin{array}{ll}
0 & 1
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]+\omega .
\end{align*}
$$

Let $a$ be $1500 \mathrm{~L} / \mathrm{h} \approx 0.4167 \mathrm{~L} / \mathrm{s}, p \approx 97.0 \%, V=200 \mathrm{~L}, \delta a=$ $0.5 \sin t$.

Obviously, the uncontrolled system is not a stable system. For the system with disturbance, if the system is passive, then it is internal stability. It is easy to know that the above uncontrolled system does not satisfy the condition of theory 2. That is to say, this system is not output strictly passive in terms of theory 2 . Then the output strictly passive controller is designed such that the resulting closed-loop system satisfied the prescribed passive performance so that the closed-loop system is to maintain internal stability.

Type 1: the perturbations in additive form (17) and (18) are

$$
\begin{gather*}
M_{a}=0.1, \quad L_{a}=\left[\begin{array}{l}
0.1 \\
0.2
\end{array}\right]^{T} \\
L_{a 1}=\left[\begin{array}{l}
0.1 \\
0.4
\end{array}\right]^{T}, \quad F_{a}(t)=\cos t \tag{47}
\end{gather*}
$$



Figure 2: State response of uncontrolled system $x_{1}$ (solid line) and $x_{2}$ (dashed line).

Suppose that $\delta_{0}=0.2$; we could get the solutions to (40)-(43), which are as follows:

$$
\begin{gather*}
P=\left[\begin{array}{ll}
2.4663 & 0.8714 \\
0.8714 & 1.1222
\end{array}\right], \quad T_{1}=\left[\begin{array}{ll}
-7.8872 & 5.1266
\end{array}\right]  \tag{48}\\
T_{2}=\left[\begin{array}{ll}
-2.6041 & 2.7617
\end{array}\right]
\end{gather*}
$$

This solution leads to the following output strictly passive controller gains:

$$
K_{a}=\left[\begin{array}{ll}
-6.6314 & 9.7177
\end{array}\right], \quad K_{a 1}=\left[\begin{array}{ll}
-2.6533 & 4.5213 \tag{49}
\end{array}\right] .
$$

Type 2: the perturbations in multiplicative form (19) and (20) are

$$
\begin{equation*}
H_{m}=-1, \quad L_{m}=0.5, \quad F_{m}(t)=\cos t \tag{50}
\end{equation*}
$$

Solving the LMI (44) to (45) still with $\delta_{0}=0.2$ we have

$$
\begin{gather*}
P=\left[\begin{array}{ll}
2.2783 & 1.4506 \\
1.4506 & 1.7164
\end{array}\right], \quad T_{1}=\left[\begin{array}{ll}
-47.9123 & 3.6942
\end{array}\right], \\
T_{2}=\left[\begin{array}{ll}
-13.6186 & 1.6788
\end{array}\right] . \tag{51}
\end{gather*}
$$

This solution leads to the following output strictly passive controller gains:

$$
\begin{align*}
K_{a} & =\left[\begin{array}{ll}
-6.6314 & 9.7177
\end{array}\right] \\
K_{a 1} & =\left[\begin{array}{ll}
-2.6533 & 4.5213
\end{array}\right] . \tag{52}
\end{align*}
$$

Figure 2 is the state response of uncontrolled system (46) when the initial condition $x(0)=\left[\begin{array}{ll}0 & 0\end{array}\right]^{T}$ and the disturbance input $\omega(t)=\sin t$. Figure 3 is the state response of the closed-loop system under the designed output strictly passive controller (16) with additive form when the initial condition


Figure 3: State response of the closed-loop system with additive form $x_{1}$ (solid line) and $x_{2}$ (dashed line).


Figure 4: State response of the closed-loop system with multiplicative form $x_{1}$ (solid line) and $x_{2}$ (dashed line).
$x(0)=\left[\begin{array}{ll}0.001 & 0.001\end{array}\right]^{T}$ and the disturbance input $\omega(t)=$ $\sin t$. Figure 4 is the state response of the closed-loop system under the designed output strictly passive controller (16) with multiplicative form when the initial condition $x(0)=$ $\left[\begin{array}{ll}0.001 & 0.001\end{array}\right]^{T}$ and the disturbance input $\omega(t)=\sin t$.

## 5. Conclusions

This paper has established a new version of bounded real lemma for neutral singular systems of LMIs. In this conclusion strict LMI is obtained. This overcomes the shortcoming which may result in numerical problems which are fragile and usually not satisfied perfectly. Design of the state feedback output strictly passive controller such that the closed-loop system is output strictly passivity. Finally, a numerical example illustrates the ability of this kind of passive controller.
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