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The Computational Grid is a promising platform for the ef-
ficient execution of parameter sweep applications over large
parameter spaces. To achieve performance on the Grid, such
applications must be scheduled so that shared data files are
strategically placed to maximize re-use, and so that the ap-
plication execution can adapt to the deliverable performance
potential of target heterogeneous, distributed and shared re-
sources. Parameter sweep applications are an important class
of applications and would greatly benefit from the develop-
ment of Grid middleware that embeds a scheduler for perfor-
mance and targets Grid resources transparently.

In this paper we describe a user-level Grid middleware
project, the AppLeS Parameter Sweep Template (APST), that
uses application-level scheduling techniques [1] and various
Grid technologies to allow the efficient deployment of pa-
rameter sweep applications over the Grid. We discuss several
possible scheduling algorithms and detail our software de-
sign. We then describe our current implementation of APST
using systems like Globus [2], NetSolve [3] and the Network
Weather Service [4], and present experimental results.
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1. Introduction

Fast networks make it possible to aggregate CPU,
network and storage resources into Computational
Grids [5,6]. Such environments can be used effectively
to support large-scale runs of distributed applications.
An ideal class of applications for the Grid is the class
of parameter sweep applications (PSAs) that arise in
many scientific and engineering contexts [7–13]. These
applications are typically structured as sets of “exper-
iments”, each of which is executed with a distinct set
of parameters. There are many technical challenges in-
volved when deploying large-scale applications over a
distributed computing environment. Although param-
eter sweep experiments are independent (i.e. do not
communicate), many PSAs are structured so that dis-
tinct experiments share large input files, and produce
large output files. To achieve efficiency for large-scale
runs, shared data files must be co-located with experi-
ments, and the PSA must be scheduled to adapt to the
dynamically fluctuating delays and qualities of service
of shared Grid resources. Previous work [1,14,15] has
demonstrated that run-time, adaptive scheduling is a
fundamental approach for achieving performance for
such applications on the Grid.

PSAs are of great interest to the scientific community
and user-level middleware targeted to the efficient exe-
cution and deployment of large-scale parameter sweeps
would be enormously helpful for users. In this paper we
describe the design and implementation of such middle-
ware: the AppLeS Parameter Sweep Template (APST).
The purpose of the template is to provide a framework
for easily and efficiently developing, scheduling, and
executing large-scale PSAs on Computational Grids.

Our work complements the Nimrod project [16]
which also targets PSAs, as well as the work on de-
veloping high-throughput Condor Monte Carlo simu-
lations [17]. Nimrod’s scheduling approach is different
from ours in that it is based on deadlines and on a Grid
economy model, while our work focuses on the effi-
cient co-location of data and experiments and adaptive
scheduling. The Condor work also does not consider
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Fig. 1. Application and Grid model.

distributed data constraints. Moreover, our work differs
from both Nimrod and Condor in that it is designed to
target multiple Grid infrastructure environments simul-
taneously (following the example of EveryWare [18]).

In Section 2.1, we describe our application and Grid
model. In Sections 2.2 and 2.3, we provide context
by describing previous work on PSA scheduling algo-
rithms. In Section 3, we describe new work on the
design and implementation of the AppLeS Parameter
Sweep Template. Section 4 presents experimental re-
sults and an evaluation of the APST software. We
conclude with and discuss future work in Section 5.

2. Scheduling parameter-sweep applications

2.1. Application and Grid model

We define a parameter sweep application as a set
of “independent” sequential tasks (i.e. with no task
precedences). We assume that the input to each task is
a set of files and that a single file might be input to more
than one task. In our model, we assume without loss of
generality that each task produces exactly one output
file. This model is motivated by real-world PSAs (see
Section 4.1).

We assume that the Computational Grid available
to the application consists of network-accessible sites
that contain computing resources called hosts (work-
stations, multi-processors, etc.), as well as local stor-
age resources called disks. In the case of large-scale
PSAs, it is critical for performance that hosts within a
site can share data in local disks efficiently. Typically
the number of computational tasks in the application
will be orders of magnitude larger than the number of
available processors.

The implementation of APST aims at leveraging
whatever software infrastructure is available in the dis-
tributed environment. Access to remote computational
resources can be facilitated by various Grid infrastruc-
ture projects [2,3,19–22], and several approaches can
be used for implementing the distributed storage infras-
tructure (e.g. low-level systems such as GASS [23] and
IBP [24], or distributed file systems such as AFS).

Figure 1 depicts both our application model and our
Grid model. We do not impose any constraints on the
performance characteristics of the resources. However,
some of the scheduling algorithms described hereafter
will require estimates of computation and file transfer
times. Such estimates can be provided by the user,
analytical models or historical information, by facili-
ties such as the Network Weather Service (NWS) [4],
ENV [25], Remos [26], and/or Grid services such as
those found in Globus [2], or computed from a com-
bination of the previous. Our models and assumptions
are discussed in more detail in [27].

2.2. The self-scheduled workqueue

A straightforward and popular adaptive scheduling
algorithm for scheduling sets of independent tasks is the
self-scheduled workqueue [28] (workqueue for short).
The algorithm assigns work to hosts as soon as they
become available in a greedy fashion. Even though it
is very adaptive, it may fail to capture many idiosyn-
crasies of the application with respect to the comput-
ing environment such as data storage requirements and
data sharing patterns. In the context of our application
model (see Fig. 1), a workqueue strategy is appropri-
ate for certain application scenarios: if there are no
large shared input files, or if large input files are shared
by a very large number of tasks making file transfer
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costs negligible compared to computational costs. The
topology and nature of the Grid available to the user can
also justify the use of a workqueue (e.g. large clusters
interconnected with high-speed networks).

However, there are many instances in which the
workqueue algorithm leads to poor schedules, typically
when large files are shared by a relatively small number
of tasks, or by many tasks that have relatively small
computational costs. These situations arise in many
real-world PSAs where the user explores ranges of pa-
rameters for multiple scenarios, each scenario being
described in a large input file (see Section 4.3). Also, it
may be that the relatively slow networks interconnect-
ing the different sites combined with relatively large
file sizes make it critical for the application that file
transfer costs be minimized. This will certainly be true
for future Grid-wide PSAs that make use of large data-
sets stored in distributed digital libraries over the In-
ternet. Finally, and most importantly, the workqueue
algorithm does not perform any resource selection on
behalf of the application. Given the sheer amount of
resources that will soon be available on the national
Computational Grid, it will be necessary to determine
subsets of resources that can be used effectively for
running a PSA.

Thus, there is a need for a more sophisticated adap-
tive scheduling algorithm that can automatically per-
form on-the-fly resource selection and co-allocation of
data and computation when needed. The following
section describes our first approach at designing and
implementing such an algorithm.

2.3. Adaptive scheduling with heuristics for task-host
assignment

Efficient deployment of PSAs on the Computational
Grid requires the use of scheduling algorithms specially
designed for, and adapted to the structure and the re-
quirements of PSAs. Given the dynamic nature of Grid
environments, adaptive algorithms provide the flexibil-
ity to react to changing resource conditions at run-time.
In a previous paper [27], we described a scheduling al-
gorithm which provides a fundamental building block
of the AppLeS Parameter Sweep Template. In this sub-
section, we review those results in order to make this
paper self-contained.

For PSAs, we focus on scheduling algorithms whose
objective is to minimize the application’s makespan
(as defined in [29]). In [27] we proposed an adap-
tive scheduling algorithm that we call sched(). The
general strategy is that sched() takes into account re-

source performance estimates to generate a plan for
assigning file transfers to network links and tasks to
hosts. To account for the Grid’s dynamic nature, our
algorithm can be called repeatedly so that the sched-
ule can be modified and refined. We denote the points
in time at which sched() is called scheduling events,
according to the terminology in [30]. Having multi-
ple scheduling events makes it possible to have achieve
adaptive scheduling. The more frequent the events, the
more adaptive the algorithm.

Figure 2 shows the general skeleton for sched().
Step (1) takes care of setting the scheduling even inter-
vals dynamically. In Step (2), sched() creates a Gantt
chart [31] that will be used to build the scheduling plan.
The chart contains one column for each network link
and one for each host. Each column is a time line that
can be filled with blocks to indicate resource usage.
Step (3) inserts blocks corresponding to ongoing file
transfers and computations. Step (4) is the core of the
algorithm as it assigns tasks and file transfers to hosts
and network links. Finally, in step (5), the Gantt chart
is converted into a schedule that can be implemented
on Grid resources.

The problem of deciding on an optimal assignment of
file transfers to network links and computation to hosts
is NP-complete. It is therefore usual to use heuristics
to make those decisions and step (4) in the algorithm
is where such heuristics can be implemented. Simple
heuristics for scheduling independent tasks were pro-
posed in [30,32]: Min-min, Max-min, and Sufferage.
These heuristics iteratively assign tasks to processors
by considering tasks not yet scheduled and computing
expected Minimum Completion Times (MCTs). For
each task, this is done by tentatively scheduling it to
each resource, estimating the task’s completion time,
and computing the minimum completion time over all
resources. For each task, a metric is computed using
these MCTs, and the task with the “best” metric is
assigned to the resource that lets it achieve its MCT.
The process is then repeated until all tasks have been
scheduled. The way of computing and evaluating the
metric entirely defines the heuristic’s behavior, and Ap-
pendix A gives the basic algorithm of the heuristics and
succinct descriptions of four different metrics.

These base heuristics are effective in environments
where tasks and hosts exhibit affinities, that is where
some hosts are best for some tasks but not for others
(e.g. due to specialized hardware, optimized software
libraries, etc.). Our key idea here is that the presence of
some input files in a disk “close” to some host is akin to
the idea of task/host affinities. This is why we expect
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Fig. 2. Scheduling algorithm skeleton.

the heuristics to be effective in our setting. We adapted
all three base heuristics so that they take into account
such file location constraints. Note that step (4) only
fills the Gantt chart until “enough” work has been as-
signed to resources. Indeed, sched() will be called
at the next scheduling event, and new assignments will
then be made. Typically, step (4) assigns work to re-
sources until the next scheduling event plus some fixed
amount of time to be conservative (i.e. to account for
prediction inaccuracies).

Intuitively, the rationale behind Sufferage seems to
be most applicable to our setting: a task should be
scheduled to a host when that task is the one that would
“suffer” the most if not scheduled to that host. We
expect the sufferage idea to be a simple, elegant, yet
effective way to capture data distribution patterns. We
proposed an extension to the Sufferage heuristic and
adapted it to our Grid model to create the XSufferage
heuristics (see Appendix A). All the heuristics men-
tioned here have been evaluated in simulation environ-
ments and XSufferage proved to be the most promising
heuristic (see [27]).

We also conducted simulations to study the impact
of inaccurate performance estimates as perfect predic-
tive accuracy is rarely found in real programming en-
vironments. Increasing the frequency of the calls to
the scheduling algorithm (in other words, increasing its
adaptivity) makes it possible to tolerate these inaccu-
racies and simulations show that XSufferage performs
particularly well in the context of multiple scheduling
events and poor information. All the heuristics are de-
signed to have low computational complexity. Further-
more, it is possible to reduce the set of tasks that are
considered by the heuristics. Section 4.3 describes a
first simple approach at such a task space reduction.

It is therefore possible to run sched() frequently.
Note that a self-scheduled workqueue algorithm does
not make use of any performance estimates. In the
case of a single scheduling event (at the beginning of

execution), the workqueue is the most performance-
efficient scheduling algorithm when the accuracy of
performance estimates is poor.

3. The AppLeS Parameter-Sweep Template

3.1. Motivation and goals

The AppLeS project [1,33] focuses on the design and
development of Grid-enabled high-performance sched-
ulers for distributed applications. The first generation
of AppLeS schedulers [34] demonstrated that simulta-
neously taking into account application- and system-
level information makes it possible to effectively sched-
ule applications onto computational environments as
heterogeneous and dynamic as the Grid. However, each
scheduler was embedded within the application itself
and thus difficult to re-use for other applications. The
next logical step was to consider classes of applications
that are structurally similar and to develop independent
software frameworks, i.e. templates, that can sched-
ule applications within a class. This paper focuses on
the AppLeS Parameter-Sweep Template (APST) which
targets PSAs.

Our goal is twofold. First, we seek to use APST to
investigate the difficult problems of adaptive schedul-
ing and deployment of PSAs. Second, we seek to pro-
vide users with a convenient and efficient way of run-
ning PSAs over most available Grid resources. APST
and projects like SciRun [35] and Nimrod/G [16] pro-
vide initial examples of user-level Grid middleware.
The development of such user-level middleware will
be critical to the wide-spread use of and application
performance on the Computational Grid.

To achieve both our goals, we must design the soft-
ware so that it is possible for the user to enable/disable
different features (e.g. using Globus resources or not),
and tune various parameters of the scheduling algo-
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rithm (e.g. choosing a scheduling heuristic). Ulti-
mately, most tuning should occur automatically as de-
scribed in Section 5. The following section describes
and justifies our design choices.

3.2. Software design

Figure 3 shows the overall design of the AppLeS Pa-
rameter Sweep Template. The software is composed of
a client and a daemon. At the moment, the client is an
executable that takes various command-line arguments
and can be used by the user to interact with the daemon.
It is possible to use the client to submit new compu-
tational tasks, cancel tasks previously submitted, and
inquire about the status of an ongoing computation. To
submit new tasks, the user must provide a task descrip-
tion file which contains one task description per line.
Each task description specifies which program to run
as well as the required command-line arguments, the
location of input files, and where output files should be
created (i.e. written to local disks or left in place in re-
mote storage). The user also has the option to provide
an estimate of the task’s relative computational cost.
We focus on the scheduling algorithm rather than on
developing user interfaces. However, we expect that
the APST client in its current form can serve as a build-
ing block for more sophisticated user interfaces (e.g.
within a PSE such as SCIRun [35] or Nimrod [16], or
from a Web/CGI interface). Current APST users gen-
erally use the client from the shell and generate task
description files with simple Perl scripts. The current
implementation of the daemon assumes a single client
(i.e. user) at the moment.

As seen in Fig. 3 the APST daemon consists of four
distinct sub-systems: the Controller, the Scheduler, the
Actuator, and the Meta-data Bookkeeper. Each sub-
system defines its own API. Those APIs are used for
communication/notification among sub-systems. Pro-
viding multiple implementations of these APIs makes
it possible to plug in different functionalities and algo-
rithms into each APST sub-system. For instance, writ-
ing multiple implementations of the Scheduler’s API is
the way to provide multiple scheduling algorithms.

The Scheduler is the central component of the APST
daemon. Its API (sched api) is used for notification
of events concerning the application’s structure (new
tasks, task cancellations), the status of computational
resources (new disk, new host, host/disk/network fail-
ures), and the status of running tasks (task completions
or failures). The behavior of the scheduler is entirely
defined by the implementation of this API. The Con-

troller relays information between the client and the
daemon and notifies the Scheduler of new tasks to per-
form or of task cancellations. It uses the Scheduler’s
API and communicates with the client using a simple
wire protocol. The Actuator implements all interaction
with Grid infrastructure software for accessing storage,
network, and computation resources. It also interacts
with the Grid security infrastructure on behalf of the
user when needed. There are two parts to the Actua-
tor’s API: (i) the transport api handles file transfer and
storage; (ii) the env api handles task launching, polling,
and cancellation. The Scheduler can place calls to both
these APIs to have the Actuator implement a given
schedule on Grid resources. The Actuator’s implemen-
tation makes use of standard APIs to Grid infrastructure
softwares to interact with resources. Each sub-system
API consists of less than 15 functions.

Our design ensures that it is possible to mix and
match different implementations of the APIs. In par-
ticular, the implementation of a given scheduling algo-
rithm is completely isolated from the actual Grid soft-
ware used to deploy the application’s tasks. Section 3.3
describes the implementations that are currently avail-
able.

The intent of our design is that a constant control
cycle between the Scheduler and the Actuator is nec-
essary for effective scheduling. Using the env api, the
Scheduler periodically polls the Actuator for task com-
pletions, failures, or other events (e.g. newly avail-
able computing resources). This leads the Actuator to
place calls to the sched api to notify the Scheduler of
these events. The Scheduler has then the opportunity
to react by making decisions and placing calls to the
env api and the transport api. Such a design makes it
very easy to implement straightforward algorithms like
a self-scheduled workqueue, as well as more complex
algorithms as the one presented in Section 2.3.

As seen in Section 2.3, promising scheduling algo-
rithms base their decisions in part on forecasted com-
putation and file transfer times. The Meta-data Book-
keeper is in charge of keeping track of static and dy-
namic meta-data concerning both the resources and the
application. It is also responsible for performing or ob-
taining forecasts for various types of meta-data. Its API
(meta api) contains two functions: one to store meta-
data local to the application inside the Bookkeeper; the
other to obtain a forecast for (dynamic) meta-data. Dy-
namic and static meta-data concerning Grid resources
are available via Grid Information Services (GISs) and
accessible via standard Grid APIs. In addition, the
Actuator stores meta-data for the application (e.g. ob-
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Fig. 3. The AppLeS APST software design.

served file transfer duration on some given network
link) inside the Bookkeeper. The Scheduler requests
forecasts for dynamic meta-data on which it can base
scheduling decisions. The following section gives more
details on the implementation of the forecasting facility.

3.3. Current implementation

A beta prototype implementation of APST was
demonstrated during the Supercomputing’99 confer-
ence (running over 200 hosts). This document de-
scribes APST v1.0. The software has been developed
on Linux and ported to most UNIX platforms. Let us
review the implementation of each of the sub-systems
presented in the previous section.

We have implemented multiple versions of the
sched api for each of the following scheduling algo-
rithms: a standard workqueue algorithm, a workqueue
algorithm with work-stealing and task-duplication, and
a Gantt chart algorithm that can use any of the heuris-
tics introduced in Section 2.3. At the moment, the algo-
rithm and its parameters are chosen when starting the
APST daemon, and stays effective for the life-cycle of
the daemon. As described in Section 5, we plan to per-

form further investigation to allow for automatic and
dynamic scheduling algorithm selection without user
intervention.

The Bookkeeper interacts with the Network Weather
Service (NWS) [4,36] for obtaining dynamic Grid re-
source information concerning CPU loads, as well as
network latencies and bandwidths. Forecasting is done
using the NWS forecasting module directly linked in
with the APST daemon (we use NWS version 2.0).
The alternative would be to query remote NWS fore-
casters for NWS-generated meta-data, and still use the
linked-in NWS forecaster for APST-generated meta-
data. The use of remote forecasters would minimize
forecast-related network traffic as potentially large time
series need not be transmitted over the network. On
the other hand, the use of a linked-in NWS forecaster
makes the implementation simpler as it does not re-
quire a distinction between the two types of meta-data.
We will make a final decision on that trade-off once we
gain more experience with the current implementation.

The Actuator handles all interaction with Grid soft-
ware for moving files and launching jobs. Currently,
we provide three implementations of the transport api.
Two are on top of Grid storage software: GASS [23]
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which is part of the Globus toolkit, and the Internet
Backplane Protocol (IBP) [24] developed at the Uni-
versity of Tennessee. Both these projects provide some
level of abstraction for handling remote/distributed
storage devices. The third implementation of the trans-
port api is on top of NFS. It can be used when a host
used for computation can directly access the user’s file
system. We currently have 2 implementations of the
env api: one on top of Globus’ GRAM [37], and one on
top of NetSolve [3]. NetSolve is a client-agent-server
system that offers a simple way to submit computa-
tions to remote servers, and in its current version it does
not implement any security mechanisms. On the other
hand, the GRAM implementation of the env api makes
use of the Globus Security Infrastructure (GSI) to sub-
mit jobs. We are also considering providing implemen-
tations of the env api for Ninf [21] and Legion [19].

The Actuator’s design provides great flexibility as it
is possible to mix and match the env api and the trans-
port api. The APST daemon can then simultaneously
use Globus and NetSolve servers for tasks, as well as
IBP, GASS, and NFS servers for storage. It is also
possible to have any task (spawned by the the env api)
use files in any storage system. At the moment how-
ever, our implementation imposes the restriction that
GRAM-spawned tasks can only access files in GASS
servers or over the NFS. Likewise, NetSolve-spawned
tasks can only access files stored in IBP servers or over
the NFS. Using systems such as GASS and IBP makes
it possible for tasks outside the client’s file system to
share copies of a single file as described in Section 2.1.
This in turn makes it worthwhile to use the heuristics
of Section 2.3.

4. Software evaluation

4.1. The MCell PSA

Parameter Sweep Applications arise in various
fields [8–13,38]. In this work we focus primarily
on MCell [7,39], a micro-physiology application that
uses 3-D Monte-Carlo simulation techniques to study
molecular bio-chemical interactions within living cells.
MCell can be used to study the trajectories of neuro-
transmitters in the 3-D space between two cell mem-
branes for different deformations of the membranes.
MCell is currently being used in over 20 laboratories
over the world for practical applications. It is typical
for subsets of MCell tasks to share large data files (e.g.
describing 3-D polygon surfaces) and our expectation is

that scheduling heuristics such as XSufferage will lead
to good performance in real-world Grid environments.

We use three criteria to evaluate our software with
MCell. First, we discuss how APST’s usability makes
it not only possible but easy for users to deploy large
scale MCell simulations. Second, we use experimental
results to show how APST’s scheduling capabilities
promote performance in a Grid environment. Third, we
show how the use of multi-threading allows the APST
daemon to achieve better Grid resource utilization.

4.2. Usability

Previously, MCell users wanting to run a distributed
MCell simulation had to manually upload input files
to remote computational sites, create a collection of
Shell scripts to perform simulation sequentially on each
available host, manually check for task completions and
download produced output file. There was no support
for data-management, scheduling, or fault-tolerance.
APST addresses all three issues. The user needs to sim-
ply write task descriptions (see Section 3.2) and pro-
vide paths to input files on his/her local disk or to files
that have been pre-staged on remote storage. The user
never performs any explicit data upload and download
as those are determined by the Scheduler and transpar-
ently implemented via Grid services. Scheduling de-
cisions are made automatically and are based on real-
time resource availabilities and loads. Finally, APST
inherits fault-tolerance mechanisms from Grid com-
putational services and can recover from host failures
gracefully. In addition, new resources can be added (or
deleted) on-the-fly and APST adapts its current sched-
ule accordingly. MCell users can now deploy their sim-
ulations over large sets of resources without modifying
the way they design their experiments. As far as the
user is concerned, the simulation runs locally on the
desktop.

4.3. Scheduling algorithm

Figure 4 depicts the computing environment that we
used for the experiments reported in this section. Hosts
were located in three different institutions: the Uni-
versity of California at San Diego (UCSD), the Uni-
versity of Tennessee, Knoxville (UTK), and the Tokyo
Institute of Technology (TITECH). Hosts at UCSD and
TITECH are Linux/Intel boxes, whereas hosts at UTK
are Solaris/Sparc workstations. We deployed NetSolve
and IBP at TITECH and UTK, and the Globus’s GRAM
and GASS at UCSD (version 1.1.3). The host break-
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down for the three institutions is as follows: 8 hosts at
UCSD, 16 hosts at UTK, and 32 hosts at TITECH. All
hosts were used in non-dedicated mode and the NWS
was deployed to monitor CPUs and network links. We
had to start the APST daemon and client within the
TITECH firewall so that we could make use of Net-
Solve to access hosts on the TITECH cluster. Note that
current developments (e.g. [40]) will make it possible
to use hosts behind firewalls in future experiments.

4.3.1. Experiments
The first set of experiments was conducted with a

standard MCell application consisting of 1,200 tasks.
Relative task computational costs are in the range 1–
20 (meaning that the most expensive task required 20
times more computation than the cheapest one). The
application is structured as 6 Monte-Carlo simulations
(each containing 200 tasks) and all tasks within a sim-
ulation share a common input file describing the ge-
ometry of a different 3-D space. The 6 shared files are
of size 1, 1, 20, 20, 100 and 100 MBytes respectively.
Other input files and produced output files are all under
10 Kbytes. All input files are initially present in local
storage on the host running the APST client, that is a
host at TITECH that we will call the source.

In these experiments, we compare two different
schedulers: the self-scheduled workqueue and the
Gantt chart algorithm introduced in Section 2.3. Fig-
ure 5 shows results obtained with 4 different scenarios.
On that figure, bar heights are averages over 5 runs, and

two standard deviations are shown as error bars. For
each scenario, measurements were obtained for back-
to-back runs of the MCell simulation with both sched-
ulers, and all experiments were performed over a period
of 4 days. In all scenarios all input files are available
from the source and in all but scenario (a) some shared
input files have been pre-staged at some remote sites.
This pre-staging can be actively performed by the user
while setting up the MCell simulation, can be the result
of using distributed digital libraries that use replication
for better efficiency, or can just mean that left-over files
from previous runs can be re-used. The extreme sce-
nario (d) is when all shared input files are pre-staged at
all remote sites. The expectation is that the Gantt chart
algorithm will outperform the workqueue when few
files have been pre-staged, whereas the performance of
both algorithms should be similar when many files have
been pre-staged, making the Gantt chart algorithm the
most versatile and consistent overall.

Note that we do not give results for all the heuristics
mentioned in Section 2.3, but instead just give generic
“Gantt chart” results. In fact, we did not observe any
real difference between the heuristics in these experi-
ments as their scheduling choices were similar. This is
due to the topology of our testbed in Fig. 4. Indeed, the
simulation results previously obtained in [27] indicated
that heuristics start behaving differently when the Grid
topology contains a larger number of sites. Although
time constraints prevented us from gathering experi-
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Fig. 5. Gantt chart vs. workqueue in 4 scenarios.

mental results on a larger testbed here, we will report
on more extensive experiments in a future paper.

On average, during the experiments, the bandwidths
between the source and the TITECH cluster is 20 times
higher than the one between the source and the UCSD
cluster, and 40 times higher than the one between the
source and the UTK cluster. In scenario (a) no file
are pre-staged. The workqueue sends tasks to hosts in
a greedy fashion, leading to large input files transfers
over slow links. By contrast, the Gantt chart algorithm
uses the UTK cluster only for tasks that use small in-
put files (1 Mbyte), the UCSD cluster for tasks that
use small or medium input files (20 MBytes), and the
TITECH cluster for all tasks. This explains the aver-
age 62% gap between the two scheduling algorithms.
In scenario (b), the 100 MByte input files have been
pre-staged at UCSD. Expectedly, both scheduling algo-
rithms show improvement, but the workqueue still pays
the cost of sending 100 MByte files over to UTK. In
scenario (c), one 100 MByte and the two 20 MByte in-
put files have been pre-staged on the cluster at UTK, in
addition to the files already pre-staged for scenario (b).
Again, this leads to improvements for both algorithms
by comparison with scenario (b). The relative improve-
ment if larger for the workqueue as one of the 100
MByte file needs not be transfered. Finally, in sce-
nario (d), all large input files are pre-staged on all clus-

ters, and one can see that both workqueue and the Gantt
chart algorithm lead roughly to the same performance.
These results indicate that using the scheduling algo-
rithm of Fig. 2 leads to better schedules because it takes
into account data storage and data sharing patterns in
the application. When there is no data storage con-
cern (as in scenario (d)), then it performs similarly to a
workqueue algorithm.

4.3.2. Forecast accuracy and scheduling cost
Given the large number of available resources and

of tasks in PSAs, we have to use techniques to mini-
mize the time required to apply the heuristics of Sec-
tion 2.3. An obvious cost incurred by the heuristics
is the one of obtaining forecasts from the Meta-Data
Bookkeeper. Indeed, as detailed in Appendix A, each
heuristics makes heavy use of performance estimates,
and constantly obtaining new forecasts leads to pro-
hibitive costs. Therefore, our implementation of the
Bookkeeper provides caching of forecasts that can be
re-used until a new forecast is obtained. This caching
mechanism is transparent to the other APST compo-
nents. Figure 6 shows typical percentage relative errors
when forecasting task execution times during an MCell
run. We mentioned in Section 3.2 that the user can
provide relative computational costs for the application
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Fig. 6. Forecast accuracy.

tasks. These costs are not representative of real task
execution times, but can be used to compare tasks (e.g.
a task with cost “2” requires twice as much computa-
tion as a task with cost “1”). During the first round
of scheduling, the Bookkeeper makes initial guesses
for actual task execution times. Once tasks complete,
the Bookkeeper uses observed execution times to im-
prove accuracy by factoring in the user-provided rela-
tive costs, observed CPU loads, and host speeds (when
unloaded). Figure 6 shows that behavior, with relative
errors initially around 100%, and then dropping to an
average of 11% after about 500 seconds which is when
the first tasks complete. In this experiment scheduling
events where 250 seconds apart, and according to the
simulation result obtained in [27] a relative error rate
of 11% is largely sufficient to justify the use of Gantt
chart heuristics for scheduling. This corroborates the
results in the previous section.

As seen in Appendix A, the heuristics are imple-
mented with nested loops over all tasks that have not
yet been scheduled. When the total number of tasks
in the application is large, the heuristics can become
costly (albeit in polynomial time). It is then necessary
to run the heuristic on a reduced task space. The current
implementation of the heuristics in the APST Sched-

uler reduces the task space by limiting the number of
tasks processed by the inner loop of each heuristic’s
algorithm to a fixed number of tasks (200 in our exper-
iment). These 200 tasks are randomly selected at each
iteration of the outer loop. For comparison purposes
we ran a few experiments without task-reduction, and
did not observe any degradation in the performance of
the obtained schedules. In fact, as long as the set of
200 tasks contains one task that uses each large shared
input file, the heuristic makes the right decisions. Sta-
tistically, this is almost always the case for the MCell
application we used as there are only 6 distinct large
input files. This will not be true for applications that ex-
hibit more complex structures, and more sophisticated
task space reduction technique will be needed. More
detailed investigations on how different reduction tech-
niques impact the quality of the resulting schedule is
left for future work.

Due to the caching mechanisms used by the Book-
keeper and our simple task space reduction, the time re-
quired to run the sched() algorithm averaged 10 sec-
onds for all runs (recall that sched() was called every
250 seconds). Further optimization of the Gantt chart
implementations are possible, and the released version
of APST will likely exhibit even lower scheduling costs.



H. Casanova et al. / The AppLeS Parameter Sweep Template: User-level middleware for the Grid 121

4.4. Multi-threading for performance

It is critical that the Actuator embedded in the APST
daemon be able to launch computations on Grid re-
sources (in our case NetSolve and Globus resources) as
efficiently as possible. Indeed, since PSAs consist of
many tasks and are to be deployed over many resources,
the overhead incurred when starting remote computa-
tions may have dramatic impact on the overall execu-
tion time. This overhead is due to both network and
software latencies. For instance, to launch a computa-
tion on a remote NetSolve server, the NetSolve client
(transparently to the user) contacts a NetSolve agent,
downloads an IDL description of a few Kbytes, and
performs an IDL check with the remote server. The
server then forks a separate process to handle the com-
putation, and that process sends an acknowledgement
back to the client. The NetSolve client then returns
control to the APST Actuator. Similar overheads are
incurred when launching remote jobs via the Globus
GRAM.

Let us give an example: say that the APST daemon
has access to 60 identical remote hosts for computation,
and that the MCell simulation to be performed consists
of, 1000 tasks that all require 30 seconds of computa-
tion. For the sake of discussion, assume that the Ac-
tuator incurs and overhead of 1 second for initiating a
computation on a remote host. In this setting, under the
optimistic assumption that there is no overhead for ac-
knowledging task completions, the APST daemon will
achieve at most 50% utilization of available resources,
leading to an execution time roughly two times larger
than the execution time without the 1 second overhead.
APST users trying to run large MCell computations
faced that problem acutely when performing simula-
tions on the SP-2 available at the San Diego Supercom-
puting Center that provides more than 1000 nodes for
computation. The overhead for starting a remote job
was on average 0.3 seconds and the machine utilization
for typical MCell simulation, at times, got as low as
20%.

Our first step was to dynamically measure and in-
clude that overhead into the Scheduler’s performance
model (e.g. when filling the Gantt chart). While im-
proving the schedule’s accuracy, the new performance
model led to no observable improvement from the
user’s perspective. We then opted for providing a more
efficient implementation of the env api, and our first
approach uses threads. The expectation is that multi-
ple concurrent threads can place simultaneous call to
Grid software, and that network and software latencies

can be partially hidden. Some minor changes to the
NetSolve client library were required in order to make
it thread-safe whereas Globus provides a thread-safe
GRAM API.

For experiments in this section we used NetSolve on
all nodes of the “Presto” cluster, a 64-node 350MHz
Pentium II Linux cluster made available to us by the
Tokyo Institute of Technology (TITECH). More infor-
mation on that cluster is available at [41]. As for the
experiments in Section 4.3.1, the APST daemon was
running also at TITECH, inside the firewall, but not
on the cluster itself. We conducted experiments with
an MCell simulation consisting of 1000 tasks. During
the experiments, MCell tasks were running for 30 to
80 seconds (depending on the task and the CPU loads,
since the cluster was not dedicated). Input/output file
transfers were done with IBP, and we used the standard
workqueue scheduler (which is as good a choice as any
other in such an environment).

Figure 7 shows execution times for increasing num-
ber of allowed simultaneous threads in the env api. For
each number of allowed threads (1, 2, 3, 4, 10, 20 and
30), we show data points for 5 runs, for a total of 35
runs of the application. The execution time averages
are linked with a solid line. One can see that the use
of multi-threading leads to dramatic improvement and
effectively hides network and software latencies. Al-
lowing for 20 concurrent threads improves the execu-
tion time by 48% over no multi-threading. However,
allowing for more than 20 threads does not lead to fur-
ther improvement. This behavior is explained by the
data in Fig. 8. On that figure, for the same experiments,
we plot average numbers of simultaneous threads that
the Actuator could effectively spawn. As in Fig. 7,
we plot a data point for each run and link the averages
with a solid line. One can see that, for this experiment,
the Actuator never had the opportunity to spawn more
than 12 threads. This is strongly related to the rate at
which tasks complete in this particular setting, which
in turns depends on the nature of the application and on
the number and nature of available resources. In this
experiment, the APST daemon spawns new tasks ap-
proximately every 10 seconds, in which time 12 tasks
complete on average.

Finally, Fig. 9 shows the decrease in latency for in-
dividual NetSolve calls when the number of concurrent
threads increases. The per-call latency is computed by
dividing the time spent in spawning n NetSolve calls (in
a multi-threaded fashion) by n. The data-points shown
on Fig. 9 are averages computed over all 35 experi-
ments previously reported in Fig. 7. The curve shows
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Fig. 7. Multi-threading and execution time.

a dramatic drop in per-call latency initially and then
stabilizes at roughly 15 threads. This means that, when
using NetSolve on this cluster, multi-threading is effec-
tive for hiding latency effectively only up to 15 threads.
We expect that larger numbers of threads can be effec-
tive for larger network latencies and we will perform
more experiments with different configurations. Since
the APST daemon spawns 12 threads simultaneously
on average in this experiment, it is close to making best
use of multi-threading.

Following the same ideas, we implemented a multi-
threaded implementation of the transport api that al-
lows concurrent file transfers on top of GASS, IBP and
NFS. Threads could also be used to hide latencies as-
sociated with overheads incurred when acknowledging
task completions. We leave this for a future implemen-
tation of the APST Actuator.

5. Conclusion and future work

In this paper we have described a user-level Grid mid-
dleware project, the AppLeS Parameter Sweep Tem-
plate (APST), that is used to deploy Parameter Sweep
Applications (PSAs) across the Computational Grid.
The design of the software makes it easy to: (i) effi-

ciently and adaptively use resources managed by mul-
tiple Grid infrastructure environments for large-scale
PSAs; and (ii) investigate the effectiveness of a variety
of adaptive scheduling algorithms and implementation
strategies.

Our work on scheduling can be extended in sev-
eral ways. We plan to integrate and possibly adapt
more scheduling algorithms found in the literature such
as [42,43]. Our current Grid model restricts network
communications between the user’s machine and the
remote site; extending it to allow inter-site communica-
tion is straightforward and will be our next undertaking.
All the scheduling algorithms mentioned in this paper
are adaptive to changing resource conditions. However,
our overall goal is to have APST select which algo-
rithm should be used at run-time. In the release version
of APST, we plan to dynamically select a workqueue
algorithm or XSufferage depending on estimation ac-
curacy. We have also initiated a collaboration with the
Nimrod team in a attempt to explore Grid economy
models and their impact on scheduling algorithms. We
will investigate in more details the impact of several of
the techniques we used to reduce the cost of computing
a schedule, particularly task space reduction techniques
and NWS forecast caching. Finally, we will perform
many more experiments with larger testbeds and appli-
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Fig. 8. Opportunities for multi-threading.

cations. We expect that these experiments will make it
possible to effectively compare the different heuristics
for assigning tasks to hosts.

From the software standpoint, several improvements
can be made to the current implementation of APST.
First, we must allow the APST daemon and the APST
client to reside on different file systems. This will al-
low the same daemon to be used by multiple users for
different applications. Multiple applications will re-
quire finding a way for the scheduling algorithms to
ensure some degree of fairness among users without
compromising efficient use of storage and computa-
tion resources. Our work motivates the development
of better long-range forecasting techniques as part of
the NWS, and the authors are collaborating with the
NWS team towards that purpose. More components of
the Globus toolkit need to be integrated/used by APST
(e.g. HBM, MDS). We will also develop implementa-
tions of the APST Actuator over other Grid softwares
like Ninf [21] and Legion [19]. Finally, following the
idea presented in Section 4.4, we will push the use of
threads further in the implementation of the Actuator
for increased efficiency.

As Grid services become more available and ubiq-
uitous, we plan to deploy large-scale parameter sweep

simulations in production mode on Grid resources.
These simulations will be executed at a scale that will
enable users to achieve new disciplinary results.
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Appendix A: Task/host selection heuristics

The general algorithm for the heuristics introduced
in Section 2.3 is as follows (CT denotes the completion
time):

while there are tasks to schedule
foreach task i to schedule

foreach host j
compute CTi,j = CT(task i, host j)
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Fig. 9. NetSolve latency and multi-threading.

end foreach
compute metric i = f(CTi,1, CTi,2, ...)

end foreach
choose “best” metric i′

compute minimum CTi′,j′

schedule task i′ on host j ′

end while

Defining the function f and the meaning of “best” in
this algorithm entirely defines a heuristic. We list here
what these definitions are for our 4 heuristics.

MinMin: f is the minimum of all the CTi,j . “Best” is
defined as the minimum.

MinMin: f is the minimum of all the CTi,j . “Best” is
defined as the maximum.

Sufferage: f is the difference between the second min-
imum CTi,j and the minimum CTi,j . This difference
is called the sufferage value. “Best” is defined as the
maximum.

XSufferage: For each task and each site f computes the
minimum completion times of the task over the hosts

in the site. We call this minimum the site-level com-
pletion time. For each task, f returns the difference be-
tween the second minimum and the minimum site-level
completion time. We call that difference the site-level
sufferage value. “Best” is defined as the maximum.
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