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ABSTRACT
Given a large number of search engines on the Internet, it
is di�cult for a person to determine which search engines
could serve his/her information needs. A common solution
is to construct a metasearch engine on top of the search en-
gines. Upon receiving a user query, the metasearch engine
sends it to those underlying search engines which are likely
to return the desired documents for the query. The selec-
tion algorithm used by a metasearch engine to determine
whether a search engine should be sent the query typically
makes the decision based on the search-engine representa-
tive, which contains characteristic information about the
database of a search engine. However, an underlying search
engine may not be willing to provide the needed information
to the metasearch engine. This paper shows that the needed
information can be estimated from an uncooperative search
engine with good accuracy. Two pieces of information which
permit accurate search engine selection are the number of
documents indexed by the search engine and the maximum
weight of each term. In this paper, we present techniques
for the estimation of these two pieces of information.

Categories and Subject Descriptors
H.3 [Information Systems]: Information storage and Re-
trieval

Keywords
Search engine, metasearch engine, database size, term weight

1. INTRODUCTION
The Internet has become a vast information resource in

recent years. To help ordinary users �nd desired data in
this environment, many search engines have been created.
Each search engine has a text database that is de�ned by
the set of documents that can be searched by the search en-
gine. Frequently, the information needed by a user is stored
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in the databases of multiple search engines. To facilitate
a user to �nd the desired information, a common solution
is to implement a metasearch engine on top of many local
search engines. A metasearch engine is essentially an inter-
face. When it receives a user query, it �rst passes the query
to the appropriate local search engines, and then collects
(sometimes, reorganizes) the results from its local search
engines. With such a metasearch engine, only one query is
needed from the user to invoke multiple search engines.
To avoid wasting resources, for a given query, a sophisti-

cated metasearch engine invokes only those search engines
that are most likely to provide the desired documents. Typ-
ically, a metasearch engine identi�es such search engines
based on some characteristic information of each underly-
ing search engine. We call such characteristic information
of a search engine the representative. The information kept
in a representative depends on the approach used by the
metasearch engine for selecting useful search engines[5]. To
�nd an e�ective and e�cient method to select text databases
to search has been one of our research goals. We provided
several solutions to this problem [2, 3, 4, 9, 10, 11]. Our ex-
perimental results showed that our solutions achieved near
optimal results. As with most approaches to the database
selection problem, we implicitly assume that the underlying
local search engines are cooperative and are willing to pro-
vide the information needed by the metasearch engine. Un-
der this assumption, for each local search engine, the repre-
sentative acquired by the metasearch engine would faithfully
reect its contents. However, in the Internet environment,
each search engine is usually autonomous and managed with
its own interest in mind. The contents of each search engine
may be viewed as proprietary. Thus, a local search engine
may not be willing to provide all the information requested
by the metasearch engine. It may even provide informa-
tion that leads to an incorrect/inaccurate representation of
its contents. In this paper, we show how the information
needed to construct a search-engine representative may be
obtained or estimated. Our method uses a sampling ap-
proach. Documents are sampled from a local search engine.
No special cooperation is needed from the local search en-
gine. Note that the information contents of a search-engine
representative depends to a large extent on the approach to
selecting useful search engines and can be very detailed. In
this paper, we estimate the following quantities:

� the number of documents indexed by a search engine
It was pointed out in [1] that this estimation is an open
problem.
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� the maximum weight of each term in the vocabulary of
a search engine
In our earlier work [2, 4, 9, 10, 11], we showed that the
use of the maximum weights of terms permitted opti-
mal retrieval results for single-term queries and near
optimal results for multiple-term queries.

The rest of this paper is organized as follows. In section 2,
we discuss our sampling technique for estimating the num-
ber of documents indexed by a search engine. We give the
experimental results for a text database. Section 3 describes
how we estimate the maximum value of the global weights
of a term in all the documents of a local search engine and
explains the rationale behind our technique. We summarize
and conclude in section 4.

2. ESTIMATING THE NUMBER OF DOC-
UMENTS INDEXED BY A SEARCH EN-
GINE

Our search-engine selection method, as well as various
other search-engine (database) selection methods, needs to
know the number of documents indexed by each underlying
search engine. Whether the number of documents indexed
by a search engine can be estimated by sampling its docu-
ments is an open problem for some time [1]. In this section,
we show that the number of documents indexed by a search
engine can be estimated with good accuracy by sampling.
Let N be the number of all documents indexed by a search

engine. We �rst draw a random sample ofm documents from
the search engine. Suppose we choose a document randomly
from the collection of all documents indexed by the search
engine. Then, the probability that this document is from
the sample of m documents is m

N
. Now, we perform n times

the process of randomly selecting a document and observing
whether it is a document from the earlier sample. Suppose Y
of these n randomly selected documents are from the sample
of m documents chosen earlier. From probability theory,
E(Y), the expected value of Y, is n �

m

N
. By taking the

observed value Yo of Y in the sample as an approximation
to the expected value E(Y), i.e., Yo � n�

m

N
, we then obtain

an estimated value n�
m

Yo
of N, the number of documents

indexed by the search engine.
To test our techniques, we formed three text databases of

di�erent sizes and applied our techniques to estimate their
sizes. The documents are from the TREC collection. The
�rst database has 100,000 documents, the second 200,000
and the third 300,000. For each text database, we drew
several samples of varying sizes. For each sample, we per-
formed the experiment a number of times. Each time a
di�erent number of documents was examined. The estima-
tion results of the size of the third database is shown in table
1. The last row of the table gives the number of documents
randomly picked for examination (i.e., the value of n). The
entries of the �rst column, except the last entry, specify the
sample sizes. The entries of the other columns, except those
in the �rst and last rows, are the percentage errors of our
estimated values of the database size.
Judging from our experimental results, our technique works

reasonably well. For all three text databases, we obtained
a percentage error of less than 2.5% of the database size by
checking a total of no more than 2.5% of all the documents.

Sample size m % error % error % error
1000 4.8 % 4.3% 3.7%
2000 4.4% 3.7% 3.4%
3000 3.9% 3.3% 2.9%
4000 3.4% 3.0% 2.5%

No. of docs examined n 1000 2000 3000

Database size = 300,000

Table 1: Estimation Results for a text database

3. ESTIMATION OF MAXIMUM GLOBAL
TERM WEIGHT IN A LOCAL SEARCH
ENGINE

The weight of a term in a document is a measure of the
signi�cance of the term in representing the document. Each
search engine determines the weight of a term using its own
term-weighting formula. The weight of a term in a docu-
ment computed using the term-weighting formula of a local
search engine shall be referred to as local weight of the term
and that determined by the term-weighting formula of the
metasearch engine as the global weight of the term.
When a query is submitted to a metasearch engine, in de-

termining whether a local search engine should be searched
or not, we have shown that the maximumvalues of the global
weights of the query terms in all the documents indexed by
the local search engine are critical information [2, 4, 9]. We
refer to the maximum value of the global weights of a term
in all the documents indexed by a local search engine as the
maximum global weight of the term in the local search en-
gine. Note that a local search engine is usually autonomous.
It may not be willing to expend extra resources to compute
the maximum global weight of each term in the local search
engine using the term-weighting formula of the metasearch
engine. In this secton, we discuss how the maximum global
weight of a term in a local search engine may be estimated.
The problem of �nding the maximum value of a dataset

is trivial if the values of the dataset are known. A single
pass of the values is su�cient to �nd accurately the maxi-
mum value of the dataset. However, the global weights of
a term t in the documents indexed by a search engine are
not known. To determine accurately the maximum global
weight of a term t in a search engine, we need to download
all the documents containing the term t and compute the
global weight of term t for each downloaded document. As
there are many such documents and there are many terms in
the vocabulary of the search engine, repeating this process
for each term is computationally not feasible. A method was
developed for �nding an accurate estimate of the maximum
global weight of each term t. It is based on the observa-
tion that for many combinations of global term-weighting
formula and local term-weighting formula, documents that
have relatively large local weights for a term tend to have
relatively large global weights for the term.
We formed 20 text databases for 20 hypothetical local

search engines. The documents are from the TREC collec-
tion. The total number of documents in these text databases
is 550,000. That is, the hypothetical metasearch engine
has 550,000 documents. The global document frequencies
of terms are determined from all the documents in the 20
text databases. For our experiments, we chose 5 local text
databases, each having 27,500 documents. Identical experi-
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ments were performed on these databases. We then averaged
the experimental results obtained.
For each combination of local term-weighting formula and

global term-weighting formula, we perform the following
steps:

1. chose randomly 200 terms in the local database;

2. for each term t chosen in step 1,

(a) computed the local weight and global weight of
term t in each document in the local database
having term t; and determined the actual maxi-
mum global weight of term t in the local database;

(b) obtained 30 documents with highest local weights
of the term;

(c) determined the maximum of the global weights
of term t in (i) the 20 documents with highest
local term weights and (ii) the 30 documents with
highest local term weights;

(d) for the maximum value of the global term weight
obtained in each of the two cases (i) and (ii) of
the previous step, computed the ratio of the max-
imum value to the actual maximum global weight
of the term in the local database (obtained in step
2.(b)); and if the computed ratio is at least 0.99,
we recorded that a su�ciently accurate estimate
has been obtained.

We used two well-known classes of term-weighting for-
mulas: the Okapi term-weighting formula[6] and the tf-idf
term-weighting formula[8, 7]. We performed extensive ex-
periments using di�erent combinations of di�erent varia-
tions of both classes of formulas. Our experimental results
show that on average, the number of terms (out of 200) for
which su�ciently accurate estimates have been obtained for
their maximum global weights was (a) 187.32 when the top
20 documents were sampled, and (b) 190.66 when the top
30 documents were sampled.

4. CONCLUSIONS
Deciding on which local search engines to search for a

given query is an important component of a metasearch en-
gine, especially when the metasearch engine has a large num-
ber of underlying search engines. Typically, the decision is
made based on the search engine representative, which con-
tains characteristic information about the database of the
search engine. Two pieces of information which permit ac-
curate search engine selection are the number of documents
indexed by the search engine and the maximum weight of
each term. In this paper, we presented techniques for the
estimation of these two pieces of information.
In [1], it was pointed out that the estimation of the num-

ber of documents indexed by a search engine is an open
problem. We developed a technique that makes this esti-
mation possible. The number of documents indexed by a
search engine is estimated by drawing a random sample of
its documents. Three text databases were formed using the
text documents from the TREC collection. Our technique
was applied to estimate their sizes. In each case, an esti-
mation accuracy of less than 2.5% estimation error of the
database size was achieved by sampling no more than 2.5%
of the documents in the database.

The global weight of a term in a document is the weight
of a term in a document determined by a metasearch en-
gine and is usually di�erent from the weight of the term in
the same document determined by a local search engine. We
are interested in estimating the maximum value of the global
weights of a term in all documents indexed by a search en-
gine. Our approach is to sample the top 20 or 30 documents
with the highest local term weights. We performed exper-
iments using the Okapi and tf-idf term-weighting formulas.
Our experimental results showed that for more than 90% of
the terms tested, the estimated maximum global weight de-
viated from the actual maximum global weight by less than
1%.
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