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Book Review

Idempotency, edited by J. Gunawardena, 1998, Cambridge University Press, 443 pp.,

ISBN 0-521-55344-X, $80.

This book arose from the workshop on Idem-
potency held at Hewlett-Packard’s Basic Research
Institute in the Mathematical Sciences (BRIMS) in
October 1994.

J. Gunawardena (who contributed an introduc-
tory survey paper) edited this collection of 24 papers
on different aspects of idempotency. The authors
have written compelling and authoritative contri-
butions to the subject that has grown rapidly over
the past 10 years. Although the idempotent analy-
sis is a relatively new field of research (the concept
was introduced by V. Kolokoltsov and V. Maslov
in the late 80s [6]), it has deep roots in mathematical
literature [2,3] and extensive areas of applications
in optimisation theory, computer science, discrete
event systems (DES), nonlinear partial differential
equations and many other fields [1,5-12]. As a
young discipline, the idempotent analysis still suf-
fers from the lack of unity between different
authors even in the key notations in this field.
Although the book under review is not free from
this deficiency, it benefits greatly from the fact
that most of the papers contain brief introduction
and comprehensive surveys of literature. Starting
from the basic notion of dioids as idempotent
semirings (a semiring is idempotent if a®a=a is
valid for all elements a of this set), the reader is
exposed gradually to a number of important sub-
classes of these algebraic structures such as quan-
tales, tropical dioids and max-plus dioids that are
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used throughout the book. Deep algebraic roots of
idempotency in the theory of lattice ordered groups
are well referenced and the basic tools of studying
topological spaces from algebraic point of view
are explained. Due to the multidisciplinary nature
of the book, these features of the book are impor-
tant indeed. They help to keep the contents of the
book pretty much self-contained and accessible to
a wider community of readers.

Idempotency theory has an intrinsic connection
with computer science. Not surprisingly, a large
amount of contributions to the volume are devoted
to theoretical computer science. One such paper is
the paper by J.-E. Pin on tropical semirings, a con-
venient algebraic tool to decide whether a collection
of objects is finite or infinite. Properties of pseudo-
rings and pseudomodules as idempotent structures
are studied in the paper by E. Wagneur. Idempotent
algebraic structures such as tropical dioids Ny,
play a critical role in answering the question of
whether a given rational set has the finite power
property. An important new result on this property
for a class of monoids is announced in the paper by
F. d’Alessandro and J. Sakarovitch.

It would be fair to say that automata theory is
one of the most popular applications of idempo-
tency in computer science. Exploiting an associa-
tion of finite automata with mathematical models
of computing devices, the paper by H. Leung deals
with nondeterministic behaviour of finite automata
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in connection with their inner structure. The author
of this paper puts forward the idea of considering
the finite power property as a special case of the
limitedness problem and proposes a novel topologi-
cal approach to the solution of this problem. An
important generalisation of finite automata is given
via distance automata which not only can decide
whether inputs are accepted, but can also assign a
measure of cost for the effort to accept the input.
The paper by D. Krob gives a survey on automata-
theoretic aspects of a special type of semirings,
called min—max-plus.

In addition to their contributions to theoretical
computer science, the results obtained in the above
papers have a number of applications. For exam-
ple, techniques based on min—max-plus computa-
tions have proved to be useful in the analysis of
DES, nonlinear partial differential equations such
as the Hamilton—Jacobi—Bellman (HJB) equation,
in the formal language theory and other areas.

Some papers in the volume give excellent exam-
ples of an intrinsic blend between computer science,
systems theory, and other fields of engineering and
mathematics. Indeed, using semirings G. Cohen,
S. Gaubert and J.-P. Quadrat develop a new alge-
braic approach to modelling of dynamic behaviour
of Continuous Timed Petri Nets (CTPN) and suc-
cessfully apply their technique to the solution of
resource optimisation problems.

Semirings used in the study of dynamical sys-
tems, automata theory, and formal languages have
well-known limitations. A “many point” object
generalisation of semirings has been proposed in
the paper by G. Mascari and M. Pedicini. The
authors of this paper attack a challenging prob-
lem in studying complex systems by modelling the
internal structure of the system and its dynamical
evolution in an integrated view. Their paper is a
nice example of bridging a gap between mathemat-
ics and computer science by exploring an intrinsic
connection between the mathematical structures
(often encounted in the idempotent analysis and
category theory) used in computer science to model
the dynamical behaviour of algorithms and those
considered in mathematics within which specific

algorithms are designed. The authors deal with
structural aspects of systems by means of a logical
approach based on partially additive categories and
developed within C*-algebras. In another paper of
the volume S. Gaubert and J. Mairesse use the
logical modelling (in terms of trace monoids) to
explore how to model a specific class of dynamical
systems. They concentrate on task resource models
and provide an algebraic framework for dealing
with a number of scheduling problems.

Many systems appearing in manufacturing and
business (e.g. automated manufacturing systems,
office information systems), communication (e.g.
air traffic control systems), computer science
(e.g. computer networks) accept a description in
terms of DES. These systems (that are often formed
by interconnecting several subsystems with well-
understood dynamics) are typically driven by asyn-
chronous occurences of discrete events resulting
from the interactions between the subsystems.
Idempotency theory has substantially contributed
to the study of such systems and a number of
papers in the volume under review are devoted to
this topic. Examples from studying manufacturing
systems and systems with supervisory control are
given in the introductory paper by J. Gunawardena
who explains how such systems can be effectively
modelled by max-plus matrices. D. Cofer and
V. Garg study the supervisory control of logical
DES and timed DES via automata known as finite
state machines and timed event graphs (the latter is
a special class of Petri nets), using the fact that
both types of automata can be described effectively
in terms of dioids. In the paper by R. Cuninghame-
Green the author investigates the connection
between maxipolynomials and DES in the case
when the output of a DES has properties expressed
in terms of maxpolynomials.

F. Baccelli and J. Mairesse argue in their paper
that a usual characteristic of DES is the existence of
some sources of randomness affecting their behav-
iour. They conclude that a natural framework to
study them is the one of stochastic (often open)
DES. The authors show that ergodic theorems on
discrete event networks, such as queueing networks
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and/or Petri nets, are a generalisation of some
stochastic operators. They also provide a good sur-
vey of the main ergodic theory techniques which
are used in the study of iterates of monotone and
homogeneous stochastic operators.

If M is a topological space and [ M — M is a
continuous map, one of the fundamental questions
to ask is the question about the behaviour of iter-
ates f(x) as k— oo. If f is nonexpansive with
respect to a metric p on M (i.e. if p( f(x), () <
p(x,»)Vx,y € M), then some information on the
behaviour of these iterates can be provided.
R. Nussbaum in his paper states interesting results
on nonexpansive maps and indicates some spe-
cific classes of maps for which these results can be
effectively applied. Such properties as nonexpan-
siveness and periodicity play an important role in
the context of the theory of topical functions (a
generalisation of Perron—Frobenius theory). In
fact, topical functions can provide fundamental
blocks for DES and a number of optimisation
problems from deterministic optimal control and
Markov Decision Processes can be treated effi-
ciently within this theory.

Many DES, such as stochastic event graphs,
timed automata, and mini—max systems can be
modelled via stochastic recursive systems. Although
qualitative theorems characterising the asymptotic
behaviour of such systems are known, efficient
quantitative methods are still lacking in the lit-
erature. By investigating the effectiveness of two
approaches to estimate the behaviour of recursive
systems (parallel simulation and exact Markovian
analysis), B. Gaujal and A. Jean-Marie show that
the analysis by means of Markov chains (based
on the evolution equations) provides an alternative
way to analyse systems where the “standard”
approaches can fail. They also show how to repre-
sent a system in order to make computation pro-
cedures more efficient.

There are various approaches to analyse DES
such as those based on Markov chains, queueing
networks, Petri nets, formal languages theory, per-
turbation analysis, object-oriented technique, dioid
algebra. In the paper by A. Giirel, O. Pastravanu

and F. Lewis the authors focus on a specific
sub-class of DES known as discrete event manu-
facturing systems (DEMS). By applying a system-
theoretic approach, they present a DEMS control
strategy which incorporates the classic principles
of control.

In the late 80s V. Maslov observed that the
solving operator of the Bellman’s evolution equa-
tion is linear in the space of functions taking
values in a certain idempotent semiring. Since that
time the idempotency analysis has become an
important tool in nonlinear differential equations
and the close connection between functional analy-
tical technique over dioids and viscocity solution
theory has been recently revealed [4,9]. A number
of papers in the volume are devoted to the devel-
opment of this tool. In particular, a stochastic
version of the Cauchy problem for the HIJB
equation is thoroughly analysed in the paper by
V. Kolokoltsov and the theory of generalised solu-
tions for this problem is developed on the basis of
the methods of idempotent analysis. The problem
is set in the context of the theory of stochastic
optimisation.

Applications of idempotent analysis to optimi-
sation problems go back to the 50s when it was
noticed that some discrete optimisation problems
can be linearised over a suitable dioid (see [2] and
references therein). Since that time tools and meth-
ods of idempotent analysis in optimisation prob-
lems have been extensively developed. A number of
interesting results in this direction are presented in
the book under review. In particular, E. Walkup
and G. Borriello propose a general method for
optimising linear max-plus systems. V. Kolokoltsov
and V. Maslov derive the differential equation
describing the continuous dynamics of Pareto sets
in multicriteria optimisation problems and use
idempotent structures for the solution of this equa-
tion. In the paper by S. Samborskii the technique
of the HIB equation is applied to the analysis of
the Lagrange problem of variational calculus from
the point of view of idempotent analysis.

The idea of considering the idempotent optimisa-
tion theory as the large deviation limit of classical
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probability theory goes back to Maslov’s construc-
tions of an idempotent measure theory with mea-
sures taking values in R,;, and an observation of
the intrinsic connection between idempotent opti-
misation theory and classical probability theory [8].
A number of papers in the volume develop further
this idea. In particular, following the theory of
idempotent Maslov measures, a formalism analo-
gous to probability calculus is obtained in the paper
by M. Akian, J.-P. Quadrat and M. Viot for opti-
misation by replacing the classical structure of real
numbers (R, +,x) by the idempotent semifield
obtained by endowing the set RU {400} with the
“min” and “+” operations. Using various transfor-
mations, P. del Moral in his paper shows that
the Maslov optimisation processes and Markov
stochastic processes can be mapped into each
other. He clarifies the relationship between optimi-
sation and estimation problems by introducing
some transformations between performance and
probability measures. One of these transforma-
tions, namely the Log—Exp transform, provides a
bijective correspondence between Maslov perfor-
mances and deterministic optimisation problems
on the one hand, and Markov probabilities and
filtering problems on the other hand. As it is
explained in the paper by P. del Moral and G. Salut,
this idea leads to a very powerful approach in the
numerical solution of many infinite-dimensional
problems.

A quite general view on the subject of idempo-
tency is provided in the two concluding papers of
the volume. In his paper V. Maslov gives a new
interpretation of Gibbs’ and Mott-Smith’s theories
and generalises his result in a nontrivial way to
describe second-kind phase transitions. Finally,
inspired by the correspondence principle of quan-
tum mechanics G. Litvinov and V. Maslov argue
that the successive application of the idempotent
correspondence principle leads to a diversity of
results, among them a methodology for construct-
ing unifying algorithms for scientific and technical
computation as well as a hardware realisation of
these algorithms (see also [7]). These ideas put new
horizons for applications of idempotent analysis.

The book could not cover all aspects of idempo-
tency. It does, however, leave the reader aware of
main tools of idempotent analysis and its intrinsic
connection with other branches of applied and pure
mathematics, as well as computer science, engineer-
ing and theoretical physics.

A work of this size can rarely reach the press with-
out a few misprints and inaccuracies. For example,
a number of references on pp. 41-49 (such as AQV,
Kolb, Kro, Morb, MP, MSc) are given incorrectly,
while others (such as Rom67, Vor67) are incom-
plete. The nonstationary problem (5.2) appears
unexpectedly on p. 29, since the reader is promised
an example of nondifferentiable solutions to sta-
tionary Hamilton—Jacobi—Bellman equation (5.1).
Different references to the same paper are given on
p. 47 (Ref. MSb) and p. 380 (Ref. [14]).

Despite these glitches, I found the book interest-
ing. I am confident that the book under review
would be a very valuable addition to the bookshelf
of anybody who wishes to work in this field or
wants to know more about the subject. Those
researchers who are familiar with the subject will
find a variety of new challenging problems (e.g.,
pp. 25-27, 110, 237). Inspiring collection of appli-
cations should secure the book a good place in
the existing literature on the topic (in particular,
[5-10]) and the wvariety of multidisciplinary
approaches within the common topic of idempo-
tency should be of interest to applied and pure
mathematicians, theoretical physicists, engineers
and computer scientists.
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