CORE

# A solution method for the optimistic linear semivectorial bilevel optimization problem 

Yibing Lv ${ }^{1 *}$ and Zhongping Wan ${ }^{2}$
"Correspondence: Ivyibing2001@gmail.com
${ }^{1}$ School of Information and Mathematics, Yangtze University, Jingzhou, 434023, P.R. China Full list of author information is available at the end of the article


#### Abstract

In this paper, the linear semivectorial bilevel programming problem is our concern. Based on the optimal value function reformulation approach, the linear semivectorial bilevel programming problem is transformed into a nonsmooth optimization problem, and a solution algorithm is proposed. We analyze the global and local convergence of the algorithm and give an example to illustrate the algorithm proposed in this paper.
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## 1 Introduction

Bilevel programming (BLP), which involves two optimization problems where the constraint region of the upper level problem is implicitly determined by the lower level problem, has been widely applied to decentralized planning problems involving a decision progress with a hierarchical structure. Nowadays, more and more researchers have devoted their efforts to this field, and many papers have been published about bilevel optimization both from the theoretical and computational points of view [1-3], however, many of them deal with the bilevel programming problem where the lower level is a single objective optimization problem. In fact, many practical problems need to be modeled as multi-objective (vector-valued) optimization problem in the lower level; see [4-6].

Bonnel and Morgan [7] firstly labeled the bilevel programming problem with multiobjective in the lower level problem as 'semivectorial bilevel programming problem', and a penalty approach is suggested to solve the problem in a general case where the objective functions of the upper level and the lower level are defined on Hausdorff topological space, but no numerical results are reported. Subsequently, Bonnel [8] derived necessary optimality conditions for the semivectorial bilevel optimization problem in very general Banach spaces. More recently, Dempe [9] also studied the optimality conditions based on the optimal value function reformulation approach for the semivectorial bilevel optimization problem.

Another penalty method is developed in [10] in the case where the objective function of the upper level problem is concave and the lower level is a linear multi-objective optimization problem. Along the line of $[7,10]$, for a class of semivectorial bilevel programming problem, where the upper level is a general scalar-valued optimization problem and the lower level is a linear multi-objective optimization problem, Zheng and Wan [6] presented a new penalty function approach based on the objective penalty function method.

In this paper, inspired by the solution algorithm proposed in [11] for the optimistic linear Stackelberg problem, we will give an optimistic solution approach for the linear semivectorial bilevel programming problem. Our strategy can be outlined as follows. By using the weighted sum scalarization approach, we reformulate the linear semivectorial bilevel programming problem as a special bilevel programming problem, where the lower level is a parametric linear scalar optimization problem. Then, based on the optimal value function reformulation approach, we transform the linear semivectorial bilevel programming problem into a nonsmooth optimization problem and propose an algorithm. We analyze the global and local convergence of the algorithm and give a numerical example to illustrate the algorithm proposed in this paper.
The remainder of the paper is organized as follows. In the next section we present the mathematical model of the linear semivectorial bilevel programming problem and give the optimal value function reformulation approach. In Section 3, we give the optimistic solution algorithm and analyze the convergence. Finally, we conclude this paper.

## 2 Linear semivectorial bilevel programming problem and some properties

The linear semivectorial bilevel programming problem, which is considered in this paper, can be described as follows:

$$
\begin{align*}
& \min _{x, y} C_{1}^{T} x+C_{2}^{T} y \\
& \text { s.t. } \quad \min _{y} D y  \tag{1}\\
& \text { s.t. } \quad A x+B y \leq b,
\end{align*}
$$

where $x \in R^{n}, y \in R^{m}, b \in R^{p}, A \in R^{p \times n}, B \in R^{p \times m}, C_{1} \in R^{q \times n}, C_{2} \in R^{q \times m}, D \in R^{l \times m}$.
Note that in problem (1), the objective function of the upper level is minimized w.r.t. $x$ and $y$, that is, in this work we adopt the optimistic approach to consider the linear semivectorial bilevel programming problem [4].
Let $S=\{(x, y) \mid A x+B y \leq b\}$ denote the constraint region of problem (1), $Y(x)=\{y \in$ $\left.R^{m} \mid A x+B y \leq b\right\}$ be the feasible set of the lower level problem, and $\Pi_{x}=\left\{x \in R^{n} \mid \exists y \in\right.$ $\left.R^{m}, A x+B y \leq b\right\}$ be the projection of $S$ onto the upper level's decision space. To well define problem (1), we make the following assumption.
(A) The constraint region $S$ is nonempty and compact.

For fixed $x \in R^{n}$, let $S(x)$ denote the weak efficiency set of solutions to the lower level problem

$$
\begin{aligned}
\left(P_{x}\right): & \min _{y} D y \\
& \text { s.t. } A x+B y \leq b .
\end{aligned}
$$

Then problem (1) can be written as follows:

$$
\min \left\{C_{1}^{T} x+C_{2}^{T} y: x \in \Pi_{x}, y \in S(x)\right\} .
$$

One way to transform the lower level problem $\left(P_{x}\right)$ into an usual one level optimization problem is the so-called scalarization technique, which consists of solving the following
further parameterized problem:

$$
\begin{align*}
& \min _{y} \lambda^{T} D y,  \tag{2}\\
& \text { s.t. } \quad A x+B y \leq b,
\end{align*}
$$

where the new parameter vector $\lambda$ is a nonnegative point of the unit sphere, i.e., $\lambda$ belongs to $\Omega=\left\{\lambda \mid \lambda \in R_{+}^{l}, \sum_{i=1}^{l} \lambda_{i}=1\right\}$. Since it is a difficult task to choose the best choice $x(y)$ on the Pareto front for a given upper level variable $x$, our approach in this paper consists of considering the set $\Omega$ as a new constraint set for the upper level problem. To proceed in this way, denote by $\psi(x, \lambda)$ the solution set of problem (2) in the usual sense, for any given parameter couple $(x, \lambda) \in \Pi_{x} \times \Omega$. The following relationship (see, e.g., Theorem 3.1 in [9]) relates the solution set of $\left(P_{x}\right)$ and that of (2).

Proposition 2.1 Let assumption (A) be satisfied. Then we have

$$
S(x)=\psi(x, \Omega):=\bigcup\{\psi(x, \lambda): \lambda \in \Omega\} .
$$

Hence, problem (1) can be replaced by the following bilevel programming problem:

$$
\begin{align*}
& \min _{x, y, \lambda} C_{1}^{T} x+C_{2}^{T} y, \\
& \text { s.t. } \quad \sum_{i=1}^{l} \lambda_{i}=1, \\
& \lambda \geq 0  \tag{3}\\
& \min _{y} \lambda^{T} D y \\
& \text { s.t. } \quad A x+B y \leq b .
\end{align*}
$$

The link between problem (1) and (3) will be formalized in the next result. For this, noting that a set-valued map $\Xi: R^{a} \rightarrow R^{b}$ is closed at $(u, v) \in R^{a} \times R^{b}$ if and only iffor any sequence $\left(u^{k}, v^{k}\right) \in \operatorname{gph} \Xi$ with $\left(u^{k}, v^{k}\right) \rightarrow(u, v)$, one has $v \in \Xi(u) . \Xi$ is said to be closed if it is closed at any point of $R^{a} \times R^{b}$.

Proposition 2.2 Consider problem (1) and (3); the following assertions hold:
(i) Let $(\bar{x}, \bar{\lambda})$ be a local (resp., global) optimal solution of problem (1). Then, for all $\bar{y} \in Y(x)$ with $\bar{y} \in \psi(\bar{x}, \bar{\lambda})$, the point $(\bar{x}, \bar{y}, \bar{\lambda})$ is a local (resp., global) optimal solution of problem (3).
(ii) Let $(\bar{x}, \bar{y}, \bar{\lambda})$ be a local (resp., global) optimal solution of problem (3) and assume the set-valued mapping $\psi$ is closed. Then $(\bar{x}, \bar{y})$ is a local (resp., global) optimal solution of problem (1).

Remark As the objective functions and constraint functions in problem (1) satisfy the conditions of Proposition 3.1 in [9], following Proposition 3.1 in [9], Proposition 2.2 is obvious.

Problem (3) is the usual bilevel programming problem. In order to solve problem (3), one common approach is to substitute the lower level problem in problem (3) by its K-K-T optimality conditions [12]. However, the recent research by Dempe and Dutta [13] shows that in general the original bilevel programming problem and its $\mathrm{K}-\mathrm{K}-\mathrm{T}$ reformulation are not always equivalent, even in the case when the lower level programming problem is a parametric convex optimization problem. In this paper we adopt the optimal value function reformulation approach, which will be described in the following.
Let $\varphi(x, \lambda)=\min _{y}\left\{\lambda^{T} D y: A x+B y \leq b\right\}$, problem (3) can be transformed into the following one level optimization problem:

$$
\begin{align*}
& \min _{x, y, \lambda} C_{1}^{T} x+C_{2}^{T} y, \\
& \text { s.t. } \quad \sum_{i=1}^{l} \lambda_{i}=1,  \tag{4}\\
& \\
& \lambda^{T} D y \leq \varphi(x, \lambda), \\
& A x+B y \leq b, \\
& \\
& \lambda \geq 0 .
\end{align*}
$$

This approach has been investigated e.g. in [14], and it is shown that problem (3) is fully equivalent to problem (4).
Similar to the result in [11], we also have the following results about the optimal value function $\varphi(x, \lambda)$.

Proposition 2.3 The function $\varphi(x, \lambda)$ is a piecewise linear concave function over $Q:=$ $\{(x, \lambda): \varphi(x, \lambda)<\infty\}$.

This result is implied by the property that a linear programming problem has a basic optimal solution and the number of vertices $\left\{\left(x^{1}, y^{1}\right), \ldots,\left(x^{p}, y^{p}\right)\right\}$ of the convex polyhedron $\{(x, y): A x+B y \leq b\}$ is finite. Then $\varphi(x, \lambda)$ can be reformulated as $\varphi(x, \lambda)=$ $\min _{i=1, \ldots, p}\left\{\lambda^{T} D y^{i}\right\}$, which clearly is a piecewise linear concave function. In addition, it is a result of convex analysis that the function $\varphi(x, \lambda)$ is Lipschitz continuous on the interior of $Q$ [15].
Let $v^{i} \in \partial \varphi\left(x^{i}, \lambda^{i}\right)$ for $i=1, \ldots, t$ be supergradients of the concave function with

$$
\begin{equation*}
\partial \varphi\left(x^{\prime}, \lambda^{\prime}\right):=\left\{\alpha: \varphi(x, \lambda) \leq \varphi\left(x^{\prime}, \lambda^{\prime}\right)+\alpha^{T}\left(x-x^{\prime}, \lambda-\lambda^{\prime}\right), \forall(x, \lambda) \in R^{n+l}\right\} . \tag{5}
\end{equation*}
$$

Then $\left\{(x, y, \lambda): A x+B y \leq b, \sum_{i=1}^{l} \lambda_{i}=1, \lambda^{T} D y \leq \varphi(x, \lambda), \lambda \geq 0\right\} \subseteq T:=\{(x, y, \lambda): A x+B y \leq$ $\left.b, \sum_{i=1}^{l} \lambda_{i}=1, \lambda \geq 0, \lambda^{T} D y \leq \varphi\left(x^{i}, \lambda^{i}\right)+\left(\nu^{i}\right)^{T}\left(x-x^{i}, \lambda-\lambda^{i}\right), i=1, \ldots, t\right\}$, with the vertices $\left(x^{i}, y^{i}, \lambda^{i}\right)$ of the polyhedron $\left\{(x, y, \lambda): A x+b y \leq b, \sum_{i=1}^{l} \lambda_{i}=1, \lambda \geq 0\right\}$.
It is obvious that the optimal function value of problem (4) is not smaller than the optimal function value of the problem

$$
\begin{equation*}
\min _{x, y, \lambda}\left\{C_{1}^{T} x+C_{2}^{T} y:(x, y, \lambda) \in T\right\} . \tag{6}
\end{equation*}
$$

Based on the above analysis, we can propose an algorithm for problem (4). The main idea is that instead of problem (4), the relax problem

$$
\begin{equation*}
\min _{x, y, \lambda}\left\{C_{1}^{T} x+C_{2}^{T} y: A x+B y \leq b, \sum_{i=1}^{l} \lambda_{i}=1, \lambda^{T} D y \leq \min _{z \in Z} \lambda^{T} D z, \lambda \geq 0\right\} \tag{7}
\end{equation*}
$$

with $Z \subseteq Y(x)$, is solved. It is obvious that the constraint $\lambda^{T} D y \leq \min _{z \in Z} \lambda^{T} D z$ enlarges the feasible set of problem (4).
In order to reduce the feasible set of problem (7) and approximate the one of problem (4), $Z$ is extended successively. Furthermore, every optimal solution of problem (7), which is feasible to problem (4), is an optimal solution for this problem.

Proposition 2.4 Let the feasible point $(\bar{x}, \bar{y}, \bar{\lambda})$ be a global optimal solution of problem (7) for $Z \subseteq Y(x)$. If $(\bar{x}, \bar{y}, \bar{\lambda})$ is feasible to problem (4), then it is also a globally optimal solution to problem (4).

Proof Suppose the opposite and denote the feasible set of problem (7) by

$$
T_{R}:=\left\{(x, y, \lambda): A x+B y \leq b, \sum_{i=1}^{l} \lambda_{i}=1, \lambda^{T} D y \leq \min _{z \in Z} \lambda^{T} D z, \lambda \geq 0\right\}
$$

Let $I R=\left\{(x, y, \lambda): A x+B y \leq b, \sum_{i=1}^{l} \lambda_{i}=1, \lambda^{T} D y \leq \varphi(x, \lambda), \lambda \geq 0\right\}$ denote the feasible set of problem (4). Then, for problem (4), there exists some point $(x, y, \lambda) \in I R,(x, y, \lambda) \neq$ $(\bar{x}, \bar{y}, \bar{\lambda})$, with

$$
C_{1}^{T} x+C_{2}^{T} y<C_{1}^{T} \bar{x}+C_{2}^{T} \bar{y}
$$

As $I R \subseteq T_{R},(x, y, \lambda)$ is also feasible to problem (7), thus contradicting the optimality of $(\bar{x}, \bar{y}, \bar{\lambda})$.

## 3 Algorithm and convergence

Based on the above analysis, we can propose the following algorithm.

## Algorithm 1

Step 0. Choose a vector for $Z$, set $k:=1$.
Step 1. Solve problem (7) globally. The optimal solution is $\left(x^{k}, y^{k}, \lambda^{k}\right)$.
Step 2. If ( $x^{k}, y^{k}, \lambda^{k}$ ) is feasible to problem (4), stop. Otherwise, compute an optimal solution $z^{k}$ of the lower level problem with the parameter $\left(x^{k}, \lambda^{k}\right)$. Set $Z:=Z \cup\left\{z^{k}\right\}, k:=k+1$ and go to Step 1.

In Step 0, we can find the first vector for $Z$ by solving the following programming problem:

$$
\begin{aligned}
& \min _{x, y} C_{1}^{T} x+C_{2}^{T} y \\
& \text { s.t. } \quad A x+B y \leq b .
\end{aligned}
$$

In Step 1, as problem (7) is a nonlinear, nonconvex programming problem with a linear objective function. It can be solved using an augmented Lagrangian function in order to create linear subproblems [16].
The following theorem gives the convergence result of Algorithm 1.

Theorem 3.1 Let assumption (A) be satisfied. Then every accumulation point $(\bar{x}, \bar{y}, \bar{\lambda})$ of the sequence $\left(x^{k}, y^{k}, \lambda^{k}\right)$ produced by Algorithm 1 is a globally optimal solution for problem (4).

Proof The existence of accumulation points follows from the concavity, continuity of $\varphi(x, \lambda)$, together with the assumed boundedness of $S$.
Let $(\bar{x}, \bar{y}, \bar{\lambda})$ be an accumulation point of the sequence $\left\{\left(x^{k}, y^{k}, \lambda^{k}\right)\right\}$. We make the assumption $\left\{z^{k}\right\} \rightarrow \bar{z}$ for the sequence produced in Step 2 of Algorithm 1. This follows from the nonemptiness and compactness of the set $S$ as well as from the convergence of the parameters $x^{k} \rightarrow \bar{x}$.

In the $k$ th iteration, suppose that $\left(x^{k}, y^{k}, \lambda^{k}\right)$ is not feasible to problem (4), i.e.

$$
\varphi\left(x^{k}, \lambda^{k}\right)=\left(\lambda^{k}\right)^{T} D z^{k}<\left(\lambda^{k}\right)^{T} D y^{k},
$$

with $z^{k} \in Z$ as calculated in Step 2. Following the continuity of the optimal value function $\varphi(x, \lambda)$, we have

$$
\varphi\left(x^{k}, \lambda^{k}\right)=\left(\lambda^{k}\right)^{T} D z^{k} \rightarrow(\bar{\lambda})^{T} D \bar{z}=\varphi(\bar{x}, \bar{\lambda}) .
$$

Feasibility of $\left(x^{k}, y^{k}, \lambda^{k}\right)$ to problem (7) leads to

$$
\left(\lambda^{k}\right)^{T} D y^{k} \leq \min _{z \in Z}\left(\lambda^{k}\right)^{T} D z,
$$

and

$$
(\bar{\lambda})^{T} D \bar{y} \leq(\bar{\lambda})^{T} D \bar{z}=\varphi(\bar{x}, \bar{\lambda}) .
$$

Therefore, $(\bar{x}, \bar{y}, \bar{\lambda})$ is feasible and globally optimal to problem (4).

Now we consider the local optimality of Algorithm 1, that is, in Step 1 of Algorithm 1, the relaxed problem (7) is solved locally instead of globally. Before formulating the local convergence result, we first introduce a suitable cone of feasible directions.

Definition 3.1 Let $(\bar{x}, \bar{y}, \bar{\lambda}) \in T_{R}$. The contingent cone at $(\bar{x}, \bar{y}, \bar{\lambda})$ with respect to $T_{R}$ is given by

$$
\begin{aligned}
C_{T_{R}}(\bar{x}, \bar{y}, \bar{\lambda})= & \left\{d \in R^{n+m+l}: \exists\left\{\left(x^{k}, y^{k}, \lambda^{k}\right)\right\} \subseteq T_{R}, \exists\left\{t_{k}\right\} \subseteq R_{+} \backslash\{0\},\right. \\
& \left.\lim _{k \rightarrow \infty} t_{k}=0, d=\lim _{k \rightarrow \infty} \frac{\left(\left(x^{k}, y^{k}, \lambda^{k}\right)-(\bar{x}, \bar{y}, \bar{\lambda})\right)}{t_{k}}\right\} .
\end{aligned}
$$

We have the following local convergence result.

Theorem 3.2 Let assumption (A) be satisfied and that $\left(C_{1}^{T}, C_{2}^{T}, 0^{T}\right)^{T} d>0$ for all $d \in$ $C_{T_{R}}\left(x^{k}, y^{k}, \lambda^{k}\right)$. Then every accumulation point $(\bar{x}, \bar{y}, \bar{\lambda})$ of the sequence $\left\{\left(x^{k}, y^{k}, \lambda^{k}\right)\right\}$ generated by Algorithm 1 with the adjusted Step 1 is locally optimal for problem (4).

Proof Both the existence of accumulation points and the feasibility for problem (4) and (7) follow from the above Theorem 3.1. Let ( $\bar{x}, \bar{y}, \bar{\lambda}$ ) be an accumulation point of the sequence $\left\{\left(x^{k}, y^{k}, \lambda^{k}\right)\right\}$. In the $k$ th iteration, $\left(x^{k}, y^{k}, \lambda^{k}\right)$ is locally optimal for problem (7), then for every sequence $\left\{\left(x^{l}, y^{l}, \lambda^{l}\right)\right\} \subseteq T_{R}$ converging to $\left(x^{k}, y^{k}, \lambda^{k}\right)$, we have, for all $l>0$,

$$
\begin{align*}
0 \leq & C_{1}^{T} x^{l}+C_{2}^{T} y^{l}-C_{1}^{T} x^{k}-C_{2}^{T} y^{k} \\
= & \left(C_{1}^{T}, C_{2}^{T}, 0^{T}\right)^{T}\left(\left(x^{l}, y^{l}, \lambda^{l}\right)-\left(x^{k}, y^{k}, \lambda^{k}\right)\right) \\
& +o\left(\left\|\left(x^{l}, y^{l}, \lambda^{l}\right)-\left(x^{k}, y^{k}, \lambda^{k}\right)\right\|\right), \tag{8}
\end{align*}
$$

with $\lim _{l \rightarrow \infty} o\left(\left\|\left(x^{l}, y^{l}, \lambda^{l}\right)-\left(x^{k}, y^{k}, \lambda^{k}\right)\right\|\right) /\left\|\left(x^{l}, y^{l}, \lambda^{l}\right)-\left(x^{k}, y^{k}, \lambda^{k}\right)\right\|=0$. Obviously, we get

$$
\lim _{l \rightarrow \infty} \frac{\left(x^{l}, y^{l}, \lambda^{l}\right)-\left(x^{k}, y^{k}, \lambda^{k}\right)}{\left\|\left(x^{l}, y^{l}, \lambda^{l}\right)-\left(x^{k}, y^{k}, \lambda^{k}\right)\right\|}=d \in C_{T_{R}}\left(x^{k}, y^{k}, \lambda^{k}\right) \text {. }
$$

Following (8), one deduces that

$$
\begin{aligned}
0 \leq & \frac{C_{1}^{T} x^{l}+C_{2}^{T} y^{l}-C_{1}^{T} x^{k}-C_{2}^{T} y^{k}}{\left\|\left(x^{l}, y^{l}, \lambda^{l}\right)-\left(x^{k}, y^{k}, \lambda^{k}\right)\right\|}=\frac{\left(C_{1}^{T}, C_{2}^{T}, 0^{T}\right)^{T}\left(\left(x^{l}, y^{l}, \lambda^{l}\right)-\left(x^{k}, y^{k}, \lambda^{k}\right)\right)}{\left\|\left(x^{l}, y^{l}, \lambda^{l}\right)-\left(x^{k}, y^{k}, \lambda^{k}\right)\right\|} \\
& +\frac{o\left(\left\|\left(x^{l}, y^{l}, \lambda^{l}\right)-\left(x^{k}, y^{k}, \lambda^{k}\right)\right\|\right)}{\left\|\left(x^{l}, y^{l}, \lambda^{l}\right)-\left(x^{k}, y^{k}, \lambda^{k}\right)\right\|} .
\end{aligned}
$$

Applying the assumption in Theorem 3.2, it leads to

$$
\frac{C_{1}^{T} x^{l}+C_{2}^{T} y^{l}-C_{1}^{T} x^{k}-C_{2}^{T} y^{k}}{\left\|\left(x^{l}, y^{l}, \lambda^{l}\right)-\left(x^{k}, y^{k}, \lambda^{k}\right)\right\|}>\frac{o\left(\left\|\left(x^{l}, y^{l}, \lambda^{l}\right)-\left(x^{k}, y^{k}, \lambda^{k}\right)\right\|\right)}{\left\|\left(x^{l}, y^{l}, \lambda^{l}\right)-\left(x^{k}, y^{k}, \lambda^{k}\right)\right\|} .
$$

That is,

$$
\begin{equation*}
C_{1}^{T} x^{l}+C_{2}^{T} y^{l}-C_{1}^{T} x^{k}-C_{2}^{T} y^{k}>\epsilon\left\|\left(x^{l}, y^{l}, \lambda^{l}\right)-\left(x^{k}, y^{k}, \lambda^{k}\right)\right\| . \tag{9}
\end{equation*}
$$

Here $\epsilon$ has some small value.
Since $I R \cap U\left(x^{k}, y^{k}, \lambda^{k}\right) \subseteq T_{R}$, here $U\left(x^{k}, y^{k}, \lambda^{k}\right)$ is an open neighborhood of the point ( $x^{k}, y^{k}, \lambda^{k}$ ), and ( $x^{k}, y^{k}, \lambda^{k}$ ) is feasible to problem (4) for sufficiently large $k$, formula (9) is still valid for all $(x, y, \lambda) \in U\left(x^{k}, y^{k}, \lambda^{k}\right) \cap I R,(x, y, \lambda) \neq\left(x^{k}, y^{k}, \lambda^{k}\right)$. Noting that we have for all $\left\{\left(x^{l}, y^{l}, \lambda^{l}\right)\right\}$ converging to $(\bar{x}, \bar{y}, \bar{\lambda})$

$$
C_{1}^{T} x^{l}+C_{2}^{T} y^{l}-C_{1}^{T} \bar{x}-C_{2}^{T} \bar{y}>\epsilon\left\|\left(x^{l}, y^{l}, \lambda^{l}\right)-(\bar{x}, \bar{y}, \bar{\lambda})\right\|,
$$

because $(\bar{x}, \bar{y}, \bar{\lambda})$ is an accumulation point of $\left\{\left(x^{k}, y^{k}, \lambda^{k}\right)\right\}$ and feasible to problem (4).

To illustrate the above algorithm, we solve the following linear semivectorial bilevel programming problems.

Example 1 Consider the following linear semivectorial bilevel programming problem [6], where $x \in R^{3}, y \in R^{3}$ :

$$
\begin{aligned}
& \min _{x \geq 0}-14 x_{1}+11 x_{2}+8 x_{3}-15 y_{1}-3 y_{2}+4 y_{3}, \\
& \text { s.t., } \\
& \min _{y \geq 0} F_{21}=6 x_{1}-2 x_{2}+4 x_{3}-4 y_{1}+7 y_{2}-7 y_{3}, \\
& \min _{y \geq 0} F_{22}=-x_{1}-13 x_{2}-3 x_{3}+4 y_{1}+2 y_{2}+4 y_{3}, \\
& \min _{y \geq 0} F_{23}=-x_{1}-2 x_{2}-18 x_{3}+3 y_{1}-9 y_{2}+8 y_{3}, \\
& \text { s.t. } \\
& 15 x_{1}-7 x_{2}+3 x_{3}+2 y_{1}-7 y_{2}+2 y_{3} \leq 200, \\
& 7 x_{1}+7 x_{2}+6 x_{3}+y_{1}+13 y_{2}+y_{3} \leq 140, \\
& 2 x_{1}+2 x_{2}-x_{3}+14 y_{1}+2 y_{2}+2 y_{3} \leq 240, \\
& -3 x_{1}+6 x_{2}+12 x_{3}+4 y_{1}-8 y_{2}+y_{3} \leq 140, \\
& 4 x_{1}-7 x_{2}+7 x_{3}+2 y_{1}+4 y_{2}-7 y_{3} \leq 45, \\
& 4 x_{1}+5 x_{2}+x_{3}-7 y_{1}-6 y_{2}+y_{3} \leq 800 .
\end{aligned}
$$

The solution proceeds as follows.
Step 0. Solve the above Example 1 without the lower level objective functions, and obtain an initial vector for $Z:=\{(14.1771,2.7860,6.0360)\}, k:=1$.
Step 1. Solve problem (7), obtain an optimal solution $\left(x_{1}^{1}, x_{2}^{1}, x_{3}^{1}, y_{1}^{1}, y_{2}^{1}, y_{3}^{1}, \lambda_{1}^{1}, \lambda_{2}^{1}, \lambda_{3}^{1}\right)=$ (11.9384, 0, 0, 14.1771, 2.7860, 6.0360, 0.0767, 0.4870, 0.4363).

Step 2. The lower level problem in (4) with $\left(x_{1}^{1}, x_{2}^{1}, x_{3}^{1}, \lambda_{1}^{1}, \lambda_{2}^{1}, \lambda_{3}^{1}\right)=(11.9384,0,0,0.0767$, $0.4870,0.4363)$ leads to $\left(z_{1}^{1}, z_{2}^{1}, z_{3}^{1}\right)=(14.1771,2.7860,6.0360)$, which coincides with the solution $\left(y_{1}^{1}, y_{2}^{1}, y_{3}^{1}\right)=(14.1771,2.7860,6.0360)$ in Step 1, hence the algorithm terminates with the optimal solution $\left(x_{1}^{1}, x_{2}^{1}, x_{3}^{1}, y_{1}^{1}, y_{2}^{1}, y_{3}^{1}\right)=(11.9384,0,0,14.1771,2.7860,6.0360)$, which coincides with the optimistic optimal solution in [6].
It is noted that in Example 1 we only need one iteration to get the optimal solution by the algorithm proposed. The reason why such thing happens is that the optimal solution ignoring the lower level objective function for the example is just feasible to it. We also solve Example 3 and 4 in [6] using the algorithm proposed in this paper, and for the two examples, one iteration is needed to obtain the optimal solution.

To further illustrate the effectiveness of the algorithm, we consider Example 2, which is constructed following Example 3.8 in [11]. As the two lower level objective functions are compatible, following Example 3.8 the optimistic optimal solution for Example 2 is also $(x, y)=(-1,-1,2,2)$.

Example 2 Consider the following linear semivectorial bilevel programming problem, where $x \in R^{2}, y \in R^{2}$ :

$$
\begin{aligned}
& \min _{x, y} 2 x_{1}+x_{2}-2 y_{1}+y_{2}, \\
& \text { s.t. } \quad\left\|x_{1}\right\| \leq 1, \\
& \quad-1 \leq x_{2} \leq-0.75, \\
& \min _{y} F_{21}=-y_{1}-y_{2}, \\
& \min _{y} F_{22}=-2 y_{1}-2 y_{2}, \\
& \text { s.t. } \\
& -2 y_{1}+y_{2} \leq 0, \\
& y_{1} \leq 2, \\
& 0 \leq y_{2} \leq 2 .
\end{aligned}
$$

The solution proceeds as follows.

## Loop 1

Step 0. $Z:=\{(0,0)\}, k:=1$.
Step 1. Solve problem (7), and obtain an optimal solution $\left(x_{1}^{1}, x_{2}^{1}, y_{1}^{1}, y_{2}^{1}, \lambda_{1}^{1}, \lambda_{2}^{1}\right)=(-1,-1,2$, $0,0.5,0.5)$.

Step 2. The lower level problem in (4) with $\left(x_{1}^{1}, x_{2}^{1}, \lambda_{1}^{1}, \lambda_{2}^{1}\right)=(-1,-1,0.5,0.5)$ leads to $\left(z_{1}^{1}, z_{2}^{1}\right)=(2,2)$, which is added to $Z$. Go to Step 1 .

## Loop 2

Step 1. Solve problem (7) with the updated $Z$, and obtain an optimal solution $\left(x_{1}^{2}, x_{2}^{2}, y_{1}^{2}\right.$, $\left.y_{2}^{2}, \lambda_{1}^{2}, \lambda_{2}^{2}\right)=(-1,-1,2,2,0.5,0.5)$.
Step 2. The lower level problem in (4) with $\left(x_{1}^{1}, x_{2}^{1}, \lambda_{1}^{1}, \lambda_{2}^{1}\right)=(-1,-1,0.5,0.5)$ leads to $\left(z_{1}^{2}, z_{2}^{2}\right)=(2,2)$, which coincides with the solution of Step 1, hence the algorithm terminated with the optimal solution $\left(x_{1}^{2}, x_{2}^{2}, y_{1}^{2}, y_{2}^{2}\right)=(-1,-1,2,2)$.

## 4 Conclusion

In this paper, we consider the linear semivectorial bilevel programming problem. Based on the optimal value reformulation approach, we transform the problem into a single level programming problem. We propose an algorithm for solving the linear semivectorial bilevel programming problem, and the global and local convergence of the algorithm are analyzed. Finally, some linear semivectorial bilevel programming problems are solved to illustrate the algorithm.
In addition, as the constraint region $S$ is compact, only its vertices need to be considered for the computation of optimal solutions; then the algorithm proposed in this paper stops after a finite number of iterations.
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