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The decision-making process of choosing an ideal tourism destination is influenced by a number of psychological and
nonpsychological variables. Tourists need a method to quickly and easily select a suitable destination. Driven by this practical
decision issue, a novel approach of tourist destination evaluation, grey relation analysis (GRA), is developed and applied to the
ranking evaluation of Taiwan tourism destinations in China. In the evaluating process, we apply entropy to calculate the weight of
each index, which is a more objective method of calculating weights. The results of the study indicate that although the same size
is small and the distribution of data is unknown, GRA can still be successfully used in evaluating tourist destinations. In addition,
we compare the GRA results with the Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) and show that more
accurate ranking results can be obtained.

1. Introduction

With the development of social economy and the improve-
ment of people’s living standard, more public holidays,
faster transportation (e.g., convenient air networks and high-
speed railways), and greater openness toward the world,
China’s domestic and outbound demand for tourism have
grown unprecedentedly since the 2000s [1]. According to
the National Bureau of Statistics of China, the number of
domestic tourists reached 3,611 million in 2014. In addition,
the number of overseas visitor arrivals was 128.4983 million
and the number of Chinese outbound visitors was 107.2755
million in 2014. Along with the significant growth in tourism,
tourism expenditure and foreign exchange earnings in China
have also increased significantly. In 2014, China’s earnings
from domestic tourism reached RMB 3,031.18 billion, and
the foreign exchange earnings from international tourism
reached USD 56,913 million. In tandem with the tremendous
development of China’s tourism economy, China’s govern-
ment has committed to making tourism development a
major policy, while China already has so much to offer to

international and domestic travelers: its natural beauty; a rich
culture; great cuisine; amazing technological advancement;
and friendly citizens. According to the China National
Tourism Administration, by 2014, China has 184 5A-class
tourist scenic spots, 862 5-star hotels, and 600 travel agencies
[2], as shown in Figure 1. Tourism has become one of the
strongest and largest industries and turned into the period
of buyer’s market in China’s process of development.

One of the biggest issues facing the tourist today is how
to evaluate and rank the tourism destination, as well as
the need to understand what factors influence their choices
[3]. However, the decision-making process of choosing an
appropriate travel destination is a very complex process, and
choosing a viable method for effective evaluation of tourism
destination is not an easy task. There is a substantial body
of literature discussing different research methods applied to
evaluation and choice of tourism destination.These methods
include (1)Multinomial LogitModel (MNL) [4–7]; (2) Binary
Regression Model [8–11]; (3) Multinomial Probit Model [12];
(4) Scobit Based Discrete-Continuous Choice Model [13];
(5) Structural Equation Model [14–19]; (6) Meta-analysis
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Figure 1: China’s tourism development situation for nearly five
years.

[20]; (7) Technique for Order Preference by Similarity to
Ideal Solution (TOPSIS) [21–24]; (8) Principal Component
Analysis [25–30]; and (9) Analytic Hierarchy Process (AHP)
[31–37]. Some of the methods may have already been known
to the public. Other methods were simply borrowed from the
domain of industrial study and applied to tourism. Some are
still in the embryonic stage. Each of the above nine methods
can be independently applied to evaluate tourismdestination.
However, none of them is perfect. Researchers can only
choose a method to evaluate tourism destination that has
the least amount of drawbacks for that study’s particular
situation. Some evaluation methods require the high quality
data; that is, the data should obey a certain distribution or the
data volume should be large. In addition, the other evaluation
methods have strong subjectivity.

Therefore, a viable method for effective evaluation of
tourism destination is aimed at providing solutions for issues
with multiple variables and targets. However, in studying
the evaluation of tourism destination, survey data are often
incomplete or unclear, and this paper therefore is bound
by realistic limits, confining itself to a situation where the
amount of data is small and its significance indefinite. Given
these considerations, grey relation analysis (GRA)may be the
best method for this study and will be used to explore practi-
cal procedure of tourist destination evaluation and choice to
identify the various features that need to reflect preferences
of tourists for destinations in the context of 8 tourist spots
by utilizing the index system and data in literature [21]. On
the basis of such preliminary analysis, this paper intends to
achieve twofold aims. The first applies entropy to find the
relative weights of each index of the 8 tourist spots. The
second is to rank the tourist spots by grey relation analysis
(GRA) and compare the ranking results with literature [21].

The rest of this paper is organized as follows. After a brief
review of relevant literature in Section 2, we present hierarchy
of tourism destination selection and evaluation index system
in Section 3. The grey relation analysis evaluation model
for tourism destinations selection is presented in Section 4.

Section 5 illustrates the results obtained from the grey relation
analysis evaluation model and then, we compare and analyze
these results with those obtained from the Technique for
Order Preference by Similarity to Ideal Solution (TOPSIS)
evaluation method used by literature [21]. Conclusions are
drawn in Section 6.

2. Literature Review

Evaluation and choice of tourism destination is one of the
important topics frequently investigated by scholars [38].
These evaluation and choice studies have been linked to
the issues of decision rules, decision-making processes, and
choice factors [5, 39–45]. Hsu et al. [21] proposed a 4-level
AHP model, consisting of 22 attributes on the 4th level and
tested it using data collected from tourists visiting Taiwan
to establish the relative importance of preselected factors
(criteria). In this study, visiting friends/relatives and personal
safety appear to be the 2 most important factors for inbound
tourists to Taiwan, price is the least important, and Taipei 101
is the first priority for travelers. Huybers [46] applied discrete
choice modeling technique to study the short-break destina-
tion choices of prospective Sydney residents.The study results
show that a destination’s attractiveness to prospective short-
break visitors from Sydney is enhanced, to different degrees,
by lower prices, being moderately busy, having a moderate
level of night life, being visited during spring/summer, being
accessible within two hours’ travel time, and offering a
mix of natural and cultural/heritage attractions. Prayag and
Ryan [14] used confirmatory factor analysis to explore the
relationships among four constructs, namely, destination
image, place attachment, personal involvement, and visitors’
satisfaction as antecedents of loyalty. The research findings
indicate that destination image, personal involvement, and
place attachment are antecedents of visitors’ loyalty but this
relationship is mediated by satisfaction levels.

Dellaert et al. [47] pointed out that tourists’ choices
are complex multifaceted decisions where the choices for
different elements are interrelated and evolved in a decision
process over time.The decision-making process is influenced
by a number of psychological (internal) and nonpsycho-
logical (external) variables. Sirakaya and Woodside [48]
provided a comprehensive qualitative review of the tourist
decision-making literature and integrated the main con-
ceptual and empirical work that has been reported in the
tourism literature. Lam andHsu [49] argued that the complex
decision-making process leading to the choice of a travel
destination had not been well researched. Past studies related
to destination choice mainly focus on identifying important
attributes affecting destination choice; professional judgment
and factor analysis are the main methods [50–53]. Richards
andWilson [54] in their work focused on independent youth
and student travel and used factor analysis to help identify
four main motivating factors, including experience seeking,
relaxation seeking, and sociability and contributing to the
destination. Tomiš et al. [55] studied the factors considered
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Figure 2: The hierarchy of destination selection (source: Hsu et al. [21]).

by young people when choosing a city destination in Europe
and identified seven major factors: partying and having fun,
accessibility to destination info, easy and cheap travel orga-
nization, outdoor activities, socializing with the local people,
good shopping places, and exploring the unknown. Further
analysis showed that there are significant differences among
severalmotivation factors when it comes toDanish and inter-
national students. Pike and Page [30] provided a comprehen-
sive narrative analysis of the destinationmarketing literature.

The above studies mainly applied qualitative and quanti-
tative methods to analyze the factors influencing the choice
of tourism destinations. They pointed out that the decision-
making process leading to the final choice of a travel destina-
tion is very complex.However, these studies failed to consider
the preferences of tourists in the decision-making process
andutilizemuchmore complex decision-making approaches.
Motivated by this, we develop a new evaluationmodel to eval-
uate and rank the tourism destinations considering personal
preferences. Thus, we attempt to evaluate the preferences
of tourists for destinations and recognize the key aspects
influencing the tourists’ choice of destination. Finally, Guo
et al. [56] proposed a novel similarity-based algorithm for
classifying tourism scenic spots, and this evaluation method
not only has some similarities to our own but also has
some key differences.They studied the problem of classifying
different tourism scenic spots into different levels through
calculating the relative similarity of each scenic spot to the
best and worst scenic spots, but, in our model, we do not

consider the worst scenic spots, which make the evaluation
process simple and easy to conduct.

3. The Hierarchy of Tourism
Destinations Selection

According to Hsu et al. [21], the main factors affecting
tourism destination choice are grouped into two categories,
namely, internal and external factors. The push motivation
relates to internal forces which consist of 4 criteria (psycho-
logical, physical, social interaction, and seeking/exploration)
and are further divided into 11 subcriteria. The pull moti-
vation relates to external forces which consist of 2 criteria
(tangible and intangible) with tangible criteria including 9
subcriteria and intangible criteria including 2 subcriteria (see
Figure 2).

4. The Grey Relation Analysis Model of
Tourism Destination Choice

Grey relation analysis (GRA) is a method that can be used in
decision-making in situations where there are many criteria
by ordering them as to relational grade. It is especially pre-
ferred in ordering the alternatives in situations in which the
sample is small and sample distribution is not known. GRA is
part of the grey system theory [57]. Gray system theory was
first introduced by Ju-Long [58]. The fundamental definition
of “greyness” is information being incomplete or unknown;
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thus an element from an incomplete message is considered to
be of “grey” element. A “grey relation” refers to the measure-
ment of changing relations between two systems or elements
that occur in a system over time.The analysis method, which
measures the relations between elements based on the degree
of similarity or difference of development trends among these
elements, is called “grey relation analysis.” More precisely,
during the process of system development, should the trend
of change between two elements be consistent, it then enjoys
a higher grade of synchronized change and can be considered
as having a greater grade of relation; otherwise, the grade
of relation is smaller [59]. It has been widely applied in a
variety of fields such as financial performance evaluation [60–
64], motor vehicular energy consumption [65, 66], and green
supplier selection [67]. As far as we know, GRA has not been
applied in evaluation and choice of tourism destination. We
believe we are the first to utilize the GRA to evaluate and rank
the tourism destinations.

Personal preferences, like motivations, may be both
intrinsic, reflecting individual likes and dislikes, and extrin-
sic, or socially conditioned. Pearce [68] stated that prefer-
ences are more specific than motivations and are revealed by
where travelers go and what travelers do. However, tourists’
preferences are psychological behaviors, which are not easy
to accurately measure, having the feature of grey and fuzzy.
Choosing a tourism destination is a grey system evaluation
process; therefore, the grey relation analysis is a more suitable
method to evaluate it. The evaluation procedure of this study
consists of several steps.Thedetailed descriptions of each step
are given in the following subsections.

4.1. Problem Definition. Assume that there are 𝑛 tourism
destinations {𝑇

1
, 𝑇
2
, . . . , 𝑇

𝑛
}, which are to be evaluated in

terms of 𝑚 evaluation criteria {𝐶
1
, 𝐶
2
, . . . , 𝐶

𝑚
}, and relative

weights are denoted by 𝜔
𝑖𝑗

(∑
𝑚

𝑗=1
𝜔
𝑖𝑗

= 1). The objective of
the decision-making is to rank these tourism destinations.
According to the assumption, we can get the original index
data matrix

𝑅 = (𝑟
𝑖𝑗
)
𝑛×𝑚

=

[

[
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]

, (1)

where 𝑟
𝑖𝑗
is the observed value of object 𝑇

𝑖
in terms of criteria

𝐶
𝑗

(𝑖 = 1, 2, . . . , 𝑛; 𝑗 = 1, 2, . . . , 𝑚).

Definition 1. The best tourism destination is the referential
sequence made up of the best tourism destination indexes
among all the alternative tourism destinations; that is,

𝑅
0

= (𝑟
01

, 𝑟
02

, . . . , 𝑟
0𝑗

) , (2)

where 𝑟
0𝑗

= Optimum(𝑟
𝑖𝑗
) (𝑖 = 1, 2, . . . , 𝑛; 𝑗 = 1, 2, . . . , 𝑚).

So, we can construct initial matrix 𝑅
1
:

𝑅
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)
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. (3)

4.2. Normalization of Index Values. In order to make com-
parison between the various indicators, we normalized each
of the index values in accordancewith the following formulas.
For larger-is-better transformation, 𝑟

𝑖𝑗
can be transformed to

𝑥
𝑖𝑗
. The formula is defined as

𝑋
𝑖𝑗

=

𝑟
𝑖𝑗
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𝑗
𝑟
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𝑗
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. (4)

For smaller-is-better transformation, the formula to
transform 𝑟

𝑖𝑗
to 𝑥
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is

𝑋
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. (5)

The normalized values form a new matrix as shown in
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)
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=
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4.3. Calculating Grey Relation Coefficient. According to Ju-
Long [69], let 𝑋

0
= (𝑥
01

, 𝑥
02

, . . . , 𝑥
0𝑚

) as referential sequence
and 𝑋

𝑖
= (𝑥
𝑖1

, 𝑥
𝑖2

, . . . , 𝑥
𝑖𝑚

) as comparative sequence. Then
𝑥
0𝑗
and 𝑥
𝑖𝑗
would be the values of 𝑥

0
and 𝑥
𝑖
at optimum index

𝑗. If 𝜉(𝑥
0𝑗

, 𝑥
𝑖𝑗
) are real numbers, then they can be defined as

𝜉 (𝑥
0
, 𝑥
𝑖
) =

1

𝑚

𝑚

∑

𝑗=1

𝜉 (𝑥
0𝑗

, 𝑥
𝑖𝑗
) . (7)

The mean of 𝜉(𝑥
0𝑗

, 𝑥
𝑖𝑗
) needs to meet the four axioms of grey

relation.

Axiom 1 (norm interval). Consider

0 < 𝜉(𝑥
0𝑗

, 𝑥
𝑖𝑗
) ≤ 1.

𝜉(𝑥
0𝑗

, 𝑥
𝑖𝑗
) = 1 ↔ 𝑥

0𝑗
= 𝑥
𝑖𝑗
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relation).
𝜉(𝑥
0𝑗

, 𝑥
𝑖𝑗
) = 0 ↔ 𝑥

0
∈ 𝜑, 𝑥

𝑖
∈ 𝜑 (this is called

complete nonrelation), where 𝜑 is an empty set.

Axiom 2 (duality symmetric). Consider

𝑥
0
, 𝑥
𝑖
∈ 𝑋.

𝜉(𝑥
0𝑗

, 𝑥
𝑖𝑗
) = 𝜉(𝑥

𝑖𝑗
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0𝑗
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0
, 𝑥
𝑖
).
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Axiom 3 (wholeness). Consider

𝑥
𝑗
, 𝑥
𝑖
∈ 𝑋.

𝜉(𝑥
0𝑗

, 𝑥
𝑖𝑗
) ̸= 𝜉(𝑥

𝑖𝑗
, 𝑥
0𝑗

); this case almost always
happened.

Axiom 4 (approachability). Consider

𝜉(𝑥
0𝑗

, 𝑥
𝑖𝑗
) get larger along with |𝑥

0𝑗
− 𝑥
𝑖𝑗
| getting

smaller.

If the abovementioned four axioms could all be satisfied,
𝜉(𝑥
0
, 𝑥
𝑖
) is designed as the grade of grey relation in 𝑥

𝑖
corre-

spondence to𝑥
0
, and 𝜉(𝑥

0𝑗
, 𝑥
𝑖𝑗
) is said to be the grey relational

coefficient of 𝑥
𝑖𝑗
to 𝑥
0𝑗
at optimum index 𝑗. Professor Ju-Long

[58] proposes a mathematical equation that will satisfy these
four axioms of grey relation, which is as follows:

𝜉 (𝑋
0𝑗

, 𝑋
𝑖𝑗
)

=

min
𝑖
min
𝑗






𝑋
0𝑗

− 𝑋
𝑖𝑗






+ 𝜌max

𝑖
max
𝑗






𝑋
0𝑗

− 𝑋
𝑖𝑗












𝑋
0𝑗

− 𝑋
𝑖𝑗






+ 𝜌max

𝑖
max
𝑗






𝑋
0𝑗

− 𝑋
𝑖𝑗







,

(8)

where 𝜌 ∈ [0, 1] is distinguished coefficient, the function of
which is to reduce its numerical value bymax

𝑖
max
𝑗
|𝑋
0𝑗

−𝑋
𝑖𝑗
|

increasing, so as to affect its loss-authenticity and to heighten
the significance of difference among relational coefficients,
and 𝜌 = 0.5 is generally used. Relational coefficients
𝜉(𝑋
0𝑗

, 𝑋
𝑖𝑗
) matrix can be obtained through formula (8). As

a matter of convenience, we use 𝜉
𝑖𝑗
instead of 𝜉(𝑋

0𝑗
, 𝑋
𝑖𝑗
) in

the following pages:

𝐸 = (𝜉
𝑖𝑗
)
𝑛𝑚

=

[

[

[

[

[

[

[

𝜉
11

𝜉
12

⋅ ⋅ ⋅ 𝜉
1𝑚

𝜉
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𝜉
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⋅ ⋅ ⋅ 𝜉
2𝑚

.

.

.

.

.

.

.

.

.

𝜉
𝑛1

𝜉
𝑛2

⋅ ⋅ ⋅ 𝜉
𝑛𝑚

]

]

]

]

]

]

]

(𝑖 = 1, 2, . . . , 𝑛; 𝑗 = 1, 2, . . . , 𝑚) .

(9)

4.4. Determining the Index Weights Based on Entropy. Mak-
ing normalization processing for formula (9), 𝜉

𝑖𝑗
can be

transformed to 𝜇
𝑖𝑗
, and a new matrix (9) can be obtained as

follows:

𝐸
0

= (𝜇
𝑖𝑗
)
𝑛𝑚

=

[

[

[

[

[

[

[

𝜇
11

𝜇
12

⋅ ⋅ ⋅ 𝜇
1𝑚

𝜇
21

𝜇
22

⋅ ⋅ ⋅ 𝜇
2𝑚

.

.

.

.

.

.

.

.

.

𝜇
𝑛1

𝜇
𝑛2

⋅ ⋅ ⋅ 𝜇
𝑛𝑚

]

]

]

]

]

]

]

(𝑖 = 1, 2, . . . , 𝑛; 𝑗 = 1, 2, . . . , 𝑚) ,

(10)

where 0 ≤ 𝜇
𝑖𝑗

≤ 1 and ∑
𝑛

𝑖=1
𝜇
𝑖𝑗

= 1; then, the information
entropy is

𝐻 (𝑗) = −

𝑛

∑

𝑖=1

𝜇
𝑖𝑗

⋅ log 𝜇
𝑖𝑗
. (11)

Let

]
𝑖𝑗

= 1 +

∑
𝑛

𝑖=1
𝜇
𝑖𝑗

⋅ log 𝜇
𝑖𝑗

log 𝑛

. (12)

Then, we obtain the weights of indexes in terms of
formula (12):

𝜔
𝑖𝑗

=

]
𝑖𝑗

∑
𝑚

𝑗=1
]
𝑖𝑗

(0 ≤ 𝜔
𝑖𝑗

≤ 1,

𝑚

∑

𝑗=1

𝜔
𝑖𝑗

= 1) . (13)

4.5. Calculating Grey Relational Grade. After obtaining the
grey relational coefficient, we normally take the weighted
value of the grey relational coefficientmultiplied byweighting
value as the grey relational grade. The grey relational grade is
defined as follows [70]:

𝐵 = 𝜔
𝑖
⋅ (𝜉
𝑖𝑗
)

𝑇

𝑛𝑚
= 𝜔
𝑖
⋅

[

[

[

[

[

[

[

𝜉
11

𝜉
21

⋅ ⋅ ⋅ 𝜉
𝑛1

𝜉
12

𝜉
22

⋅ ⋅ ⋅ 𝜉
𝑛2

.

.

.

.

.

.

.

.

.

𝜉
1𝑚

𝜉
𝑛2

⋅ ⋅ ⋅ 𝜉
𝑛𝑚

]

]

]

]

]

]

]

= (𝑏
1
, 𝑏
2
, . . . , 𝑏

𝑛
) ,

(14)

where 𝑏
𝑛
is grey relational grade of the tourism destination𝑇

𝑛

which indicates the degree of influence that the comparative
sequence could exert over the referential sequence.Therefore,
if a particular comparative sequence is better than the other
comparative sequences to the referential sequence, then the
grey relational grade for that comparative sequence and
referential sequence will be higher than other grey relational
grades. Finally, all tourismdestinations are evaluated synthet-
ically according to the value of 𝑏

𝑛
, where when 𝑏

𝑛
is larger, the

tourism destination 𝑇
𝑛
is better.

5. A Numerical Example

In this section, we use the proposed model to evaluate 8
tourism destinations in Taiwan Province of China (including
Taipei 101, National Museum, Sun Moon Lake, Alishan,
Yushan National Park, Taroko National Park, Love River, and
Kenting National Park). Twenty-two (22) indexes identified
from literature [21] as shown in Table 1 are used in the study
(“a” is the best preference out of the 8 destinations).

5.1. The Relational Grade to Ideal Destination. According to
the data from Table 1, we identify the optimum column as
(7.16, 7.16, 7.59, 6.40, 7.15, 8.54, 7.45, 8.04, 7.87, 6.73, 8.56, 8.60,
6.95, 8.85, 7.81, 7.20, 7.36, 6.05, 8.47, 8.04, 7.94, 7.67), and in
combination with Table 1, an initial matrix is obtained as
follows:
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Table 1: Overall preference measures of destinations.

Criteria Taipei 101 National Museum Sun Moon Lake Alishan Yushan Park Taroko Park Love River Kenting Park
Escape 6.23 5.42 7.16a 6.80 5.94 7.08 5.99 6.92
Self-actualization 7.16a 6.89 6.30 6.09 5.22 6.41 5.66 6.45
Rest/relaxation 5.38 5.05 7.59a 7.06 6.13 7.05 6.36 7.30
Medical treatment 6.40a 4.41 4.30 4.34 3.02 4.09 5.38 4.73
Health and fitness 5.05 4.10 6.57 6.98 6.34 7.15a 5.17 6.57
Visiting friend/relative 7.96 5.54 8.54a 7.01 5.88 6.84 6.86 7.42
Meeting new people 7.45a 5.55 5.98 5.55 4.37 5.61 5.76 6.80
Novelty seeking 8.04a 6.08 5.35 5.06 4.16 5.22 5.61 6.29
Culture exploration 6.27 7.87a 6.54 6.41 5.42 6.28 5.66 6.45
Adventure seeking 3.97 3.43 5.96 6.56 6.30 6.67 4.94 6.73a

Enjoying night life 8.56a 5.53 4.49 3.95 3.43 4.41 6.45 5.80
Transportation facilities 8.60a 8.03 6.20 5.28 4.04 5.45 6.78 6.70
Friendliness of people 6.48 6.52 6.68 6.84 5.95 6.93 6.33 6.95a

Quality/variety of food 8.85a 6.41 5.70 5.58 4.28 5.80 7.16 6.88
Accommodation 7.81a 7.26 6.67 5.72 4.31 6.63 7.36 7.52
Environment safety 6.10 6.38 6.98 6.81 6.07 7.20a 6.24 6.73
Personal safety 7.36a 7.29 5.80 5.02 4.55 5.38 5.80 6.59
Price 4.39 5.12 5.55 5.64 5.88 6.05a 5.30 5.30
Culture and historical
resources 6.11 8.47a 6.78 6.72 6.22 6.63 5.60 6.49

Good shopping 8.04a 5.99 4.89 4.79 3.63 5.40 6.13 6.11
Destination image 7.78 7.27 7.94a 7.06 6.53 6.92 6.38 7.14
Benefits expectations 7.67a 6.80 5.41 5.41 4.60 5.32 6.48 6.67

𝑅
1

=

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

7.16 7.16 7.59 6.40 7.15 8.54 7.45 8.04 7.87 6.73 8.56 8.60 6.95 8.85 7.81 7.20 7.36 6.05 8.47 8.04 7.94 7.67

6.23 7.16 5.38 6.40 5.05 7.96 7.45 8.04 6.27 3.97 8.56 8.60 6.48 8.85 7.81 6.10 7.36 4.39 6.11 8.04 7.78 7.67

5.42 6.89 5.05 4.41 4.10 5.54 5.55 6.08 7.87 3.43 5.53 8.03 6.52 6.41 7.26 6.38 7.29 5.12 8.47 5.99 7.27 6.80

7.16 6.30 7.59 4.30 6.57 8.54 5.98 5.35 6.54 5.96 4.49 6.20 6.68 5.70 6.67 6.98 5.80 5.55 6.78 4.89 7.94 5.41

6.80 6.09 7.06 4.34 6.98 7.01 5.55 5.06 6.41 6.56 3.95 5.28 6.84 5.58 5.72 6.81 5.02 5.64 6.72 4.79 7.06 5.41

5.94 5.22 6.13 3.02 6.34 5.88 4.37 4.16 5.42 6.30 3.43 4.04 5.95 4.28 4.31 6.07 4.55 5.88 6.22 3.63 6.53 4.60

7.08 6.41 7.05 4.09 7.15 6.84 5.61 5.22 6.28 6.67 4.41 5.45 6.93 5.80 6.63 7.20 5.38 6.05 6.63 5.40 6.92 5.32

5.99 5.66 6.36 5.38 5.17 6.86 5.76 5.61 5.66 4.94 6.45 6.78 6.33 7.16 7.36 6.24 5.80 5.30 5.60 6.13 6.38 6.48

6.92 6.45 7.30 4.73 6.57 7.42 6.80 6.29 6.45 6.73 5.80 6.70 6.95 6.88 7.52 6.73 6.59 5.30 6.49 6.11 7.14 6.67

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

.
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Each of the index values is normalized according to
formulas (4) and (5), and then a new matrix is obtained as
follows:

𝑋

=

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

0.47 1.00 0.13 1.00 0.31 0.81 1.00 1.00 0.35 0.16 1.00 1.00 0.53 1.00 1.00 0.03 1.00 0.00 0.18 1.00 0.90 1.00

0.00 0.86 0.00 0.41 0.00 0.00 0.38 0.49 1.00 0.00 0.41 0.88 0.57 0.47 0.84 0.27 0.98 0.44 1.00 0.54 0.57 0.72

1.00 0.56 1.00 0.38 0.81 1.00 0.52 0.31 0.46 0.77 0.21 0.47 0.73 0.31 0.67 0.81 0.44 0.70 0.41 0.29 1.00 0.26

0.79 0.45 0.79 0.39 0.94 0.49 0.38 0.23 0.40 0.95 0.10 0.27 0.89 0.28 0.40 0.65 0.17 0.75 0.39 0.26 0.44 0.26

0.30 0.00 0.43 0.00 0.73 0.11 0.00 0.00 0.00 0.87 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.90 0.22 0.00 0.10 0.00

0.95 0.61 0.79 0.32 1.00 0.43 0.40 0.27 0.35 0.98 0.19 0.31 0.98 0.33 0.66 1.00 0.30 1.00 0.36 0.40 0.35 0.23

0.33 0.23 0.52 0.70 0.35 0.44 0.45 0.37 0.10 0.46 0.59 0.60 0.38 0.63 0.87 0.15 0.44 0.55 0.00 0.57 0.00 0.61

0.86 0.63 0.89 0.51 0.81 0.63 0.79 0.55 0.42 1.00 0.46 0.58 1.00 0.57 0.92 0.58 0.73 0.55 0.31 0.56 0.49 0.67
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]
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According to formula (8), that is, 𝜉
𝑖𝑗

= (0 + 0.5 ×

1)/(|𝑋
0𝑗

− 𝑋
𝑖𝑗
| + 0.5 × 1), we obtain the matrix of grey

relational coefficients as follows:

𝜉
𝑖𝑗

=
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[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

0.48 1.00 0.36 1.00 0.42 0.72 1.00 1.00 0.43 0.37 1.00 1.00 0.52 1.00 1.00 0.34 1.00 0.33 0.38 1.00 0.83 1.00

0.33 0.78 0.33 0.46 0.33 0.33 0.45 0.50 1.00 0.33 0.46 0.80 0.54 0.48 0.76 0.41 0.95 0.47 1.00 0.52 0.54 0.64

1.00 0.53 1.00 0.45 0.72 1.00 0.51 0.42 0.48 0.68 0.39 0.49 0.65 0.42 0.61 0.72 0.47 0.62 0.46 0.41 1.00 0.40

0.71 0.48 0.71 0.45 0.90 0.50 0.45 0.39 0.46 0.91 0.36 0.41 0.82 0.41 0.46 0.59 0.38 0.67 0.45 0.40 0.47 0.40

0.42 0.33 0.47 0.33 0.65 0.36 0.33 0.33 0.33 0.79 0.33 0.33 0.33 0.33 0.33 0.33 0.33 0.83 0.39 0.33 0.36 0.33

0.92 0.56 0.70 0.42 1.00 0.47 0.46 0.41 0.44 0.96 0.38 0.42 0.96 0.43 0.60 1.00 0.42 1.00 0.44 0.46 0.43 0.40

0.43 0.39 0.51 0.62 0.44 0.47 0.48 0.44 0.36 0.48 0.55 0.56 0.45 0.57 0.80 0.37 0.47 0.53 0.33 0.54 0.33 0.56

0.78 0.58 0.81 0.50 0.72 0.57 0.70 0.53 0.46 1.00 0.48 0.55 1.00 0.54 0.86 0.55 0.65 0.53 0.42 0.53 0.49 0.61
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]

]

]

]

]

.
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According to formulas (10)∼(13), the index weights
vector is calculated as follows:

𝜔

= (0.05, 0.04, 0.05, 0.04, 0.04, 0.04, 0.04, 0.05, 0.05, 0.05, 0.05, 0.04, 0.04, 0.04, 0.03, 0.05, 0.06, 0.04, 0.05, 0.04, 0.05, 0.05) .

(18)

Using formula (14), we obtain the grey relational grades
as follows:

𝐵 = (0.73, 0.57, 0.61, 0.53, 0.40, 0.60, 0.48, 0.63) . (19)

5.2. Comparison and Analysis. In this paper, we focus on
developing a novel evaluation approach tourist choice of des-
tination based on grey relation analysis, in order to demon-
strate the advantages of the developed evaluation methods,
and comparing the evaluation results with the evaluation
method of “TOPSIS” used by literature [21]. So, after obtain-
ing the grey relational grade to the ideal destination by using
our proposed method, we compare and analyze these results
with the evaluation results obtained from the Technique for
Order Preference by Similarity to Ideal Solution (TOPSIS)
used by literature [21]. The results are shown in Table 2.

As can be seen from Table 2, we can make the following
comparative analysis.

(i) The ranking results obtained from literature [21] and
the results in this paper are not completely the same, as
shown in column 2 and column 4 of Table 2, which reflect the
consistency and difference of two methods. In other words,
the ranking results of the top three and the last one are the
same but the others are not the same. Interestingly, almost all
relational grades to ideal solution of our proposed approach
are bigger than those of the similarity to ideal solution by the
Technique for Order Preference by Similarity to Ideal Solu-
tion (TOPSIS) evaluationmethod, which shows that our pro-
posed approach has the advantage over the TOPSIS approach.

(ii) Comparing the overall preference measures of desti-
nations as shown in Table 1 of literature [21], it is observed
that the Taroko National Park has three best preferences

out of the 24 factors, and the National Palace Museum has
two best preferences. Therefore, we intuitively think that the
destination with more best preferences should be ranked
higher than the destination with less best preferences, and
the actual evaluation results are consistent with our intuition,
which show that our proposed evaluation approach is more
credible and more in line with the actual situation. The
fundamental reason why our proposed evaluation approach
is more in line with the actual situation lies in its own
characteristics. In other words, the tourists’ preferences to
tourism destinations are grey and fuzzy, which is in line with
the cognition rules of human being to the objective world.

(iii) No matter what kind of evaluation approach, Taipei
101 is ranked the number one favorite local destination. That
is, Taipei 101 is worthy of visiting as it is the highest building
in the world, located in the business center of Taipei city
and a Taipei landmark. As shown in Table 1, Taipei 101 is
considered the most desirable destination with respect to
“self-actualization,” “meeting new friends,” “medical treat-
ment,” “novelty seeking,” “enjoying night life,” “transporta-
tion facilities,” “quality and variety of food,” “accommodation
facilities,” “good shopping,” “personal safety,” and “benefit
expectations,” which reflects the consistency of twomethods.

6. Conclusions

From a methodological point of view, we proposed a grey
relation analysis evaluation model for choosing tourism des-
tinations and the findings demonstrate that the grey relation
analysis evaluation approach is a useful tool to help support
a decision in destination choice. It integrates the opinion
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Table 2: Final ranking of destinations.

Destination

Results of literature
[21] Results in this paper

Rank
Similarity to

ideal
solution

Rank
Relational

grade to ideal
solution

Taipei 101 1 0.75 1 0.73
Kenting
National Park 2 0.63 2 0.63

Sun Moon Lake 3 0.55 3 0.61
National Palace
Museum 4 0.48 5 0.57

Love River 5 0.47 7 0.48
Taroko
National Park 6 0.43 4 0.60

Alishan 7 0.37 6 0.53
Yushan
National Park 8 0.16 8 0.40

and evaluation of experts and makes the complex decision-
making system into a simple grey relation analysis system.
In other words, our proposed evaluation approach makes the
evaluation process simple and easy to conduct.What is more,
it is especially preferred in ordering the alternatives in situa-
tions in which the sample is small and sample distribution is
not known. In our future studies, we will apply the approach
to evaluating other tourism destinations in China and make
a ranking for Chinese main tourism destinations.
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