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We study resource constrained project scheduling problem with respect to resource leveling as objective function and allowance
of preemption in activities. The branch and bound algorithms proposed in previous researches on resource leveling problem do
not consider preemption. So, representing a model for the problem, a branch and bound algorithm is proposed. This algorithm
can handle preemption in resource leveling problem. Comparing the resource leveling problem and the preemptive resource
leveling problem, it is observed that considering preemption in the problem leads to better results in the objective function. This
improvement imposes additional time to solve the problem. Coding the algorithm in MATLAB and checking it on the projects
with 8 and 10 activities, results show that the proposed algorithm is efficient.

1. Introduction

Increasing international competition enforces utilization of
very expensive resources (e.g., heavy machines) by most of
the companies. Thus, resource constrained project schedul-
ing problem (RCPSP) has attracted more attention. Several
objective functions are studied in RCPSP. Resource leveling is
one of them, inwhich the variation of resource utilization is to
be minimized. In addition to resource constraints, minimum
and maximum time lags between different activities have to
be observed in general.

Several studies have been done for RCPSP.The first math-
ematical formulation of the RCPSPwas given by Pritsker et al.
[1]. Then, Kaplan [2], Olaguı́bel and Goerlich [3], and Klein
and Scholl [4] continued their job. In addition, Blazewicz et
al. proved that RCPSP is NP-hard [5]. Kastor and Sirakoulis
analyzed the effectiveness of three resource leveling problem
tools on RCPSP: Primavera p6.0, Microsoft Project 2007, and
Open Workbench 1.1.6 [6].

For resource leveling problems with minimum time lags,
several exact and heuristic solution procedures have been
studied.

Exact algorithms contain enumeration, integer program-
ming, or dynamic programming techniques. Tavares repre-
sented the effectiveness of resource leveling problem in costs

[7]. Ahuja [8], Easa [9], Bandelloni et al. [10], Demeule-
meester [11], and Younis and Saad [12] presented exact
procedures for resource leveling problem. Nübel developed
a branch and bound procedure (BB) upon minimal delay-
ing alternative and disjunction precedence constraints [13].
Demeulemeester andHerroelen proposed amodel for project
scheduling problem with resource constraints and preemp-
tion and a model for resource leveling problem and solved it
with some methods, such as BB [14]. Gather et al. proposed
exact methods for solving the resource leveling problem [15].

Some studies contain both exact and heuristic methods.
Neumann and Zimmermann introduced three groups of
objective functions for resource leveling problem [16, 17].
They proved that the issue of resource levelingwith each stud-
ied objective function is NP-hard and proposed an exact and
a heuristic procedure for the problem expressed in the paper.
In their paper, BB and truncated BB procedures with and
without resource limitations are discussed. Coughlan et al.
presented a branch-and-price approach together with a new
heuristic to solve resource leveling problem [18].

There are some works to solve resource leveling problem
using heuristics. To solve resource leveling problemwith gen-
eral objective function and maximum time lags, Brinkmann
and Neumann [19] and Neumann and Zimmermann [20]
proposed heuristic methods upon priority rules. Savin et al.

CORE Metadata, citation and similar papers at core.ac.uk

Provided by MUCC (Crossref)

https://core.ac.uk/display/192441137?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


2 International Journal of Manufacturing Engineering

used neural network to solve resource leveling problem [21,
22].Moder and Philips [23],Moder et al. [24], Harris [25, 26],
and Takamoto et al. [27] presented heuristic procedures to
solve resource leveling problem.

Preemption is an important factor in our daily projects
and jobs. Stopping a job when the night comes, interrupt-
ing a course as the class time is out, putting the call on
hold to answer someone else, drinking coffee while reading
newspaper, and so forth are some examples of preemption in
our life. By the aspect of preemption, there are three types of
activities: activities which will be continued after preemption
(preempt-resume type), activities which should be restarted
after preemption (preempt-repeat type), and activities for
which preemption is not allowed. Because of its role in our
life, preemption has attracted some researchers to work on it
using both exact methods and heuristics.

Several studies on RCPSP use exact methods to solve
the problem. Demeulemeester and Herroelen proposed an
optimal solution procedure for the preemptive resource con-
strained project scheduling problem to minimize the project
makespan [28]. The maximum number of preemptions for
each activity was considered specific for the activity. A model
and a BB algorithm were presented for solving the problem.
Patterson et al. [29] developed a BB algorithm upon prece-
dence tree, which was reviewed by Sprecher [30]. Stinson et
al. [31], Demeulemeester and Herroelen [32], Igelmund and
Radermacher [33], and Reyck and Herroelen [34] studied
BB procedures for the RCPSP with generalized precedence
relations. Afshar-Nadjafi et al. have provided a branch and
bound procedure for resource leveling problem inmultimode
RCPSP [35].

As an example for heuristics, Ballest́ın et al. studied pre-
emption in project scheduling with resource constraints [36,
37]. They show that one preemption to be allowed for each
activity creates a proper state and more than one preemption
just increases computational time with a slight improvement
in the final solution. In their model, the number of preemp-
tions allowed for each activity is specific for the activity.Then,
an evolutionary algorithm with a coding and a crossover
operator for the model has been presented. Vanhoucke et al.
investigate the effect of variable activity durations under fixed
work content, the possibility of allowing activity preemption,
the use of fast tracking on the total lead time, and the total
resource utilization of resource constrained projects [38].

To the best of our knowledge, no research has studied
the usefulness of preemption in resource leveling problem. In
this paper, we study effectiveness of preemption in resource
leveling problem. We consider the preempt-resume type of
activities. Here, resources are considered renewable and con-
strained. We will propose a newmodel for the problem and a
B&B procedure to schedule activities in order to achieve the
most leveled project.

The rest of the paperwill be as follows. In Section 2wewill
introduce the new model for preemptive resource leveling
problem. In Section 3, the proposed BB algorithm will be
described for the problem. Finally, computational results will
be represented in Section 4.

2. Problem Definition

In this paper, we are supposed to schedule activities with
maximum 𝑝 preemptions allowed for each activity, with
respect to resource leveling as the objective function. If pre-
emption is justified for the activity, we will detect the proper
period in which it occurs. In this paragraph, we will study
the components of the model. In Section 2.1 we will study
objective function. In Section 2.2 problem assumptions are
stated. Constraints are described in Section 2.3. Parameters
and variables are proposed in Section 2.4. Finally, we will get
familiar with the model of the problem in Section 2.5.

2.1. Objective Function. Resource leveling problem deter-
mines a sequence for the activities of a project which will
minimize the amount of variation. This issue is important in
determining the optimal sequence of activities to minimize
the level of hiring and firing workers or that of utilization
and unemployment of machines. Leveling limited resources
or unlimited resources prevents the excessive fluctuations of
the resources and reduces their cost. The chosen objective
function for this study is to level the cumulative amount
of resources used in each moment to the former one. We
consider the resource amount used in both the first day
and the last day. If the project is finished a day before the
deadline, the resource used in the last day is considered by
the formula. But if it is finished on the deadline, we must add
the consumption to the objective function.

2.2. Problem Assumptions. In the project scheduling prob-
lem, 𝑛 activities which use 𝑘 resources are intended. Finish-
start relationships (FS) are the most commonly used. The
activity on arc network can easily be converted to the activity
on node network, so we use the second one.The assumptions
of this problem are as follows.

(i) The project involves 𝑛 activities, of which the initial
and the final ones are dummies.

(ii) The project is presented by an activity on node net-
work.

(iii) The number of resources is 𝐾.
(iv) General relations of activities are FS0.
(v) Each activity can be preempted for at most 𝑝 times.
(vi) Preemption is free of time and cost.
(vii) Resources are renewable.

2.3. Constraints. In RCPSP, activities should be scheduled
so that the time constraints and resource constraints are
respected. Obviously, the model should consider precedence
relations between activities. Hence, the problem constraints
of the model are considered as follows.

(i) Maximum resource 𝑘 availability in each period is 𝑅
𝑘

units.
(ii) Project deadline is at the end of the period 𝑇.
(iii) Precedence relations should always be respected.
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2.4. Variables and Parameters. In this model, we use these
parameters and variables:

𝑛: number of activities,

𝑅
𝑘
: maximum availability of resource 𝑘,

𝑇: deadline of the project,

𝐾: number of resources,

𝑝: maximum number of preemptions,

𝑟
𝑖,𝑘
: requirement of activity 𝑖 to the resource type 𝑘,

𝑑
𝑖
: duration of activity 𝑖,

𝐸: the set of precedence relations between activities,

𝑒𝑠
𝑖
: earliest start time of activity 𝑖,

𝑙𝑓
𝑖
: latest finish time of activity 𝑖,

𝑦
𝑖,𝑡
: { 1, activity 𝑖 is in progress at period 𝑡,
0, else,

𝑥
𝑖,𝑡
: { 1, activity 𝑖 is preempted at period 𝑡,
0, else,

𝑓
𝑡
: the set of activities which can be in progress at

period 𝑡:

𝑓
𝑡
= {𝑖 | ∃𝑖 ∈ {2, . . . , 𝑛 − 1} : 𝑒𝑠

𝑖
≤ 𝑡 < 𝑙𝑓

𝑖
} . (1)

Note that when you work on the job 𝑖 at period 𝑡, 𝑦
𝑖,𝑡

gets the value one, but if the job is interrupted before 𝑡 and
is not restarted yet, 𝑦

𝑖,𝑡
gets the zero one. Again, if the job 𝑖 is

preempted just at period 𝑡, then 𝑥
𝑖,𝑡
gets the value one. But if

it is still interrupted at the next period, 𝑡, 𝑥
𝑖,𝑡
 gets zero. It is

seen that𝑥
𝑖,𝑡
and𝑦
𝑖,𝑡
cannot get the value one, simultaneously.

2.5. The Proposed Model. The model proposed in this paper
is as follows:

min 𝑧 =
𝑇

∑

𝑡=1

𝐾

∑

𝑘=1



∑

𝑖∈𝑓
𝑡

𝑟
𝑖,𝑘
𝑦
𝑖,𝑡
− ∑

𝑖∈𝑓
𝑡−1

𝑟
𝑖,𝑘
𝑦
𝑖,𝑡−1



(2)

subject to

∑

𝑖∈𝑓
1

𝑦
𝑖,1
> 0, (3)

𝑙𝑓
𝑖

∑

𝑡=𝑒𝑠
𝑖

𝑦
𝑖,𝑡
= 𝑑
𝑖
, 𝑖 = 1, . . . , 𝑛, (4)

𝑦
𝑗,𝑡
≤
1

𝑑
𝑖

min(𝑡−1,𝑙𝑓
𝑖
)

∑

𝑡

=𝑒𝑠
𝑖

𝑦
𝑖,𝑡
 , (𝑖, 𝑗) ∈ 𝐸,

𝑡 = 𝑒𝑠
𝑗
, . . . , 𝑙𝑓

𝑗
; 𝑖 ̸= 1,

(5)

𝑙𝑓
𝑖
−1

∑

𝑡=𝑒𝑠
𝑖
+1

𝑥
𝑖,𝑡
≤ 𝑝, 𝑖 = 2, . . . , 𝑛 − 1, (6)

∑

𝑖∈𝑓
𝑡

𝑟
𝑖,𝑘
𝑦
𝑖,𝑡
≤ 𝑅
𝑘
, 𝑡 = 1, . . . , 𝑇, 𝑘 = 1, . . . , 𝐾, (7)

𝑥
𝑖,𝑡

=

{{

{{

{

1; 𝑦
𝑖,𝑡
= 0, 𝑦

𝑖,𝑡−1
= 1,

𝑡

∑

𝑡

=𝑒𝑠
𝑖

𝑦
𝑖,𝑡
 < 𝑑
𝑖
,

0; else,

𝑖 = 2, . . . , 𝑛 − 1, 𝑡 = 𝑒𝑠
𝑖
+ 1, . . . , 𝑙𝑓

𝑖
− 1,

(8)

𝑥
𝑖,𝑡
, 𝑦
𝑖,𝑡
= {0, 1} ; 𝑖 = 1, . . . , 𝑛, 𝑡 = 𝑒𝑠

𝑖
, . . . , 𝑙𝑓

𝑖
. (9)

Equation (2) presents an objective function that mini-
mizes the resource utility period to period. Note that the
objective function includes the resource used in the first day
and the last one too. So, we should add the resource usage of
the first day to the objective function. Again, if the project
is finished on the deadline, we must add the amount of
resources used in the day to the function. By restriction (3),
the earliest start time of zero is assigned to the project (at least
one activity is scheduled at the first day) and (4) guaranties
that each activity is in progress for 𝑑

𝑖
time units. Restriction

(5) considers generalized precedence relations of activities
(while the preceding activity is not completely scheduled, the
predecessor will not be scheduled), while (6) stipulates the
preemption constraints. Restriction (7) specifies the resource
constraints and (8) has formulated the period in which
preemption occurs for each activity.The variables are defined
as integers in (9).

3. Branch and Bound Procedure

Here, a BB algorithm is proposed to solve the preemptive
resource leveling problem. In Section 3.1 we will have some
definitions used in the algorithm. In Section 3.2 calculation
of the function value at each node is stated. Upper bound
and dominance rules are considered in Sections 3.3 and 3.4.
Finally, we will illustrate the algorithm with a numerical
example in Section 3.5.

3.1. Definitions Used in the Algorithm. Some definitions used
in the BB algorithm should be cleared.Here, we define “node,”
“branch,” and “critical path” in the algorithm.

Node: in this algorithm, each node represents the activi-
ties scheduled at the current day.

Branch: here, a branch means a partial scheduling.
Indeed, a branch contains activities which are scheduled from
the first day up to now.

Here, when an activity has not been started, its critical
path contains its duration. But when an activity has been
started and is scheduled for a while, the critical path contains
its remaining duration.

The algorithm presented in this paper is a depth-first one.
The process of branching continues until all of the nodes are
checked. In fact, in branching, all the activities which can be
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scheduled are checked (if the preceding activities are sched-
uled before and the activity has not been completed yet);
nodes contain all combinations of these activities. For each
node all the constraints (resource requirement andmaximum
preemption) are checked. If the constraints are satisfied, we
will use the dominance rules. Searching all nodes, the process
ends. Components of the algorithm are proposed as follows.

3.2. Calculating the Function Value at Each Node. Function
value at each node is the total variance in resource utility from
day to day (this amount includes the amount of resources
used on the first day). It is notable that the final value of the
objective function of a branch, which is returned at the end
of the branch, applies the resource used in the last day of the
project (the final node of the branch).

3.3. Upper Bound. At the first level, the upper bound is double
the total amount of resource requirements of all activities.
This amount will be achieved if all the activities are scheduled
one by one without parallel execution with at least one-day
break between them (Figure 1). So, in any feasible solution
without a break, the function value will not be worse. Con-
tinuously, the objective function of the first feasible solution
achieved is accepted to be the upper bound. Achieving a
better solution, it will be considered as the upper bound.

3.4. Dominance Rules. As mentioned before, the dominance
rules are needed to close branches without a better solution,
but they should not remove a promising solution. Only the
branches with nonoptimal or unfeasible solution shall be
discontinued at the earliest time possible. For all the nodes,
resource and preemption constraints are checked. If the
constraints are satisfied, then the dominance rules will be
used; if not, we will continue with another node. Now, the
rules for this algorithm are as follows.

(a) If the cumulative time of the current node and the
critical path of activities scheduled in the node (max-
imum critical path of the activities) exceed the
deadline of the project, the node is interrupted. For
example, if in second day of a project, an activity
with a four-day-long critical path is scheduled and
the deadline is five, then the branch is interrupted.
Without the rule you will continue branching and it
will be finished at the fifth day instead of the second.

(b) Obviously, if in the current node there is an activity for
which more than 𝑝 preemption occurred, the node is
bounded.

(c) If the cumulative amount of the objective function at
a node and the resource used at the node exceed the
upper bound, the node is interrupted. As an example,
when the upper bound is six units, a node by objective
function amount of four units that uses three units of
the resource exceeds the upper bound (4 + 3 > 6), so
it is interrupted.

(d) It is obviously seen that if the resource utility and the
objective function of the current node and a node in
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a different branch are the same and if the activities
scheduled in the current branch are a subset of the
others, the current branch will not lead to a better
solution. So, the current node will be interrupted
and will not be continued. As an example, consider
a branch that has scheduled at least a part of activities
{𝑖
1
, 𝑖
2
, 𝑖
3
, 𝑖
4
} with objective function of five units and

resource utility of 4 units in the node 𝑙. Now, suppose
that the current node (𝑚) has scheduled at least a part
of activities {𝑖

1
, 𝑖
2
, 𝑖
3
} with objective function of five

units and resource utility of 4 units. Then the node𝑚
is not better than node 𝑙 and will not be continued.

3.5. Numerical Example. Here, to better understand the
proposed algorithm, an example is given. For this purpose,
we choose the project network as depicted in Figure 2. The
numbers above the nodes show the activity durations and the
numbers below show the amount of resources required for
that activity. The first activity and the last one are dummy
activities as shown in Figure 2.

Here, we assume that the amount of available resources is
6 units and the project deadline is at the end of the fifth day.
The first upper bound is 22: 2 ∗ (0 + 3 + 3 + 5 + 0).

The first node of the branch and bound procedure puts
up activity 1. In Level 2, activities 2 and 3 have the ability
to be scheduled; three nodes are created: put up activity
2 alone, activity 3 alone, or both 2 and 3. The proposed
algorithm selects the first node and the branching continues.
This process is also repeated for the second day. On day 4 only
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activity 3 can be scheduled. But then the project will be done
in 6 days. So, the first rule closes the branch (node 8). Then
node 6 is selected. But using the fourth rule, it is bounded
by node 8. Branching continues from node 7. A solution is
achieved at node 11. So, the new upper bound is 12 (7 + 5).
The last nodes are, respectively, interrupted nodes 6 and 7 by
the fourth rule.The only solution achieved is the optimal one
(Figure 3).

4. Computational Results

Thebranch and bound algorithm of Section 3 has been coded
in MATLAB version 7.10.0.499 (R2010a). We have tested the
algorithm on a computer with an Intel Core 2 Duo processor
4GB Ram.We have used PROGEN as the problem generator.
The deadline of each project is considered the critical path
plus 20% of it. We have tested the algorithm for projects
with 8 and 10 activities. For each group 50 examples are
tested simultaneously in both problems: resource leveling
problem and preemptive resource leveling problem. For
easier computation, we have considered one resource and
maximum one preemption for each activity. Considering 8
activities, resource leveling problem could not find a solution
for 8 examples. And, considering 10 activities, it could not
find a solution for 13 examples. So, comparing the results with
those of nonpreemptive resource leveling problem, we notice
35% improvement in number of solved problems with 10
activities (a scheduling is returned for 37 projects in resource
leveling problem and for 50 projects in preemptive resource
leveling problem) and 19% improvement in number of solved
problems with 8 activities (a scheduling is returned for 42

Table 1: Number of solved examples for projects with 8 and 10 ac-
tivities.

Number of
activities

Resource
leveling problem

Preemptive
resource

leveling problem
% improvement

8 42 50 %19
10 37 50 %35

projects in resource leveling problem and for 50 projects
in preemptive resource leveling problem) (Table 1). By the
solved problem, we mean the program has found a solution
which is finished on time, or maybe in time, with respect to
constraints. In fact, see Table 1.

Table 2 contains computational results. As seen in the
table, for projects with 8 activities in resource leveling
problem, an average objective function of 26.14 is gained with
a deviation of 4.03. These results are reached in an average
computational time of 0.52 seconds with a deviation of 1.00
seconds. For projects with 10 activities in resource leveling
problem, the average objective function is 29.46 with a devia-
tion of 4.80. Here, the average computational time achieved is
6.09 seconds with a deviation of 7.22 seconds. In preemptive
resource leveling problem, for projects with 8 activities, an
average objective function of 24.21 with a deviation of 3.16
seconds is gained, with an average computational time of 3.00
secondswith deviation of 4.88 seconds. Finally, in preemptive
resource leveling problem, for projects with 10 activities, the
average objective function reached is 26.16 with a deviation
of 4.77. Computational time has the average of 16.03 seconds
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Table 2: Computational results for resource leveling problem and preemptive resource leveling problem with 8 and 10 activities.

Number of activities Objective function average CPU time average (sec.)
Resource leveling Preemptive resource leveling Resource leveling Preemptive resource leveling

8 26.14 ± 4.03 24.21 ± 3.16 0.52 ± 1.00 3.00 ± 4.88

10 29.46 ± 4.80 26.16 ± 4.77 6.09 ± 7.22 16.03 ± 18.27

Table 3: Efficiency of each dominance rule.

Number of
activities

Amount of nodes
bounded by rule

𝑎

Amount of nodes
bounded by rule

𝑐

Amount of
nodes bounded

by rule 𝑑
8 0.3418 0.3983 0.2599
10 0.4534 0.2903 0.2563

with a deviation of 18.27 seconds. Because of recursion limit
of 500 in MATLAB, more than 10 activities in a project could
not be done for most of the time.

The results verify the improvement of optimal solutions
obtained; when preemption is applied into the time it is
not allowed. With the increasing number of activities, time
to solve the problem dramatically increased. To compare
the results, each rule is excluded in all the examples. Com-
paring the nonpromising branches bounded with rules, their
efficiency is checked. Efficiency of the dominance rules is
reported in Table 3. Results show that bounding rule 𝑏 ismore
efficient for problemswith 8 activities, whereas bounding rule
𝑎 is more efficient for problems with 10 activities. Also, none
of the rules are useless.

The algorithm presented by Neumann and Zimmer-
mann solved resource constrained resource leveling problem
instants with 15 activities in less than 10 seconds and 99.2 of
them in less than 100 seconds [17]. For 10 activities, it solved
98.0 of the instants in less than 10 seconds. As reported, our
algorithm solved the problem in the average of 6.09 seconds.
Also, our algorithm, taking into account the preemptions, is
preferable.

5. Conclusions

In this paper, we proposed a model for preemptive resource
leveling problem.The objective of the problem is tominimize
the variance in resource utilization, as is traditional for the
resource leveling problem. We defined a limited maximum
number of preemptions per activity, as one of the model
constraints. A branch and bound algorithm is represented to
solve the problem. Finally, the program is used for solving
the problem, with and without allowance of preemption. It
is obvious that considering preemption leads to a better value
for the objective function but this solution is reached in more
time.

The comparison results showed that the proposed branch
and bound algorithm is competitive with the algorithm
presented by Neumann and Zimmermann to solve resource
constrained resource leveling problem without preemption
[17].

For future research, metaheuristic algorithms can be used
as a method to solve the problem with large scales problems.

Also, one can consider nonrenewable resources and general-
ized precedence relations (GPRs) to tackle real-life situations.
The results of this work have two fundamental usages. First,
it can be used as benchmark for comparison with future
developed methods, especially metaheuristics. Second, the
solutions obtained from proposed method can be used by
project managers looking formore leveled schedule using the
opportunity of preemption.
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