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Micro turbine (MT) is characterized with complex dynamics, parameter uncertainties, and variable working conditions. In this
paper, a novel robust controller is investigated for a single-shaft micro turbine as a distributed energy resource by integrating
a feedback domination control technique and a feedforward disturbance compensation. An active estimation process of the
mismatched disturbances is firstly enabled by constructing a disturbance observer. Secondly, we adopt a feedback domination
technique, rather than popularly used feedback linearization methods, to handle the system nonlinearities. In an explicit way, the
composite controllers are then derived by recursive design based on Lyapunov theory while a global input-to-state stability can be
guaranteed. Abundant comparison simulation results are provided to demonstrate the effectiveness of the proposed scheme, which
not only perform an improved closed-loop control performance comparing to all existing results, but also render a simple control
law which will ease its practical implementation.

1. Introduction

With fast response and high efficiency feature, micro turbine
(MT) is considered to be one of the most ideal candidates
to be included in the hybrid renewable energy generation
systems, such asmaintaining the customs side power require-
ment by coping with peaking demand [1–4]. It is also well
known thatMT system employs complex dynamics, bringing
about technical challenge in control design and stability anal-
ysis. Proportional-integral methodology is generally utilized
to control the output speed of the MT system [4–6], with
fewer novel controller designed based on the improvedmodel
constructed in work [7].

Noticing that the nonlinearities and disturbances are
inevitable in theMT system, several nonlinear controllers [7–
10] and so forth are designed to control the output speed of the
MT system. In the work [8], the speed control loop adopts an
artificial neural network, which refers a better load following
performance, but the mechanical power output experiences a

momentary delay with the rotor speed decreasing/increasing.
On the other hand, most of the existing results can be
regarded as an “inactive” antidisturbance approach. An oppo-
site approach, namely, “active” antidisturbance controller,
which adopts a disturbance estimation part to observe a feed-
forward compensation, has been utilized in practical plants
for years and more effective disturbance rejection perfor-
mances can be realized; see [11–13] among others, for more
details.

Among existing active disturbance attenuation methods,
a common way applied in many of the literatures is to
synthesize the load disturbance, parameter perturbations,
and the hard-handling nonlinearities from the system as a
lumped unknown information, which is then totally figured
out by a disturbance estimation process [11, 12, 14]. In [14],
the load disturbance of the MT system can be automatically
restrained by the disturbance rejection control with extended
state observer with a small overshoot, while it brings a
longer response time. One evident drawback of this method
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is that the nominal control performance will be sacrificed
with no doubt. New trends reveal that, by precisely handling
system’s nonlinearities, uncertainties, perturbations, and dis-
turbances in different loops will provide an upgrade to amore
delicate control and disturbance attenuation performance
[15].

Feedback domination technique, rather than the popu-
lar backstepping approach, refers a more simple controller
form which facilitates the practical implementations. When
adopting a backstepping feedback method, the complexity
and costly calculations of the controller should be conquered,
such as control methods referred in [7]. In [13], an feedback
dominationmethod is applied to condense the design process
and generate a more brief control form. An output feedback
dominationmethodology is proposed in [16], which provides
a simple and general control law for the low-triangle sys-
tem. Furthermore, an active disturbance attenuation control
for permanent magnet synchronous motor (PMSM) via
feedback domination and disturbance observer proposed in
[17], which refers to a simple and effective controller when
system, is under perturbations. In this paper, we reinvestigate
the active disturbance attenuation control research for MT
system by incorporating the feedback domination technique
with disturbance observer based control approach, where an
exquisite handling procedure for the nonvanishing nonlin-
earities is also proposed.

It is noticed that, in this paper, that the studied system,
control objective, and corresponding control process are all
different from [17]. Meanwhile, the researched disturbance
and settled working condition are also individual in the MT
system. Furthermore, the controller designed for MT system
in this paper has proved its global stability based on Lyapunov
theory, while the controller proposed in [17] is only designed
under a less ambitious semiglobal control objective. This
point is essentially different owing to the fact that large-signal
stability is much demanded in MT system.

The system’s interior nonlinearities can be utilized in the
feedback part due to the domination function, rather than
cancelation.The constructed nonlinear disturbance observer
will estimate both the variable and fixed perturbations in
the system and then the observed messages are compensated
via feedforward channels in each step’s design. Hence a
more brief controller expression for the MT system can be
deduced. In order to show its theoretical justification, rigor-
ous Lyapunov function based stability analysis is provided.
Moreover, abundant simulation verification and comparison
results are included to verify the improved performance and
disturbance rejection ability. Compared with related existing
results including the one in [17], the main contributions of
this manuscript are listed as follows:

(i) Active disturbance attenuation method has been
applied into the MT system the first time. It is of
significance by noting that a high precision control
objective is highly demanded in these kinds of appli-
cations.

(ii) A global active disturbance attenuation controller
integrating with the domination feedback technique
has been designed. Moreover, both the discrete-time

and continuous-time controller forms have been pre-
sented in the manuscript.

(iii) To better demonstrate the effectiveness of the pro-
posed method, performance comparisons of the MT
system among PI controller, output feedback domi-
nation controller, four-loop PI controller, four-loop
feedback domination controller, and the proposed
controller are given. As a prerequisite, the simulations
considered varied control objectives and complexed
disturbances, which intentionally reflect the practical
situation of the MT system.

The rest of the paper is organized as follows. The math-
ematical model of the MT system and problem formulation
and several essential preliminaries are described in Section 2.
In Section 3, the design of the proposed active disturbance
attenuation controller is presented. The effectiveness and
priority of this novel controller for MT system are proved
via numerical simulations in Section 4. A conclusion and a
reference list end the paper.

2. Preliminaries and Problem Statements

2.1. Preliminaries. For convenience of readers, several lem-
mas which will be utilized latter are stated as follows. Con-
sider the following system:

𝑥̇ = 𝜂 (𝑡, 𝑥, 𝑢 (𝑡)) , 𝑥 ∈ R
𝑛, 𝑢 ∈ R

𝑚, (1)

where 𝜂(⋅) is a continuous function with 𝜂(0) = 0.
Definition 1. A continuous function 𝛼 : [0, 𝑎) → [0,∞)
belongs to class K if it is strictly increasing and 𝛼(0) = 0.
It belongs to class 𝐾∞ if 𝑎 = ∞ and 𝛼(𝑟) → ∞ as 𝑟 → ∞.

Lemma2 (see [18]). Let𝑉 : [0,∞)×Γ1 → R be a continuously
differentiable function, such that

𝛼1 (‖𝑥‖) ≤ 𝑉 (𝑡, 𝑥) ≤ 𝛼2 (‖𝑥‖) ,
𝜕𝑉𝜕𝑡 + 𝜕𝑉𝜕𝑥 𝜂 (𝑡, 𝑥, 𝑢 (𝑡)) ≤ −Γ (𝑥) ,

∀ ‖𝑥‖ ≥ 𝛼3 (‖𝑢 (𝑡)‖) > 0,
(2)

where 𝛼1(⋅), 𝛼2(⋅) are class K∞ functions, 𝛼3(⋅) is a class K
function, and Γ(𝑥) is a continuous positive definite function on
R𝑛. Then system (1) is globally input-to-state stable (ISS).

Lemma 3 (see [19]). Let 𝑐, 𝑑 be positive constants. Given any
positive smooth function 𝛾(𝑥, 𝑦), the following inequality holds:

|𝑥|𝑐 󵄨󵄨󵄨󵄨𝑦󵄨󵄨󵄨󵄨𝑑 ≤ 𝑐𝑐 + 𝑑𝛾 (𝑥, 𝑦) |𝑥|𝑐+𝑑
+ 𝑑𝑐 + 𝑑𝛾−𝑐/𝑑 (𝑥, 𝑦) 󵄨󵄨󵄨󵄨𝑦󵄨󵄨󵄨󵄨𝑐+𝑑 .

(3)

2.2. Mathematical Modeling. For the purpose of studying
the whole MT system, its block diagrams are structured in
[7] under some assumptions: acceleration control loop and
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temperature control loop are omitted, the rectifier side DC
current keeps constant, which means the electromagnetic
torque remains unchanged if the damping torque is ignored
as well as the loss of rectifier.

It is noticed that, with above explanations, a simplified
mathematical model of the micro turbine system is depicted
by [7]:

𝑥̇1 = 1.3𝐽 𝑥2 − 12𝐽𝑥1 + 0.201 − 𝑇𝑒𝐽
𝑥̇2 = 1𝑇CD 𝑥3 − 1𝑇CD 𝑥2
𝑥̇3 = 𝐾𝑎𝑇𝑎 𝑥4 −

1𝑇𝑎 𝑥3
𝑥̇4 = 𝑐𝑘𝑓𝑎 𝑥1𝑢 − 𝑏𝑎𝑥4 + 𝑐𝑘𝑙𝑎
𝑦 = 𝑥1,

(4)

where 𝑥1 is the turbine speed as the output whose objective
is to track an expected speed 𝑦𝑟, 𝐽 is the combined inertia of
rotor and load, 𝑇𝑒 is the electromagnetic torque, 𝑇CD is the
discharge lag time constant, 𝐾𝑎 and 𝑇𝑎 are the fuel actuator
parameters, 𝑎, 𝑏, and 𝑐 are the valve position parameters, 𝑘𝑙 is
the minimum load, and 𝑘𝑓 is the maximum fuel demand.

2.3. Problem Formulation. Taking the external disturbances
and parameters uncertainties of system (4) into considera-
tion, (4) can be formulated into the strict-feedback form as

𝑥̇𝑖 = 𝑔𝑖𝑥𝑖+1 + 𝑓𝑖 (𝑥𝑖) + 𝑑𝑖 (𝑡) , 𝑖 = 1, 2, 3
𝑥̇4 = 𝑔4 (𝑥) 𝑢 + 𝑓4 (𝑥4) + 𝑑4 (𝑡)
𝑦 = 𝑥1,

(5)

where 𝑥 = [𝑥1, 𝑥2, 𝑥3, 𝑥4]𝑇 is chosen as state variable vector,𝑔1 = 1.3/𝐽, 𝑔2 = 1/𝑇CD, 𝑔3 = 𝐾𝑎/𝑇𝑎, and 𝑔4(𝑥) = (𝑐𝑘𝑓/𝑎)𝑥1
denote the coefficients, 𝑓1(𝑥1) = (−1/2𝐽)𝑥1 + (0.201 − 𝑇𝑒)/𝐽,𝑓2(𝑥2) = (−1/𝑇CD)𝑥2, 𝑓3(𝑥3) = (−1/𝑇𝑎)𝑥3, and 𝑓4(𝑥4) =(−𝑏/𝑎)𝑥4 + 𝑐𝑘𝑙/𝑎 denote variable functions and constant
terms, 𝑑𝑖, 𝑖 = 1, 2, 3, 4 can be regarded as lumpedmismatched
disturbances, and 𝑑(𝑡) = [𝑑1(𝑡), 𝑑2(𝑡), 𝑑3(𝑡), 𝑑4(𝑡)]𝑇.
Assumption 4. There exist two positive constants 𝑑, 𝑑 such
that the following relation holds:

𝑑 (𝑡) ∈ Γ𝑑 ≜ {𝑑 (𝑡) | sup
𝑡≥0

‖𝑑 (𝑡)‖ ≤ 𝑑} ,
̇𝑑 (𝑡) ∈ Γ ̇𝑑 ≜ { ̇𝑑 (𝑡) | sup

𝑡≥0

󵄩󵄩󵄩󵄩󵄩 ̇𝑑 (𝑡)󵄩󵄩󵄩󵄩󵄩 ≤ 𝑑} .
(6)

Remark 5. The parameters of the micro turbine are mainly
influenced by the humidity and the temperature in practical
MT systems. Hence the deviations of the interior parameters
are changed in a finite scale. The electromagnetic torque 𝑇𝑒
and the combined inertia 𝐽 are also limited by their nominal

values. Therefore, the lumped disturbance vector 𝑑(𝑡) and its
derivative are all bounded.

The objective of this paper is to design an active distur-
bance attenuation controller based on disturbance observer
and feedback domination technique for system (5) under
Assumption 4. More concisely, the control problem can be
formulated as finding a speed tracking controller of the form

𝑑 = 𝜙 (𝜆, 𝑥, 𝑑) ,
𝑢 = 𝑢 (𝑘, 𝑥, 𝑑) , (7)

with suitable constants 𝜆 and 𝑘, such that for any trajectories
of the closed-loop system (5)–(7) can be rendered globally
ISS.

3. Main Result

In this section, the control problem for system (5) with mis-
matched uncertainties/disturbances will be solved by design-
ing a composite recursive controller through an explicit step-
by-step construction procedure.

Defining 𝑑𝑖(𝑡) as the estimation value of 𝑑𝑖(𝑡), the form of
a nonlinear disturbance observer for system (5) is described
as

𝑝̇𝑖 = 𝑔𝑖𝑥𝑖+1 + 𝑓𝑖 (𝑥𝑖) + 𝑑𝑖 (𝑡) , 𝑖 = 1, 2, 3,
𝑝̇4 = 𝑔4 (𝑥) 𝑢 + 𝑓4 (𝑥4) + 𝑑4 (𝑡) ,
𝑑𝑖 = 𝜆𝑖 (𝑥𝑖 − 𝑝𝑖) , 𝑖 = 1, 2, 3, 4,

(8)

where 𝜆𝑖s are positive constants to be determined later.
Defining

𝑒𝑖 = 𝑑𝑖 − 𝑑𝑖, (9)

the disturbance estimation error system is governed by

̇𝑒𝑖 = −𝜆𝑖𝑒𝑖 + ̇𝑑𝑖. (10)

Step 1. Choose a Lyapunov function as

𝑉1 = 12𝑧21 + 12𝑒21, (11)

where 𝑧1 = 𝑥1 − 𝑦𝑟. Taking derivatives of both sides of (11)
yields

𝑉̇1 = 𝑧1 (𝑔1𝑥2 + 𝑓1 (𝑥1) + 𝑑1 (𝑡)) − 𝜆1𝑒21 + ̇𝑑1𝑒1. (12)

With Lemma 3, the following inequalities hold:

𝑧1𝑒1 ≤ 12𝑧21 + 12𝑒21,
̇𝑑1𝑒1 ≤ 12 ̇𝑑21 + 12𝑒21,󵄨󵄨󵄨󵄨󵄨𝑧1 (𝑓1 (𝑥1) − 𝑓1)󵄨󵄨󵄨󵄨󵄨 ≤ 𝑐1 󵄨󵄨󵄨󵄨𝑧1󵄨󵄨󵄨󵄨 󵄨󵄨󵄨󵄨𝑥1 − 𝑦𝑟󵄨󵄨󵄨󵄨 ≤ 𝑐1𝑧21 ,

(13)

where 𝑓1 = 𝑓1(𝑦𝑟) and 𝑐1 is a positive constant.
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Utilizing the disturbance estimation value 𝑑1, the virtual
control law 𝑥∗2 can be presented as

𝑥∗2 = − 1𝑔1 (𝑘1𝑧1 + 𝑓1 + 𝑑1 (𝑡)) , (14)

where 𝑘1 ≥ 𝑐1 + 9/2.
Let 𝑧2 = 𝑥2 − 𝑥∗2 . Then (14) can be concluded as

𝑉̇1 ≤ −4𝑧21 − (𝜆1 − 1) 𝑒21 + 12 ̇𝑑21 + 𝑔1𝑧1𝑧2. (15)

Step 2. Choose a Lyapunov function as

𝑉2 = 𝑉1 + 12𝑧22 + 12𝑒22. (16)

Taking derivatives of both sides of (16) yields

𝑉̇2
≤ −4𝑧21 − (𝜆1 − 1) 𝑒21 + 12 ̇𝑑21 + 𝑔1𝑧1𝑧2

+ 𝑧2 (𝑔2𝑥3 + 𝑓2 (𝑥2) + 𝑑2 − 𝜕𝑥∗2𝜕𝑧1 𝑧̇1 −
𝜕𝑥∗2𝜕𝑑1 𝜆1𝑒1)

− 𝜆2𝑒22 + ̇𝑑2𝑒2.

(17)

With Lemma 3, one can obtain the following inequalities:

𝑧2𝑒2 ≤ 12𝑧22 + 12𝑒22,
̇𝑑2𝑒2 ≤ 12 ̇𝑑22 + 12𝑒22,

𝑔1𝑧1𝑧2 ≤ 14𝑧21 + 𝑐2𝑧22 ,
(18)

where 𝑐2 is a positive constant. Utilizing Lemma 3, the
following relation holds:󵄨󵄨󵄨󵄨󵄨𝑧2 (𝑓2 (𝑥2) − 𝑓2)󵄨󵄨󵄨󵄨󵄨 ≤ 𝛼2 󵄨󵄨󵄨󵄨𝑧2󵄨󵄨󵄨󵄨 (󵄨󵄨󵄨󵄨𝑥1 − 𝑦𝑟󵄨󵄨󵄨󵄨 + 󵄨󵄨󵄨󵄨𝑥2 − 𝑥2󵄨󵄨󵄨󵄨)

≤ 𝛼2 󵄨󵄨󵄨󵄨𝑧2󵄨󵄨󵄨󵄨 (󵄨󵄨󵄨󵄨𝑧1󵄨󵄨󵄨󵄨 + 󵄨󵄨󵄨󵄨𝑧2󵄨󵄨󵄨󵄨)
≤ 12𝑧21 + ̌𝑐2𝑧22 ,

(19)

where 𝑓2 = 𝑓2(𝑦𝑟, 𝑥2), 𝑥2 = −(𝑓1 + 𝑑1(𝑡))/𝑔1, and 𝛼2, 𝛼2, ̌𝑐2
are positive constants.

For briefness and consistency of the designing process,
the following relation holds:󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨𝑧2

𝜕𝑥∗2𝜕𝑧1 𝑧̇1
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

= 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨𝑧2
𝜕𝑥∗2𝜕𝑧1 (𝑔1𝑧2 − 𝑘1𝑧1 + 𝑓1 (𝑥1) − 𝑓1 + 𝑒1)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨−𝑧2 𝑘1𝑔1
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 (󵄨󵄨󵄨󵄨𝑔1𝑧2󵄨󵄨󵄨󵄨 + 𝑘1 󵄨󵄨󵄨󵄨𝑧1󵄨󵄨󵄨󵄨 + 𝛼1 󵄨󵄨󵄨󵄨𝑧1󵄨󵄨󵄨󵄨 + 󵄨󵄨󵄨󵄨𝑒1󵄨󵄨󵄨󵄨)

≤ 14𝑧21 + 12𝑒21 + 𝑐2𝑧22 ,

(20)

where 𝑐2 > 0 is a constant which will be chosen later.

With relation (14) and applying Lemma 3, the inequality
can be derived as󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨𝑧2

𝜕𝑥∗2𝜕𝑑1 𝜆1𝑒1
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 ≤

12𝑒21 + 𝑐2𝑧22 , (21)

where 𝑐2 > 0 is a constant which will be chosen later.
Using the disturbance estimation value 𝑑2, the virtual

control law 𝑥∗3 can be designed as

𝑥∗3 = − 1𝑔2 (𝑘2𝑧2 + 𝑓2 + 𝑑2 (𝑡)) , (22)

where 𝑘2 ≥ 𝑐2 + 𝑐2 + ̌𝑐2 + 𝑐2 + 7/2.
Let 𝑧3 = 𝑥3 − 𝑥∗3 and substituting (22) into (17), one can

conclude the following inequality as

𝑉̇2 ≤ −3 (𝑧21 + 𝑧22) − (𝜆2 − 1) 𝑒22 − (𝜆1 − 2) 𝑒21 + 12 ̇𝑑21
+ 12 ̇𝑑22 + 𝑔2𝑧2𝑧3.

(23)

Step 3. Choose a Lyapunov function as

𝑉3 = 𝑉2 + 12𝑧23 + 12𝑒23. (24)

Taking derivatives of both sides of (24) yields

𝑉̇3 ≤ −3 (𝑧21 + 𝑧22) − (𝜆2 − 1) 𝑒22 − (𝜆1 − 2) 𝑒21 + 12 ̇𝑑21
+ 12 ̇𝑑22 + 𝑔2𝑧2𝑧3 + 𝑧3(𝑔3𝑥4 + 𝑓3 (𝑥3) + 𝑑3
− 2∑
𝑗=1

𝜕𝑥∗3𝜕𝑧𝑗 𝑧̇𝑗 −
2∑
𝑗=1

𝜕𝑥∗3𝜕𝑑𝑗 𝜆𝑗𝑒𝑗) − 𝜆3𝑒23 + ̇𝑑3𝑒3.
(25)

With Lemma 3, one can acquire the following relation:

𝑧3𝑒3 ≤ 12𝑧23 + 12𝑒23,
̇𝑑3𝑒3 ≤ 12 ̇𝑑23 + 12𝑒23,

𝑔2𝑧2𝑧3 ≤ 14𝑧22 + 𝑐3𝑧23 ,
(26)

where 𝑐3 = 𝑔22 .
With Lemma 3, the following inequalities hold:

󵄨󵄨󵄨󵄨󵄨𝑧3 (𝑓3 (𝑥3) − 𝑓3)󵄨󵄨󵄨󵄨󵄨
≤ 𝛼3 (𝑥3) 󵄨󵄨󵄨󵄨𝑧3󵄨󵄨󵄨󵄨 (󵄨󵄨󵄨󵄨𝑥1 − 𝑦𝑟󵄨󵄨󵄨󵄨 + 󵄨󵄨󵄨󵄨𝑥2 − 𝑥2󵄨󵄨󵄨󵄨 + 󵄨󵄨󵄨󵄨𝑥3 − 𝑥3󵄨󵄨󵄨󵄨)
≤ 𝛼3 (𝑥3) 󵄨󵄨󵄨󵄨𝑧3󵄨󵄨󵄨󵄨 (󵄨󵄨󵄨󵄨𝑧1󵄨󵄨󵄨󵄨 + 󵄨󵄨󵄨󵄨𝑧2󵄨󵄨󵄨󵄨 + 󵄨󵄨󵄨󵄨𝑧3󵄨󵄨󵄨󵄨)
≤ 12𝑧21 + 12𝑧22 + ̌𝑐3𝑧23 ,

(27)
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where 𝑓3 = 𝑓3(𝑦𝑟, 𝑥2, 𝑥3), 𝑥3 = −(𝑓2 + 𝑑2)/𝑔2, and ̌𝑐3 is a
positive constant.

For briefness and consistency of the deducing process, we
will get the following inequality as

󵄨󵄨󵄨󵄨𝑧3󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
2∑
𝑖=1

𝜕𝑥∗3𝜕𝑧𝑖 𝑧̇𝑖
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

= 󵄨󵄨󵄨󵄨𝑧3󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
2∑
𝑖=1

𝜕𝑥∗3𝜕𝑧𝑖 (𝑔𝑖𝑧𝑖+1 − 𝑘𝑖𝑧𝑖 + 𝑓𝑖 (𝑥𝑖) − 𝑓𝑖 + 𝑒𝑖)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ 󵄨󵄨󵄨󵄨𝑧3󵄨󵄨󵄨󵄨 2∑
𝑖=1

2∏
𝑗=𝑖

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝑘𝑗𝑔𝑗

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 (
󵄨󵄨󵄨󵄨𝑔𝑖𝑧𝑖+1󵄨󵄨󵄨󵄨 + 𝑘𝑖 󵄨󵄨󵄨󵄨𝑧𝑖󵄨󵄨󵄨󵄨 + 𝛼𝑖 (𝑥𝑖) 󵄨󵄨󵄨󵄨𝑧i󵄨󵄨󵄨󵄨 + 󵄨󵄨󵄨󵄨𝑒𝑖󵄨󵄨󵄨󵄨)

≤ 12𝑧21 + 14𝑧22 + 12 (𝑒21 + 𝑒22) + 𝑐3𝑧23 ,

(28)

where 𝑐3 is a positive constant.
Integrating with relation (22) and Lemma 3, the inequal-

ity can be deduced as

󵄨󵄨󵄨󵄨𝑧3󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
2∑
𝑖=1

𝜕𝑥∗3𝜕𝑑𝑖 𝜆𝑖𝑒𝑖
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 ≤

12 (𝑒21 + 𝑒22) + 𝑐3𝑧23 , (29)

where 𝑐3 is a positive constant.
Using the disturbance estimation value 𝑑3, the virtual

control law 𝑥∗4 can be designed as

𝑥∗4 = − 1𝑔3 (𝑘3𝑧3 + 𝑓3 + 𝑑3 (𝑡)) , (30)

where 𝑘3 ≥ 𝑐3 + 𝑐3 + ̌𝑐3 + 𝑐3 + 5/2.
Let 𝑧4 = 𝑥4−𝑥∗4 and substitute (30) into (25); the following

inequality can be concluded as

𝑉̇3 ≤ −2 3∑
𝑖=1

𝑧2𝑖 − 3∑
𝑖=1

(𝜆𝑖 + 𝑖 − 4) 𝑒2𝑖 + 12
3∑
𝑖=1

̇𝑑2𝑖 + 𝑔3𝑧3𝑧4. (31)

Step 4. Choose a Lyapunov function as

𝑉4 = 𝑉3 + 12𝑧24 + 12𝑒24. (32)

Taking derivatives of both sides of (32) yields

𝑉̇4 ≤ −2 3∑
𝑖=1

𝑧2𝑖 − 3∑
𝑖=1

(𝜆𝑖 + 𝑖 − 4) 𝑒2𝑖 + 12
3∑
𝑖=1

̇𝑑2𝑖 + 𝑔3𝑧3𝑧4
+ 𝑧4(𝑔4 (𝑥) 𝑢 + 𝑓4 (𝑥4) + 𝑑4 − 3∑

𝑖=1

𝜕𝑥∗4𝜕𝑧𝑖 𝑧̇𝑖
− 3∑
𝑖=1

𝜕𝑥∗4𝜕𝑑𝑖 𝜆𝑖𝑒𝑖) − 𝜆3𝑒23 + ̇𝑑4𝑒4.
(33)

With Lemma 3, one can acquire the following inequali-
ties:

𝑧4𝑒4 ≤ 12𝑧24 + 12𝑒24,
̇𝑑4𝑒4 ≤ 12 ̇𝑑24 + 12𝑒24,

𝑔3𝑧3𝑧4 ≤ 14𝑧23 + 𝑐4𝑧23 ,
(34)

where 𝑐4 = 𝑔23 .
With Lemma 3, the following inequalities hold
󵄨󵄨󵄨󵄨󵄨𝑧4 (𝑓4 (𝑥4) − 𝑓4)󵄨󵄨󵄨󵄨󵄨 ≤ 𝛼4 (𝑥4) 󵄨󵄨󵄨󵄨𝑧4󵄨󵄨󵄨󵄨

⋅ (󵄨󵄨󵄨󵄨𝑥1 − 𝑦𝑟󵄨󵄨󵄨󵄨 + 󵄨󵄨󵄨󵄨𝑥2 − 𝑥2󵄨󵄨󵄨󵄨 + 󵄨󵄨󵄨󵄨𝑥3 − 𝑥3󵄨󵄨󵄨󵄨 + 󵄨󵄨󵄨󵄨𝑥4 − 𝑥4󵄨󵄨󵄨󵄨)
≤ 𝛼4 (𝑥4) 󵄨󵄨󵄨󵄨𝑧4󵄨󵄨󵄨󵄨 (󵄨󵄨󵄨󵄨𝑧1󵄨󵄨󵄨󵄨 + 󵄨󵄨󵄨󵄨𝑧2󵄨󵄨󵄨󵄨 + 󵄨󵄨󵄨󵄨𝑧3󵄨󵄨󵄨󵄨 + 󵄨󵄨󵄨󵄨𝑧4󵄨󵄨󵄨󵄨) ≤ 12𝑧21 + 12
⋅ 𝑧22 + 12𝑧23 + ̌𝑐4𝑧24 ,

(35)

where 𝑓4 = 𝑓4(𝑦𝑟, 𝑥2, 𝑥3, 𝑥4), 𝑥4 = −(𝑓3 + 𝑑3)/𝑔3, and ̌𝑐4 is a
positive constant.

For briefness and consistency of the deducing process, the
following inequality holds:

󵄨󵄨󵄨󵄨𝑧4󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
3∑
𝑖=1

𝜕𝑥∗4𝜕𝑧𝑖 𝑧̇𝑖
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

= 󵄨󵄨󵄨󵄨𝑧4󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
3∑
𝑖=1

𝜕𝑥∗4𝜕𝑧𝑖 (𝑔𝑖𝑧𝑖+1 − 𝑘𝑖𝑧𝑖 + 𝑓𝑖 (𝑥𝑖) − 𝑓𝑖 + 𝑒𝑖)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ 󵄨󵄨󵄨󵄨𝑧4󵄨󵄨󵄨󵄨 3∑
𝑖=1

3∏
𝑗=𝑖

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝑘𝑗𝑔𝑗

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 (
󵄨󵄨󵄨󵄨𝑔𝑖𝑧𝑖+1󵄨󵄨󵄨󵄨 + 𝑘𝑖 󵄨󵄨󵄨󵄨𝑧𝑖󵄨󵄨󵄨󵄨 + 𝛼𝑖 (𝑥𝑖) 󵄨󵄨󵄨󵄨𝑧𝑖󵄨󵄨󵄨󵄨 + 󵄨󵄨󵄨󵄨𝑒𝑖󵄨󵄨󵄨󵄨)

≤ 12𝑧21 + 12𝑧22 + 14𝑧23 + 12 (𝑒21 + 𝑒22 + 𝑒23) + 𝑐4𝑧24 ,

(36)

where 𝑐4 is a positive constant.
With relation (30) and applying Lemma 3, the inequality

can be deduced as

󵄨󵄨󵄨󵄨𝑧4󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
3∑
𝑖=1

𝜕𝑥∗4𝜕𝑑𝑖 𝜆𝑖𝑒𝑖
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 ≤

12 (𝑒21 + 𝑒22 + 𝑒23) + 𝑐4𝑧24 , (37)

where 𝑐4 is a positive constant.
Utilizing the disturbance estimation value 𝑑4, the control

law 𝑢 is designed as

𝑢 = − 1𝑔4 (𝑥) (𝑘4𝑧4 + 𝑓4 + 𝑑4 (𝑡)) , (38)

where 𝑘4 ≥ 𝑐4 + 𝑐4 + ̌𝑐4 + 𝑐4 + 3/2.
Now the main proof of this paper is revealed.

Theorem 6. Assume Assumption 4 is satisfied in system (5).
The closed-loop system containing system (5), the disturbance
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observer system (8), and the proposed controller (38) can be
rendered globally ISS provided that 𝜆1 ≥ 5, 𝜆2 ≥ 4, 𝜆3 ≥ 3,
and 𝜆4 ≥ 2.
Proof. Applying Lemma 3, then (33) becomes to

𝑉̇4 ≤ − 4∑
𝑖=1

𝑧2𝑖 − 4∑
𝑖=1

(𝜆𝑖 + 𝑖 − 5) 𝑒2𝑖 + 4∑
𝑖=1

12 ̇𝑑2𝑖 . (39)

With the choice of 𝜆󸀠𝑖s, the following relation holds:

𝑉̇4 ≤ − 4∑
𝑖=1

𝑧2𝑖 + 12
4∑
𝑖=1

( ̇𝑑2𝑖 − 𝑒2𝑖 ) − 12
4∑
𝑖=1

𝑒2𝑖
≤ − 4∑
𝑖=1

𝑧2𝑖 − 12
4∑
𝑗=1

𝑒2𝑗 ,
for 󵄩󵄩󵄩󵄩𝑒𝑖󵄩󵄩󵄩󵄩 ≥ 󵄩󵄩󵄩󵄩󵄩 ̇𝑑𝑖󵄩󵄩󵄩󵄩󵄩 , 𝑖 = 1, 2, 3, 4.

(40)

By utilizing Lemma 2, it can be straightforwardly derived
that the closed-loop system (5)-(8)-(38) is globally ISS. This
completes the proof.

Remark 7. The proposed control strategy mainly distin-
guishes itself with existing methods in the following two
aspects. First, a feedback domination approach is applied,
yielding a simple controller expression of the form (38).
Second, not only is matched disturbance considered, but also
a more practical mismatched condition is studied whereas a
precise tracking result is achieved.

Remark 8. Define

𝑥 (𝑡) = [[[[
[

𝑥1 (𝑡)𝑥2 (𝑡)𝑥3 (𝑡)𝑥4 (𝑡)
]]]]
]
,

𝑝 (𝑡) = [[[[
[

𝑝1 (𝑡)𝑝2 (𝑡)𝑝3 (𝑡)𝑝4 (𝑡)
]]]]
]
,

𝐴 = [[[[
[

𝜆1 𝑔1 0 00 𝜆2 𝑔2 00 0 𝜆3 𝑔30 0 0 𝜆4
]]]]
]
,

𝐵 = [[[[
[

000𝑔4
]]]]
]
,

𝐶 = [[[[
[

−𝜆1−𝜆2−𝜆3−𝜆4
]]]]
]
.

(41)

Then the discrete-time form of the observer (8) can be
described as

𝑑𝑖 (𝑡𝑘) = 𝜆𝑖 (𝑥𝑖 (𝑡𝑘) − 𝑝𝑖 (𝑡𝑘)) , 𝑖 = 1, 2, 3, 4,
𝑝 (𝑡𝑘+1) = 𝐷𝑝 (𝑡𝑘) + 𝐸𝑢 (𝑡𝑘) + 𝐹𝑥 (𝑡𝑘+1) ,

𝑡𝑘 = 𝑘𝑇, 𝑘 = 0, 1, 2, . . . ,
(42)

where 𝐷 = 𝑒𝐶𝑇, 𝐸 = ∫𝑇
0
𝑒𝐶𝑠𝑑𝑠𝐵, 𝐹 = ∫𝑇

0
𝑒𝐶𝑠𝑑𝑠𝐴, 𝑇 is the

sampling period, 𝑝(𝑡0) = 0, and 𝑢(𝑡0) = 0.
The discrete-time control form for practical systems is

given as follows:

𝑢 (𝑡) = 𝑢 (𝑡𝑘) ,
∀𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1) , 𝑡𝑘 = 𝑘𝑇, 𝑘 = 0, 1, 2, . . . ,

𝑢 (𝑡𝑘) = (𝑘4𝑧4 (𝑡𝑘) + 𝑓4 (𝑡𝑘) + 𝑑4 (𝑡𝑘)) ,
𝑧4 (𝑡𝑘) = 𝑥4 (𝑡𝑘) − 𝑥∗4 (𝑡𝑘) ,

𝑥∗4 (𝑡𝑘) = (𝑘3𝑧3 (𝑡𝑘) + 𝑓3 (𝑡𝑘) + 𝑑3 (𝑡𝑘)) ,
𝑧3 (𝑡𝑘) = 𝑥3 (𝑡𝑘) − 𝑥∗3 (𝑡𝑘) ,

𝑥∗3 (𝑡𝑘) = (𝑘2𝑧2 (𝑡𝑘) + 𝑓2 (𝑡𝑘) + 𝑑2 (𝑡𝑘)) ,
𝑧2 (𝑡𝑘) = 𝑥2 (𝑡𝑘) − 𝑥∗2 (𝑡𝑘) ,

𝑥∗2 (𝑡𝑘) = (𝑘1𝑧1 (𝑡𝑘) + 𝑓1 (𝑡𝑘) + 𝑑1 (𝑡𝑘)) ,
𝑧1 (𝑡𝑘) = 𝑥1 (𝑡𝑘) − 𝑦𝑟 (𝑡𝑘) .

(43)

4. Numerical Simulation Results

In this section, in order to verify the control efficiency and
superior disturbance attenuation of the proposed controller,
three conventional methods including PI control method
and domination feedback control method are chosen to be
compared with the proposed method. The parameters of the
MT system utilized in following simulations are listed in
Table 1.

The lumped mismatched disturbances are settled as

𝑑1 (𝑡) =
{{{{{{{{{

30, 4 < 𝑡 ≤ 8,
3𝑡, 24 < 𝑡 ≤ 32,
0, else,

𝑑2 (𝑡) = 0.2,
𝑑3 (𝑡) = −0.3,
𝑑4 (𝑡) = 0.5.

(44)

The desired speed curve 𝑦𝑟 is characterized by

𝑦𝑟 =
{{{{{{{{{

0.1𝑡, 0 ≤ 𝑡 ≤ 10,
0.8, 20 ≤ 𝑡 < 30,
1, else.

(45)
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Table 1: Parameters of MT system.

Parameters Values Units
Fuel actuator parameters 𝐾𝑎 = 1, 𝑇𝑎 = 0.4 Constant
Discharge lag time constant 𝑇CD = 0.2 s
Valve position parameters 𝑎 = 0.05, 𝑏 = 𝑐 = 1 Constant
Inertia of rotor and load 𝐽 = 8 × 10−4 Kg⋅m2
The electromagnetic torque 𝑇𝑒 = 0.2 Nm
Minimum load 𝑘𝑙 = 0.23 N
Maximum fuel demand 𝑘𝑓 = 0.77 N
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Figure 1: Speed tracking performance comparison of system (5)
under three controllers: the proposed (solid line), domination
(dashed line), and PI (dash-dot line).

Using output feedback dominationmethodmentioned in
paper [16], a control law for system (5) presented as

̇̂𝑧1 = 𝑧̂2 + 𝐿 (𝑦 − 𝑧̂1) ,
̇̂𝑧2 = 𝑧̂3 + 𝐿2 (𝑦 − 𝑧̂1) ,
̇̂𝑧3 = 𝑧̂4 + 𝐿3 (𝑦 − 𝑧̂1) ,
̇̂𝑧4 = V + 𝐿4 (𝑦 − 𝑧̂1) ,
𝑢 = V/𝑔1/𝑔2/𝑔3/𝑔4,
V = −𝐿𝑏4 (𝑧̂4 + 𝐿𝑏3 (𝑧̂3 + 𝐿𝑏2 (𝑧̂2 + 𝐿𝑏1𝑧̂1))) .

(46)

To guarantee the fairness of the comparison in numerical
simulations, input voltage 𝑢 of the MT system should be
bounded in the same level.The parameters for controller (46)
are selected as 𝑏1 = 1, 𝑏2 = 0.5, 𝑏3 = 50, 𝑏4 = 50, and 𝐿 = 60.
The control parameters for proposed method are selected as𝑘1 = 10, 𝑘2 = 15, 𝑘3 = 15, and 𝑘4 = 200, while the observer
parameters are selected as 𝜆1 = 100, 𝜆2 = 100, 𝜆3 = 100, and𝜆4 = 100.The proportional parameter and integral parameter
of PI controller are separately selected as 6 and 0.6.

From Figure 1, as a whole, it can be generally observed
that the three controllers can all stabilize the MT system. In
the aspect of the stabilization accuracy, the output feedback
PI controlmethod can take an acceptable regulation perform-
ance when theMT system is perturbed and presents a relative
better tracking effect than the output feedback domination
method, whereas, with adopting the domination feedback
technique, fast response of the control systems (8)–(38) and
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(a) Variable disturbance in speed-loop and its estimation
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(b) Fixed disturbances in three other loops and their estimations

Figure 2: Disturbances and their estimations in control channels.

(46) provide benign response curves when control objective
changes, while PI control requires a relative more time to
be stable. Moreover, it can be noticed that applying an
observer to the domination feedback controller provides a
nice tracking investment without being impact from the
variable and fixed unknown disturbances.

Figure 2 presents the time history of the lumped dis-
turbances settled in system (5) and estimations of these
three disturbances with the DO based domination control
methodology. It can be clearly found that, with a disturbance
observer, the disturbances can be precisely estimated by
adding a disturbance observer and a feedforward part.

One can observe from Figure 3 that the control voltage
of system (5) with three controllers is limited by a range𝑢 ∈ [−1, 1] p.u., which satisfies the control ability of the MT
system.

5. Conclusions

In this paper, nonlinearities of the MT system are handled
with the feedback domination approach, while the lumped
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Figure 3: Control signals input of the MT with three controllers:
the proposed (solid line), domination (dashed line), and PI (dash-
dot line).
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Figure 4: Speed tracking performance comparison of system (5)
under three controllers: the proposed (solid line), domination
(dashed line), and PI (dash-dot line).

disturbances are compensated in feedforward channels by
employing a nonlinear disturbance observer. Hence a global
tracking control scheme has been developed for the MT
system with a simple control form. This novel method has
been theoretically proved rigorously using the Lyapunov sta-
bility analysis. Numerical simulation results verify the closed-
loop performance and disturbance attenuation ability with
comparison to PI control and output domination feedback
control results.

Appendix

The proposed controller requires more information than
compared ones in above simulations; hence in Figure 4, all
controllers utilize the same physical messages.

The PI controller requires eight parameters: the pro-
portional parameters of four loop controllers are separately
selected as 9, 10, 50, and 0.0008 and the integral parameters
of four loop controllers are separately selected as 2.5, 0.5, 4.5,
and 0.001.

The domination feedback controller for system (5) is
redesigned as

𝑧1 = 𝑥1 − 𝑦𝑟,
𝑓1 = 𝑓1 (𝑦𝑟) ,
𝑥∗2 = − 1𝑔1 (𝑘1𝑧1 + 𝑓1) ;
𝑧2 = 𝑥2 − 𝑥∗2 ,

𝑓2 = 𝑓2 (𝑦𝑟, −𝑓1𝑔1) ,
𝑥∗3 = − 1𝑔2 (𝑘2𝑧2 + 𝑓2) ;
𝑧3 = 𝑥3 − 𝑥∗3 ,
𝑓3 = 𝑓3 (𝑦𝑟, −𝑓1𝑔1 , −

𝑓2𝑔2) ,
𝑥∗4 = − 1𝑔3 (𝑘3𝑧3 + 𝑓2) ;
𝑧4 = 𝑥4 − 𝑥∗4 ,
𝑓4 = 𝑓4 (𝑦𝑟, −𝑓1𝑔1 , −

𝑓2𝑔2 , −
𝑓3𝑔3) ,

𝑢 = − 1𝑔4 (𝑥) (𝑘4𝑧4 + 𝑓4) ,
(A.1)

where 𝑘1 = 10, 𝑘2 = 15, 𝑘3 = 15, and 𝑘4 = 200.
With this comparison, one can also explain the phe-

nomenon appearing in Figure 1, which indicates the proposed
method behaves with a better steady stable performance
than domination feedback control method without a DO
technique.
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