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This study investigates the problem of asymptotic stabilization for a class of discrete-time linear uncertain time-delayed systems
with input constraints. Parametric uncertainty is assumed to be structured, and delay is assumed to be known. In Lyapunov
stability theory framework, two synthesis schemes of designing nonfragile robustmodel predictive control (RMPC)with time-delay
compensation are put forward, where the additive and the multiplicative gain perturbations are, respectively, considered. First, by
designing appropriate Lyapunov-Krasovskii (L-K) functions, the robust performance index is defined as optimization problems
that minimize upper bounds of infinite horizon cost function. Then, to guarantee closed-loop stability, the sufficient conditions
for the existence of desired nonfragile RMPC are obtained in terms of linear matrix inequalities (LMIs). Finally, two numerical
examples are provided to illustrate the effectiveness of the proposed approaches.

1. Introduction

Model predictive control (MPC), also known as receding
horizon control (RHC), is an online control scheme based
on the conventional optimal control that is obtained by
minimization or minimaximization of some performance
criteria either for a fixed finite horizon or for an infinite
horizon. It is one of the few areas that have received ongoing
interests from researchers in both the industrial and the
academic communities. For the state of the art related to
the research on MPC, recent survey papers in [1–4] can be
further referred to. The success of MPC is mainly due to its
ability to handle control problems for multivariable systems
subject to state, input, and output constraints. In this line of
research, precise plant models are quite necessary. However,
the inherent time delays and parameter uncertainties con-
tained in the dynamical behavior of many physical processes
are inevitable, especially during many chemical processes
where the MPC has been mainly applied. To solve these
problems, increasing interests have been paid to the study of
the robust MPC (RMPC) techniques for linear or nonlinear
time-delay systems with the polytopic or structured type
of uncertainties, for example, Kothare et al. [5], Jeong and
Park [6], Lu and Shao [7], Ding et al. [8, 9], Ding et al.

[10], Chen et al. [11], and references therein. To reduce the
conservativeness, Qin et al. in [12, 13] have proposed several
novel memory state feedback RMPC algorithms for time-
delayed uncertain linear systemswith input constraints by the
Lyapunov method, where the gain matrixes of the memory
state feedback controllers consisting of both the current state
and single/multiple known/unknown time-delayed states are
incorporated simultaneously. Moreover, to further reduce
the conservativeness and the online computational burden
caused by real-time iterative optimization procedures, several
ad hoc strategies such as parameter-dependent Lyapunov
functions, time-varying terminal constraint sets, polyhedral
invariant sets, tube invariant sets, aggregation optimization
scheme, and offline design/online synthesis have been effec-
tively introduced to RMPC algorithms (see the research
papers [14–19] and references therein).

From the literature review, it is clear that an implicit
assumption in the previous controllers design is that the
controller will be implemented exactly. However, in practice,
the parameters of the controller are possible to accrue some
gain perturbations due to finite word length, the existence of
the parameter drift, the round-off errors in numerical com-
putations, or degradations of actuator effectiveness, which
has been recognized as the so-called fragility problem of
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controllers, to name a few, [20–22] and references therein.
A relatively minor perturbation of the controller gains may
lead to performance degradation and instability. Therefore,
to design a controller that is insensitive to som e amount
of errors, the research of nonfragile control is more than
important and significant.

Motivated by the aforementioned discussions, this paper
will focus on the problem of designing nonfragile RMPC
algorithms for uncertain constrained systems with time-
delay compensation. Compared with the existing researches,
the main contributions of this study can be summarized in
following aspects. First, the idea of nonfragile control is intro-
duced into the RMPC problems for uncertain systems with
time delays. In [5–13], RMPC problems for uncertain systems
with time delays have been investigated, but the potential gain
perturbation during the controller implementation stages has
not been taken into consideration. Second, nonfragile MPC
problems with additive and multiplicative gain perturbations
are, respectively, studied. The analysis approach in [23] can
only be applied to the case of additive gain perturbations and
is conservative since its state feedback controller only consists
of current state. Third, all the conditions are presented in
terms of LMIs, which can be easily calculated through using
MATLAB LMI control toolbox [24]. Finally, some numerical
simulations are presented to illustrate the effectiveness and
the preponderance of the proposed design methods.

The rest of this paper is organized as follows. Section 2
presents the targeted systems, assumptions, and the asso-
ciated problem formulation. Section 3 supplies nonfragile
robust state feedback controllers with time-delay compen-
sation. Section 4 minimizes the upper bound of infinite
horizon cost that satisfies the sufficient conditions, in terms
of linear matrix inequalities (LMIs). Section 5 illustrates
the performance of the proposed controllers through two
numerical examples. Finally, in Section 6, some concluding
remarks are given.

Notation. Throughout this paper, R𝑛 and R𝑚×𝑛 represent the
𝑛-dimensional Euclidean space and the set of all 𝑚 × 𝑛 real
matrixes. I and 0 denote the identity matrix and zero matrix
with compatible dimensions. For any matrix X ∈ R𝑚×𝑛, X𝑇
and X−1 denote the transpose and the inverse of X (in this
case, X is square, namely,𝑚 = 𝑛), respectively. “∗” is used to
represent a term that is induced by symmetry in symmetric
block matrixes or complex matrix expressions and ‖ ⋅ ‖ refers
to the Euclidean vector normor spectralmatrix norm.Matrix
inequality X > 0 (X < 0) means that X is positive definite
(negative definite). Matrixes are assumed to be compatible
for algebraic operations if their dimensions are not explicitly
stated.

2. Preliminaries and Problem Formulation

The following discrete-time uncertain time-delay systems are
considered:

x (𝑘 + 1) = (A + ΔA (𝑘)) x (𝑘) + Bu (𝑘)

+ (A
𝑑
+ ΔA
𝑑
(𝑘)) x (𝑘 − 𝑑) ,

x (𝑘) = 𝜗 (0) , 𝑘 ∈ [−𝑑, 0] ,

‖u (𝑘)‖
2
≤ 𝑢max, 𝑢max > 0, ∀𝑘 ∈ [0,∞) ,

(1)

where x(𝑘) ∈ R𝑛 is the state, u(𝑘) ∈ R𝑚 is the control
input, 𝜗(0) is the initial condition, A and A

𝑑
are known

constant matrixes with appropriate dimensions, B denotes
the input matrix, and 𝑑 is a time-delayed constant. The
structured uncertainties [ΔA(𝑘), ΔA

𝑑
(𝑘)] are time-varying

matrixes satisfying the following norm-bounded conditions:

ΔA (𝑘) = EΔ
1
(𝑘) F,

ΔA
𝑑
(𝑘) = HΔ

2
(𝑘)G,

(2)

whereE,F,H,Gdenote corresponding given scalingmatrixes
and Δ

𝑖
(𝑘), 𝑖 = 1, 2, are unknown time-varying matrixes with

Lebesgue-measurable elements satisfying

Δ
𝑇

𝑖
(𝑘)Δ
𝑖
(𝑘) ≤ I, 𝑖 = 1, 2. (3)

The unknown matrixes Δ
𝑖
(𝑘), 𝑖 = 1, 2, contain uncertain

parameters in the linear part of the system and affect the
elements of nominal matrixes A and A

𝑑
. The parameter

uncertainty structure in (2) has been widely used in the
problem of robust stabilization of uncertain systems and can
represent parameter uncertainty in many physical cases. It is
assumed that systems (1) are stabilizable for the existence of
a stabilizing feedback control and that state x(𝑘) is available
at each sampling time instant 𝑘. In the following part, three
lemmas that are necessary to establish the main results of this
paper will be presented.

Lemma 1 (see [12, 13]). Given any vectors Z,Y ∈ R𝑛 and
any positive definite symmetric matrix P ∈ R𝑛×𝑛, the following
inequality holds:

2Z𝑇PY ≤ Z𝑇PZ + Y𝑇PY. (4)

Lemma 2 (see [25]). Given matrixes A, L, E, F with appro-
priate dimensions and that F is an unknown matrix satisfying
‖F‖
2
≤ 1, then, for any positivematrixP satisfyingP−𝜀LL𝑇 > 0

and a real constant 𝜀 > 0, the following inequality holds:

(A + LFE)𝑇 P−1 (A + LFE)

≤ A𝑇 (P − 𝜀LL𝑇)
−1

A + 𝜀−1E𝑇E.
(5)

Lemma 3 (see [23, 24]). Given matrix Q = Q𝑇,H,E with
appropriate dimensions, then

Q +HFE + (HFE)𝑇 < 0. (6)

For all F satisfying ‖F‖ ≤ 1, there exists a real constant 𝜀 > 0
such that

Q + 𝜀HH𝑇 + 𝜀−1E𝑇E < 0. (7)
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3. Design of Nonfragile State Feedback RMPC
with Time-Delay Compensation

In this section, the focus will be on the design of nonfragile
state feedback RMPC with time-delay compensation includ-
ing different gain perturbation cases. To begin with, two
nonfragile state feedback control laws u

𝐴
(𝑘+𝑖 | 𝑘) andu

𝑀
(𝑘+

𝑖 | 𝑘) with additive gain perturbation and multiplicative gain
perturbation are respectively described as follows:

u
𝐴
(𝑘 + 𝑖 | 𝑘) = (K

𝐴
+ ΔK
𝐴
(𝑘)) x (𝑘 + 𝑖 | 𝑘)

+ K
𝐴𝑑
x (𝑘 + 𝑖 − 𝑑 | 𝑘) ,

(8)

u
𝑀
(𝑘 + 𝑖 | 𝑘) = (K

𝑀
+ ΔK
𝑀
(𝑘)) x (𝑘 + 𝑖 | 𝑘)

+ K
𝑀𝑑

x (𝑘 + 𝑖 − 𝑑 | 𝑘) ,
(9)

where K
𝐴
(𝑘), ΔK

𝐴
(𝑘),K

𝐴𝑑
(𝑘),K

𝑀
(𝑘), ΔK

𝑀
(𝑘),K

𝑀𝑑
(𝑘) are

gain matrixes to be determined by RMPC strategies. Assume
that ΔK

𝐴
(𝑘) and ΔK

𝑀
(𝑘) have the following forms as in (10)

and (11), respectively, representing additive gain perturbation
case (referred to as Case I) and multiplicative gain perturba-
tion case (referred to as Case II):

ΔK
𝐴
(𝑘) = ML (𝑘)N, ‖L (𝑘)‖

2
≤ 1, (10)

ΔK
𝑀
(𝑘) = UW (𝑘)VK

𝑀
, ‖W (𝑘)‖

2
≤ 1, (11)

where M, N, U, V are constant matrixes with appropriate
dimensions and L(𝑘), W(𝑘) can represent any unknown
matrixes satisfying norm-bounded conditions by scaling M,
N, U, and V.

For systems (1) subject to constraints, the following
infinite horizon quadratic cost function is first defined:

J (𝑘) =
∞

∑

𝑖=0

[‖x (𝑘 + 𝑖 | 𝑘)‖Q
1

+ ‖u (𝑘 + 𝑖 | 𝑘)‖R] , (12)

whereQ
1
andR are given positive definite symmetric weight-

ing matrixes. Consider the following min-max optimization
problem, which minimizes the worst case infinite horizon
quadratic objective function.

Case I is as follows:

min
u
𝐴
(𝑘+𝑖|𝑘)(0≤𝑘≤∞)

max
ΔA(𝑘),ΔA

𝑑
(𝑘),ΔK

𝐴
(𝑘)

J (𝑘) . (13)

Case II is as follows:

min
u
𝑀
(𝑘+𝑖|𝑘)(0≤𝑘≤∞)

max
ΔA(𝑘),ΔA

𝑑
(𝑘),ΔK

𝑀
(𝑘)

J (𝑘) . (14)

In order to design such controllers as Cases I and II, the
upper bound of the cost in (13) or (14) needs to be determined.

According to Lyapunov-Krasovskii function, a delay state
dependent quadratic function is chosen as follows:

V (x (𝑘)) = ‖x (𝑘)‖P +
𝑑

∑

𝑗=1

󵄩
󵄩
󵄩
󵄩
x (𝑘 − 𝑗)󵄩󵄩󵄩

󵄩S , (15)

where P = P𝑇 > 0 and S = S𝑇 > 0 are positive definite
symmetric matrixes and satisfy the following condition to
guarantee the cost monotonicity:

ΔV (𝑖, 𝑘) = V (x (𝑘 + 𝑖 + 1 | 𝑘)) − V (x (𝑘 + 𝑖 | 𝑘))

≤ − ‖x (𝑘 + 𝑖 | 𝑘)‖Q
1

− ‖u (𝑘 + 𝑖 | 𝑘)‖R .
(16)

For the cost in (13) or (14) to be finite, V(x(∞ | 𝑘)) = 0

is assumed. Summing both sides of (16) from 𝑖 = 0 to 𝑖 = ∞,
the worst value of the cost function J(𝑘) will be bounded by
the following.

Case I is as follows:

max
ΔA(𝑘),ΔA

𝑑
(𝑘),ΔK

𝐴
(𝑘)

J (𝑘) ≤ V (x (𝑘 | 𝑘))

= ‖x (𝑘 | 𝑘)‖P

+

𝑑

∑

𝑗=1

󵄩
󵄩
󵄩
󵄩
x (𝑘 − 𝑗 | 𝑘)󵄩󵄩󵄩

󵄩S .

(17)

Case II is as follows:

max
ΔA(𝑘),ΔA

𝑑
(𝑘),ΔK

𝑀
(𝑘)

J (𝑘) ≤ V (x (𝑘 | 𝑘))

= ‖x (𝑘 | 𝑘)‖P

+

𝑑

∑

𝑗=1

󵄩
󵄩
󵄩
󵄩
x (𝑘 − 𝑗 | 𝑘)󵄩󵄩󵄩

󵄩S .

(18)

Therefore, the above optimization can be reformulated as
follows.

Case I is

min
P,S

[

[

‖x (𝑘 | 𝑘)‖P +
𝑑

∑

𝑗=1

󵄩
󵄩
󵄩
󵄩
x (𝑘 − 𝑗 | 𝑘)󵄩󵄩󵄩

󵄩S
]

]

s.t. (1) , (8) , (16) , (17) .

(19)

Case II is

min
P,S

[

[

‖x (𝑘 | 𝑘)‖P +
𝑑

∑

𝑗=1

󵄩
󵄩
󵄩
󵄩
x (𝑘 − 𝑗 | 𝑘)󵄩󵄩󵄩

󵄩S
]

]

s.t. (1) , (9) , (16) , (18) .

(20)

In order to convert the minimization problem in (19) and
(20) into LMI optimization problems that can be efficiently
solved by convex optimization algorithm, the upper bound
of the objective function in (17) and (18) is defined as follows.
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Cases I and II are

‖x (𝑘 | 𝑘)‖P +
𝑑

∑

𝑗=1

󵄩
󵄩
󵄩
󵄩
x (𝑘 − 𝑗 | 𝑘)󵄩󵄩󵄩

󵄩S ≤ 𝛾, (21)

where 𝛾 is the nonnegative upper bound of V(x(𝑘)) to be
minimized andmay be different for Cases I and II. According
to (21), the original min-max problem (19) and (20) can
be redefined to be the following optimization problem that
minimizes an upper bound on the worst value of the original
cost function J(𝑘).

Case I is

min
𝛾,P,S
𝛾

s.t. (1) , (8) , (16) , (21) .

(22)

Case II is

min
𝛾,P,S
𝛾

s.t. (1) , (9) , (16) , (21) .

(23)

Remark 4. With the rapid development of computer and
automation technology, more and more attention has been
paid to digital control system. However, physical limits in
available microprocessor memory, errors of truncation and
quantization of the A/D and D/A converters, and so forth
always cause the controller parameters trivial deviations from

the original design values. In recent years, many theories exist
for nonfragile or insensitive or resilient robust controllers
design for systems with additive and multiplicative gain
perturbations. However, only a few MPC algorithms [23]
have been published that handle the controller parameters
deviations explicitly.

4. Main Results

4.1. Additive Gain Perturbation Case. In this section, an
approach to design nonfragile RMPC algorithm for uncertain
time-delay systems with objective function (12) is presented.
First, substituting (8) into (1), one can get its corresponding
closed-loop system as

x (𝑘 + 1) = Ã (𝑘) x (𝑘) + Ã
𝑑
(𝑘) x (𝑘 − 𝑑) , (24)

where

̃A (𝑘) = A + ΔA (𝑘) + B (K
𝐴
+ ΔK
𝐴
(𝑘)) ,

Ã
𝑑
(𝑘) = A

𝑑
+ ΔA
𝑑
(𝑘) + BK

𝐴𝑑
.

(25)

Next, a sufficient condition is given for the existence of
nonfragile RMPCalgorithm for uncertain time-delay systems
with additive gain perturbation.

Theorem 5. For uncertain time-delay systems (1) with both
delay compensation and controller gain perturbation described
by (8) and (10), if there exist appropriate positive constants
Λ
𝑖
(𝑖 = 1, 2, 3, 4), 𝛼, matrixes Y, Y

𝑑
, Γ, and symmetric

matrixesW > 0, Q > 0, such that the following LMIs hold

min
𝛾,Y,Y

𝑑
,Γ,W,Q
𝛾 (26)

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

0.5Q ∗ ∗ ∗ ∗ ∗ ∗

Q0.5
1
Q 2𝛾I ∗ ∗ ∗ ∗ ∗

Y 0 2 (Γ − Λ
2
MM𝑇) ∗ ∗ ∗ ∗

NQ 0 0 (Λ
1
+ 2Λ
2
) I ∗ ∗ ∗

FQ 0 0 0 Λ
3
I ∗ ∗

Q 0 0 0 0 2W ∗

AQ + BY 0 0 0 0 0 Q − Λ
1
BMM𝑇B𝑇 − Λ

3
EE𝑇

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

> 0, (27)

[

[

[

[

Γ ∗ ∗

M𝑇 0 ∗

0 I −Λ
2
I

]

]

]

]

> 0, (28)

[

[

[

[

[

[

[

[

[

Q ∗ ∗ ∗ ∗

E𝑇 0 ∗ ∗ ∗

0 I −Λ
3
I ∗ ∗

M𝑇B𝑇 0 0 0 ∗

0 0 0 I −Λ
1
I

]

]

]

]

]

]

]

]

]

> 0, (29)
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[

[

[

[

[

[

[

[

0.5W ∗ ∗ ∗

R0.5Y
𝑑

2𝛾I ∗ ∗

GW 0 Λ
4
I ∗

A
𝑑
W + BY

𝑑
0 0 Q − Λ

4
HH𝑇

]

]

]

]

]

]

]

]

> 0, (30)

[

[

[

[

Q ∗ ∗

H𝑇 0 ∗

0 I −Λ
4
I

]

]

]

]

> 0, (31)

[

[

[

[

[

[

[

[

[

[

[

1 ∗ ∗ ∗ ∗

x (𝑘 | 𝑘) Q ∗ ∗ ∗

x (𝑘 − 1 | 𝑘) 0 W ∗ ∗

.

.

. 0 0 d ∗

x (𝑘 − 𝑑 | 𝑘) 0 0 0 W

]

]

]

]

]

]

]

]

]

]

]

> 0, (32)

[

[

[

[

[

[

[

[

[

[

[

𝑢
2

maxI + 𝛼MM𝑇 ∗ ∗ ∗ ∗

Y𝑇 Q ∗ ∗ ∗

Y𝑇
𝑑

0 W ∗ ∗

0 0 0 Q ∗

0 0 0 NQ −𝛼I

]

]

]

]

]

]

]

]

]

]

]

≥ 0, (33)

then u(𝑘 | 𝑘) = YQ−1x(𝑘 | 𝑘) + Y
𝑑
W−1x(𝑘 − 𝑑 | 𝑘) is

a nonfragile RMPC algorithm satisfying the input constraint
described in (1) and the upper bound of J(𝑘) is less than 𝛾.

Proof. First, substituting (24) into ΔV(𝑖, 𝑘), one can get

ΔV (𝑖, 𝑘) = V (x (𝑘 + 𝑖 + 1 | 𝑘)) − V (x (𝑘 + 𝑖 | 𝑘))

= ‖x (𝑘 + 𝑖 + 1 | 𝑘)‖P +
𝑑

∑

𝑗=1

󵄩
󵄩
󵄩
󵄩
x (𝑘 + 𝑖 + 1 − 𝑗 | 𝑘)󵄩󵄩󵄩

󵄩S − ‖x (𝑘 + 𝑖 | 𝑘)‖P −
𝑑

∑

𝑗=1

󵄩
󵄩
󵄩
󵄩
x (𝑘 + 𝑖 − 𝑗 | 𝑘)󵄩󵄩󵄩

󵄩S

= ‖x (𝑘 + 𝑖 + 1 | 𝑘)‖P − ‖x (𝑘 + 𝑖 | 𝑘)‖P + ‖x (𝑘 + 𝑖 | 𝑘)‖S − ‖x (𝑘 + 𝑖 − 𝑑 | 𝑘)‖S

=

󵄩
󵄩
󵄩
󵄩
󵄩
Ã (𝑘) x (𝑘 + 𝑖 | 𝑘) + Ã

𝑑
(𝑘) x (𝑘 + 𝑖 − 𝑑 | 𝑘)󵄩󵄩󵄩󵄩

󵄩P − ‖x (𝑘 + 𝑖 | 𝑘)‖P + ‖x (𝑘 + 𝑖 | 𝑘)‖S − ‖x (𝑘 + 𝑖 − 𝑑 | 𝑘)‖S

= [

x (𝑘 + 𝑖 | 𝑘)
x (𝑘 + 𝑖 − 𝑑 | 𝑘)

]

𝑇

[

[

̃A𝑇 (𝑘)P̃A (𝑘) + S − P ∗

Ã𝑇
𝑑
(𝑘)PÃ (𝑘) Ã𝑇

𝑑
(𝑘)PÃ

𝑑
(𝑘) − S

]

]

[

x (𝑘 + 𝑖 | 𝑘)
x (𝑘 + 𝑖 − 𝑑 | 𝑘)

]

≤ − ‖x (𝑘 + 𝑖 | 𝑘)‖Q
1

− ‖u (𝑘 + 𝑖 | 𝑘)‖R .

(34)

Since u(𝑘 + 𝑖 | 𝑘) = (K
𝐴
+ΔK
𝐴
(𝑘))x(𝑘 + 𝑖 | 𝑘) +K

𝐴𝑑
x(𝑘 +

𝑖 − 𝑑 | 𝑘), the following equation can be obtained direct-
ly:

‖u (𝑘 + 𝑖 | 𝑘)‖R = u𝑇 (𝑘 + 𝑖 | 𝑘)Ru (𝑘 + 𝑖 | 𝑘)

= [

x (𝑘 + 𝑖 | 𝑘)
x (𝑘 + 𝑖 − 𝑑 | 𝑘)

]

𝑇

Θ (𝑘) [
x (𝑘 + 𝑖 | 𝑘)

x (𝑘 + 𝑖 − 𝑑 | 𝑘)] ,
(35)
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where

Θ (𝑘)

=
[

[

(K
𝐴
+ ΔK
𝐴
(𝑘))
𝑇R (K

𝐴
(𝑘) + ΔK

𝐴
(𝑘)) ∗

K𝑇
𝐴𝑑
R (K
𝐴
+ ΔK
𝐴
(𝑘)) K𝑇

𝐴𝑑
RK
𝐴𝑑

]

]

.

(36)

Combining (34) and (35), it is clear that

ΔV (𝑖, 𝑘) + ‖x (𝑘 + 𝑖 | 𝑘)‖Q
1

+ ‖u (𝑘 + 𝑖 | 𝑘)‖R

= [

x (𝑘 + 𝑖 | 𝑘)
x (𝑘 + 𝑖 − 𝑑 | 𝑘)

]

𝑇

M (𝑘) [

x (𝑘 + 𝑖 | 𝑘)
x (𝑘 + 𝑖 − 𝑑 | 𝑘)]

≤ 0,

(37)

where

M (𝑘) =
[

[

M
1
(𝑘) +Q

1
+ (K
𝐴
+ ΔK
𝐴
(𝑘))
𝑇R (K

𝐴
+ ΔK
𝐴
(𝑘)) ∗

M
2
(𝑘) + K𝑇

𝐴𝑑
R (K
𝐴
(𝑘) + ΔK

𝐴
(𝑘)) M

3
(𝑘) + K𝑇

𝐴𝑑
RK
𝐴𝑑

]

]

,

M
1
(𝑘) = (A + BK

𝐴
+ EΔ
1
(𝑘) F + BML (𝑘)N)𝑇 P (A + BK

𝐴
+ EΔ
1
(𝑘)F + BML (𝑘)N) + S − P,

M
2
(𝑘) = (A

𝑑
+HΔ

2
(𝑘)G + BK

𝐴𝑑
)
𝑇 P (A + BK

𝐴
+ EΔ
1
(𝑘)F + BML (𝑘)N) ,

M
3
(𝑘) = (A

𝑑
+HΔ

2
(𝑘)G + BK

𝐴𝑑
)
𝑇 P (A

𝑑
+HΔ

2
(𝑘)G + BK

𝐴𝑑
) − S.

(38)

According to Lemma 1, the following holds:

x𝑇 (𝑘 + 𝑖 | 𝑘) [K𝑇
𝐴𝑑
R (K
𝐴
+ ΔK
𝐴
(𝑘))] x (𝑘 + 𝑖 − 𝑑 | 𝑘)

+ x𝑇 (𝑘 + 𝑖 − 𝑑 | 𝑘) (A
𝑑
+HΔ

2
(𝑘)G + BK

𝐴𝑑
)
𝑇

⋅ P (A + BK
𝐴
+ EΔ
1
(𝑘) F + BML (𝑘)N) x (𝑘

+ 𝑖 | 𝑘) ≤

1

2

󵄩
󵄩
󵄩
󵄩
K
𝐴𝑑
x (𝑘 + 𝑖 | 𝑘)󵄩󵄩󵄩

󵄩R

+

1

2

󵄩
󵄩
󵄩
󵄩
(K
𝐴
+ML (𝑘)N) x (𝑘 + 𝑖 − 𝑑 | 𝑘)󵄩󵄩󵄩

󵄩R

+

1

2

󵄩
󵄩
󵄩
󵄩
(A
𝑑
+HΔ

2
(𝑘)G + BK

𝐴𝑑
) x (𝑘 + 𝑖 − 𝑑 | 𝑘)󵄩󵄩󵄩

󵄩P

+

1

2

󵄩
󵄩
󵄩
󵄩
(A + BK

𝐴
+ EΔ
1
(𝑘)F + BML (𝑘)N)

⋅ x (𝑘 + 𝑖 | 𝑘)󵄩󵄩󵄩
󵄩P .

(39)

Then, inequality (37) holds if the following inequality
holds:

x𝑇 (𝑘 + 𝑖 | 𝑘) {S +Q
1
− P + 2 [A + BK

𝐴
+ EΔ
1
(𝑘) F

+ BML (𝑘)N]𝑇

⋅ P [A + BK
𝐴
+ EΔ
1
(𝑘)F + BML (𝑘)N]

+ (K
𝐴
+ML (𝑘)N)𝑇R (K

𝐴
+ML (𝑘)N)} x (𝑘 + 𝑖 |

𝑘) + x𝑇 (𝑘 + 𝑖 − 𝑑 | 𝑘) {2 [A
𝑑
+HΔ

2
(𝑘)G

+ BK
𝐴𝑑
]
𝑇 P [A

𝑑
+HΔ

2
(𝑘)G + BK

𝐴𝑑
] + K𝑇
𝐴𝑑
(𝑘)

⋅ RK
𝐴𝑑
− S} x (𝑘 + 𝑖 − 𝑑 | 𝑘) < 0.

(40)

Hence, through Lemma 2, inequality (40) can be verified
straightforwardly if there exist positive real constants 𝜀

1
, 𝜀
2
,

𝜀
3
, and 𝜀

4
that make the following inequalities hold:

2 [A + BK
𝐴
+ EΔ
1
(𝑘) F + BML (𝑘)N]𝑇

⋅ P [A + BK
𝐴
+ EΔ
1
(𝑘) F + BML (𝑘)N]

+ (K
𝐴
+ML (𝑘)N)𝑇R (K

𝐴
+ML (𝑘)N) + S +Q

1

− P ≤ 2 (A + BK
𝐴
+ EΔ
1
(𝑘) F)𝑇

⋅ (P−1 − 𝜀
1
BM (BM)𝑇)

−1

(A + BK
𝐴
+ EΔ
1
(𝑘) F)

+ 2𝜀
−1

1
N𝑇N + K𝑇

𝐴
(R−1 − 𝜀

2
MM𝑇)

−1

K
𝐴

+ 𝜀
−1

2
N𝑇N + S +Q

1
− P ≤ 2 (A + BK

𝐴
)
𝑇

⋅ (P−1 − 𝜀
1
BM (BM)𝑇 − 𝜀

3
EE𝑇)
−1

(A + BK
𝐴
)

+ 2𝜀
−1

3
F𝑇F + 2𝜀−1

1
N𝑇N + K𝑇

𝐴
(R−1 − 𝜀

2
MM𝑇)

−1

⋅ K
𝐴
+ 𝜀
−1

2
N𝑇N + S +Q

1
− P < 0,

(41)

P−1 − 𝜀
1
BM (BM)𝑇 > 0, (42)
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R−1 − 𝜀
2
MM𝑇 > 0, (43)

P−1 − 𝜀
1
BM (BM)𝑇 − 𝜀

3
EE𝑇 > 0, (44)

2 [A
𝑑
+HΔ

2
(𝑘)G + BK

𝐴𝑑
]
𝑇

⋅ P [A
𝑑
+HΔ

2
(𝑘)G + BK

𝐴𝑑
] + K𝑇
𝐴𝑑
RK
𝐴𝑑
− S

≤ 2 (A
𝑑
+ BK
𝐴𝑑
)
𝑇

(P−1 − 𝜀
4
HH𝑇)

−1

(A
𝑑
+ BK
𝐴𝑑
)

+ 2𝜀
−1

4
G𝑇G + K𝑇

𝐴𝑑
RK
𝐴𝑑
− S < 0,

(45)

P−1 − 𝜀
4
HH𝑇 > 0. (46)

It should be noted that inequality (44) is more stringent
than inequality (42).Thus, in the following context inequality
(44) will be reserved while inequality (42) will be discarded.
Multiplying both sides of inequality (41) by Q𝑇 and 𝛾−1Q,

where Q denotes a symmetric positive definite matrix, it
equals the following inequality:

(AQ + BK
𝐴
Q)𝑇 (𝛾P−1 − 𝛾𝜀

1
BM (BM)𝑇 − 𝛾𝜀

3
EE𝑇)
−1

⋅ (AQ + BK
𝐴
Q) + (FQ)𝑇 1

𝛾𝜀
3

(FQ) + (NQ)𝑇

⋅

1

𝛾𝜀
1

(NQ) + 1
2

(K
𝐴
Q)𝑇 (𝛾R−1 − 𝛾𝜀

2
MM𝑇)

−1

⋅ K
𝐴
Q + (NQ)𝑇 1

2𝛾𝜀
2

(NQ) +Q𝑇 S
2𝛾

Q +Q𝑇Q1
2𝛾

Q

−

Q
2

< 0.

(47)

Now, choose Λ
1
= 𝛾𝜀
1
, Λ
2
= 𝛾𝜀
2
, Λ
3
= 𝛾𝜀
3
, Y =

K
𝐴
Q, Q = 𝛾P−1, Γ = 𝛾R−1, W = 𝛾S−1. Then, by applying

Schur complement, inequalities (41), (43), and (44) can be,
respectively, derived as the following inequalities:

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

0.5Q ∗ ∗ ∗ ∗ ∗ ∗

Q0.5
1
Q 2𝛾I ∗ ∗ ∗ ∗ ∗

Y 0 2 (Γ − Λ
2
MM𝑇) ∗ ∗ ∗ ∗

NQ 0 0 (Λ
1
+ 2Λ
2
) I ∗ ∗ ∗

FQ 0 0 0 Λ
3
I ∗ ∗

Q 0 0 0 0 2W ∗

AQ + BY 0 0 0 0 0 Q − Λ
1
BMM𝑇B𝑇 − Λ

3
EE𝑇

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

> 0, (48)

[

[

Γ ∗

M𝑇 Λ−1
2
I
]

]

> 0, (49)

[

[

[

[

[

Q ∗ ∗

E𝑇 Λ−1
3
I ∗

M𝑇B𝑇 0 Λ−1
1
I

]

]

]

]

]

> 0. (50)

By applying Schur complement, inequalities (49) and (50)
can be rewritten as inequalities (28) and (29) in Theorem 5,
respectively. Multiplying both sides of inequality (45) byW𝑇
and 𝛾−1W, it equals the following inequality:

(A
𝑑
W + BK

𝐴𝑑
W)𝑇 (𝛾P−1 − 𝛾𝜀

4
HH𝑇)

−1

⋅ (A
𝑑
W + BK

𝐴𝑑
W) + (GW)𝑇 1

𝛾𝜀
4

GW

+ (K
𝐴𝑑
W)𝑇 R

2𝛾

K
𝐴𝑑
W −

1

2

W < 0.

(51)

Now, choose Λ
4
= 𝛾𝜀
4
, Y
𝑑
= K
𝐴𝑑
W, Q = 𝛾P−1. Then, by

applying Schur complement, inequalities (45) and (46) can be
derived as the following inequalities:

[

[

[

[

[

[

[

0.5W ∗ ∗ ∗

R0.5Y
𝑑

2𝛾I ∗ ∗

GW 0 Λ
4
I ∗

A
𝑑
W + BY

𝑑
0 0 Q − Λ

4
HH𝑇

]

]

]

]

]

]

]

> 0, (52)

[

Q ∗

H𝑇 Λ−1
4
I
] > 0. (53)
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Similarly, inequality (53) can be rewritten as (31) inTheorem 5
based on the Schur complement. Next, we will derive the
LMI condition for inequality (21). Multiplying both sides of
inequality (21) with 𝛾−1, one can get

x𝑇 (𝑘) 𝛾−1Px (𝑘) +
𝑑

∑

𝑗=1

x𝑇 (𝑘 − 𝑗) 𝛾−1Sx (𝑘 − 𝑗) ≤ 1. (54)

Since Q = 𝛾P−1,W = 𝛾S−1, according to Schur complement,
inequality (54) will be satisfied if the following inequality
holds:

[

[

[

[

[

[

[

[

[

[

1 ∗ ∗ ∗ ∗

x (𝑘 | 𝑘) Q ∗ ∗ ∗

x (𝑘 − 1 | 𝑘) 0 W ∗ ∗

.

.

. 0 0 d ∗

x (𝑘 − 𝑑 | 𝑘) 0 0 0 W

]

]

]

]

]

]

]

]

]

]

> 0. (55)

The control input constraint in (1) can be converted into
LMI condition. From (21), one obtains

x𝑇 (𝑘 + 𝑖 | 𝑘) 𝛾−1Px (𝑘 + 𝑖 | 𝑘)

+

𝑑

∑

𝑗=1

x𝑇 (𝑘 + 𝑖 − 𝑗 | 𝑘) 𝛾−1Sx (𝑘 + 𝑖 − 𝑗 | 𝑘) ≤ 1,

𝑖 ≥ 0.

(56)

ForQ = 𝛾P−1 > 0,W = 𝛾S−1 > 0, one has

x𝑇 (𝑘 + 𝑖 | 𝑘)Qx (𝑘 + 𝑖 | 𝑘)

+

𝑑

∑

𝑗=1

x𝑇 (𝑘 + 𝑖 − 𝑗 | 𝑘)Wx (𝑘 + 𝑖 − 𝑗 | 𝑘) ≤ 1,

𝑖 ≥ 0.

(57)

Then, one can get

x𝑇 (𝑘 + 𝑖 | 𝑘)Qx (𝑘 + 𝑖 | 𝑘) ≤ 1, 𝑖 ≥ 0,

x𝑇 (𝑘 + 𝑖 − 𝑑 | 𝑘)Wx (𝑘 + 𝑖 − 𝑑 | 𝑘) ≤ 1, 𝑖 ≥ 0.

(58)

From (8), (10), the input constraint can be expressed as

‖u (𝑘 + 𝑖 | 𝑘)‖
2
≤ 𝑢max ⇐⇒

󵄩
󵄩
󵄩
󵄩
(K
𝐴
+ML (𝑘)N) x (𝑘 + 𝑖 | 𝑘)

+ K
𝐴𝑑
x (𝑘 + 𝑖 − 𝑑 | 𝑘)󵄩󵄩󵄩

󵄩2
≤ 𝑢max ⇐󳨐

󵄩
󵄩
󵄩
󵄩
(K
𝐴
+ML (𝑘)N) x (𝑘 + 𝑖 | 𝑘)󵄩󵄩󵄩

󵄩2

+
󵄩
󵄩
󵄩
󵄩
K
𝐴𝑑
x (𝑘 + 𝑖 − 𝑑 | 𝑘)󵄩󵄩󵄩

󵄩2
≤ 𝑢max ⇐󳨐

󵄩
󵄩
󵄩
󵄩
K
𝐴
x (𝑘 + 𝑖 | 𝑘)󵄩󵄩󵄩

󵄩2
+ ‖ML (𝑘)Nx (𝑘 + 𝑖 | 𝑘)‖

2

+
󵄩
󵄩
󵄩
󵄩
K
𝐴𝑑
x (𝑘 + 𝑖 − 𝑑 | 𝑘)󵄩󵄩󵄩

󵄩2
≤ 𝑢max ⇐⇒

󵄩
󵄩
󵄩
󵄩
󵄩
YQ−1x (𝑘 + 𝑖 | 𝑘)󵄩󵄩󵄩󵄩

󵄩2
+

󵄩
󵄩
󵄩
󵄩
󵄩
ML (𝑘)NQQ−1x (𝑘 + 𝑖 | 𝑘)󵄩󵄩󵄩󵄩

󵄩2

+

󵄩
󵄩
󵄩
󵄩
󵄩
Y
𝑑
W−1x (𝑘 + 𝑖 − 𝑑 | 𝑘)󵄩󵄩󵄩󵄩

󵄩2
≤ 𝑢max.

(59)

Similar to the introduction of the invariant ellipsoid used in
[5], inequality (59) can be obtained if the following inequality
holds:

[

[

[

[

[

[

[

[

𝑢
2

maxI ∗ ∗ ∗

Y𝑇 Q ∗ ∗

Y𝑇
𝑑

0 W ∗

(ML (𝑘)NQ)𝑇 0 0 Q

]

]

]

]

]

]

]

]

≥ 0. (60)

Inequality (60) can be rewritten equivalently as

[

[

[

[

[

[

[

[

𝑢
2

maxI ∗ ∗ ∗

Y𝑇 Q ∗ ∗

Y𝑇
𝑑

0 W ∗

0 0 0 Q

]

]

]

]

]

]

]

]

+

[

[

[

[

[

[

M
0
0
0

]

]

]

]

]

]

L (𝑘) [0 0 0 NQ]

+

[

[

[

[

[

[

0
0
0

(NQ)𝑇

]

]

]

]

]

]

L𝑇 (𝑘) [M𝑇 0 0 0] ≥ 0.

(61)

Then, by Lemma 3, inequality (61) holds if there exists a
constant 𝛼 > 0 such that

[

[

[

[

[

[

[

[

[

𝑢
2

maxI + 𝛼MM𝑇 ∗ ∗ ∗

Y𝑇 Q ∗ ∗

Y𝑇
𝑑

0 W ∗

0 0 0 Q + 𝛼−1 (NQ)𝑇NQ

]

]

]

]

]

]

]

]

]

≥ 0. (62)
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According to Schur complement, inequality (62) is equivalent
to (33) in Theorem 5. This completes the proof.

Remark 6. Strictly speaking, the variables in the above
optimization should be denoted by Y

𝑘
, Y
𝑑𝑘
, Γ
𝑘
, W
𝑘
, Q
𝑘
,

and so forth to emphasize that they are computed at time
instant 𝑘. For notational convenience, the subscript is omitted
here and in the next section. However, this notation will be
briefly used in the robust stability proof (Theorems 7 and
10).

Theorem 7 (robust stability). If the optimization problem
(26) is feasible at the initial instant 𝑘 = 0, then the
proposed nonfragile RMPC law (8) will stabilize system (1)
asymptotically.

Proof. Let P(𝑘) and P(𝑘 + 1) denote the optimal solu-
tions of the optimization problem (26) at time instants 𝑘
and 𝑘 + 1, respectively. Let us consider a quadratic func-
tion

V (x (𝑘)) = ‖x (𝑘)‖P +
𝑑

∑

𝑗=1

󵄩
󵄩
󵄩
󵄩
x (𝑘 − 𝑗)󵄩󵄩󵄩

󵄩S . (63)

Since P(𝑘 + 1) is optimal and P(𝑘) is only feasible at
time instant 𝑘 + 1, one has the following inequality from
optimality:

V (x (𝑘 + 1)) = ‖x (𝑘 + 1)‖P(𝑘+1) +
𝑑

∑

𝑗=1

󵄩
󵄩
󵄩
󵄩
x (𝑘 + 1 − 𝑗)󵄩󵄩󵄩

󵄩S

≤ ‖x (𝑘 + 1)‖P(𝑘) +
𝑑

∑

𝑗=1

󵄩
󵄩
󵄩
󵄩
x (𝑘 + 1 − 𝑗)󵄩󵄩󵄩

󵄩S .

(64)

Besides, it follows from (16) that

‖x (𝑘 + 1 | 𝑘)‖P(𝑘) +
𝑑

∑

𝑗=1

󵄩
󵄩
󵄩
󵄩
x (𝑘 + 1 − 𝑗 | 𝑘)󵄩󵄩󵄩

󵄩S

≤ ‖x (𝑘 | 𝑘)‖P(𝑘) +
𝑑

∑

𝑗=1

󵄩
󵄩
󵄩
󵄩
x (𝑘 − 𝑗 | 𝑘)󵄩󵄩󵄩

󵄩S

− ‖x (𝑘 | 𝑘)‖Q
1

− ‖u (𝑘 | 𝑘)‖R

(65)

for any structured uncertainties [ΔA ΔA
𝑑
].

Since x(𝑘 + 1 | 𝑘 + 1) equals Ax(𝑘 | 𝑘) + Bu(𝑘 | 𝑘) +
A
𝑑
x(𝑘 − 𝑑 | 𝑘) for given uncertainties, (65) must hold with

x(𝑘 + 1 | 𝑘 + 1) in place of x(𝑘 + 1 | 𝑘). Combining this with
(64), one has

V (x (𝑘 + 1 | 𝑘 + 1)) ≤ V (x (𝑘 | 𝑘)) − ‖x (𝑘 | 𝑘)‖Q
1

− ‖u (𝑘 | 𝑘)‖R .
(66)

Summing inequality (66) from 𝑘 = 0 to 𝑘 = 𝑖 − 1 yields

V (x (𝑖 | 𝑖)) +
𝑖−1

∑

𝑘=0

‖x (𝑘 | 𝑘)‖Q
1

+ ‖u (𝑘| 𝑘)‖R

≤ V (x (0 | 0)) .

(67)

Since V(x(𝑖 | 𝑖)) ≥ 0 and the left side of (67) is bounded
by the constant V(x(0 | 0)) and V(x(𝑖 | 𝑖)) is monotonically
nonincreasing, x(𝑖 | 𝑖) and u(𝑖 | 𝑖) must converge to zero
as 𝑖 approaches ∞. Therefore, the closed-loop stability is
guaranteed. Then, the proof is completed.

Remark 8. The differences between the multiplicative and
additive gain perturbations are due to the existence of
the former; stability for the systems can be undermined.
Moreover, nonlinearity property is presented. As a result,
the control problem with multiplicative gain perturbation
is more complicated than additive gain perturbation (e.g.,
linear quadratic Gaussian (LQG) problem). Some issues in
stabilization and optimal control problems for such systems
are still open for discussion.

4.2. Multiplicative Gain Perturbation Case. In the above
section, a sufficient condition to ensure the asymptotic
stability of the robust model predictive control with additive
gain perturbations is discussed. Next, an approach to design
nonfragile RMPCalgorithm for uncertain time-delay systems
with objective function (12) is presented. By substituting
(9) into (1), the corresponding closed-loop system will be
obtained as

x (𝑘 + 1) = ̃A
𝑀
(𝑘) x (𝑘) + ̃A

𝑀𝑑
(𝑘) x (𝑘 − 𝑑) , (68)

where

Ã
𝑀
(𝑘) = A + ΔA (𝑘) + B (K

𝑀
+ ΔK
𝑀
(𝑘)) ,

̃A
𝑀𝑑
(𝑘) = A

𝑑
+ ΔA
𝑑
(𝑘) + BK

𝑀𝑑
.

(69)

Theorem 9. For uncertain time-delay systems (1) with both
delay compensation and controller gain perturbation described
by (9) and (11), if there exist appropriate positive constants
Λ
𝑖
(𝑖 = 5, 6, 7, 8), 𝛽, matrixes Y

𝑀
, Y
𝑀𝑑

, 𝜑, and symmetric
matrixes Ξ > 0, Q > 0, such that the following LMIs hold
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min
𝛾,Y
𝑀
,Y
𝑀𝑑
,𝜑,Ξ,Q
𝛾 (70)

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

0.5Q ∗ ∗ ∗ ∗ ∗ ∗

Q0.5
1
Q 2𝛾I ∗ ∗ ∗ ∗ ∗

Y
𝑀

0 2 (𝜑 − Λ
6
UU𝑇) ∗ ∗ ∗ ∗

VY
𝑀

0 0 (Λ
5
+ 2Λ
6
) I ∗ ∗ ∗

FQ 0 0 0 Λ
7
I ∗ ∗

Q 0 0 0 0 2Ξ ∗

AQ + BY
𝑀

0 0 0 0 0 Q − Λ
5
BUU𝑇B𝑇 − Λ

7
EE𝑇

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

> 0, (71)

[

[

[

[

𝜑 ∗ ∗

(BU)𝑇 0 ∗

0 I −Λ
6
I

]

]

]

]

> 0, (72)

[

[

[

[

[

[

[

[

[

Q ∗ ∗ ∗ ∗

E𝑇 0 ∗ ∗ ∗

0 I −Λ
7
I ∗ ∗

U𝑇B𝑇 0 0 0 ∗

0 0 0 I −Λ
5
I

]

]

]

]

]

]

]

]

]

> 0, (73)

[

[

[

[

[

[

[

0.5Ξ ∗ ∗ ∗

R0.5Y
𝑀𝑑

2𝛾I ∗ ∗

GΞ 0 Λ
8
I ∗

A
𝑑
Ξ + BY

𝑀𝑑
0 0 Q − Λ

8
HH𝑇

]

]

]

]

]

]

]

> 0, (74)

[

[

[

[

Q ∗ ∗

H𝑇 0 ∗

0 I −Λ
8
I

]

]

]

]

> 0, (75)

[

[

[

[

[

[

[

[

[

[

1 ∗ ∗ ∗ ∗

x (𝑘 | 𝑘) Q ∗ ∗ ∗

x (𝑘 − 1 | 𝑘) 0 Ξ ∗ ∗

.

.

. 0 0 d ∗

x (𝑘 − 𝑑 | 𝑘) 0 0 0 Ξ

]

]

]

]

]

]

]

]

]

]

> 0, (76)

[

[

[

[

[

[

[

[

[

[

𝑢
2

maxI + 𝛽UU
𝑇

∗ ∗ ∗ ∗

Y𝑇
𝑀

Q ∗ ∗ ∗

Y𝑇
𝑀𝑑

0 Ξ ∗ ∗

0 0 0 Q ∗

0 0 0 VYM −𝛽I

]

]

]

]

]

]

]

]

]

]

≥ 0, (77)
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then u(𝑘 | 𝑘) = Y
𝑀
Q−1x(𝑘 | 𝑘)+Y

𝑀𝑑
Ξ
−1x(𝑘−𝑑 | 𝑘)will be a

nonfragile RMPC scheme satisfying input constraint described
by (1) and the upper bound of J(𝑘) will be less than 𝛾.

Proof. The proof is essentially similar to that of Theorem 5
and thus is omitted due to space limitation.

Theorem 10 (robust stability). If the optimization problem
(70) is feasible at the initial instant 𝑘 = 0, then the
proposed nonfragile RMPC law (9) will stabilize system (1)
asymptotically.

Proof. The proof is essentially similar to that of Theorem 7
and thus is omitted due to space limitation.

Remark 11. In the absence of either additive gain perturbation
or multiplicative gain perturbation, the result reduces to that
in [12]. This corresponds to setting M = N = 0 (for Case I)
andU = V = 0 (for Case II), respectively.This means that the
standard approach is more restrictive and consequently, the
algorithms proposed here are less conservative than the one
in [12].

Remark 12. The designed nonfragile RMPC algorithms in
Theorems 5 and 9 can be extended to a class of discrete-time
uncertain linear systems with multiple time-delayed states
described as follows:

x (𝑘 + 1) = (A + ΔA (𝑘)) x (𝑘) + Bu (𝑘)

+

𝑙

∑

𝜏=1

(A
𝑑
𝜏

+ ΔA
𝑑
𝜏
(𝑘)) x (𝑘 − 𝑑

𝜏
) ,

(78)

where 𝑑
𝜏

> 0 (𝜏 = 1, 2, . . . , 𝑙) denotes certain or
uncertain delays and the structured uncertainties ΔA

𝑑
𝜏

(𝑘)

(𝜏 = 1, 2, . . . , 𝑙) are time-varying matrixes satisfying norm-
bounded conditions similar to (2). In this case, the cor-
responding delay-dependent state feedback controller with
multiple time-delay compensation can be represented in the
following form:

u
𝐴/𝑀

(𝑘 + 𝑖 | 𝑘) = (K
𝐴/𝑀

+ ΔK
𝐴/𝑀

(𝑘)) x (𝑘 + 𝑖 | 𝑘)

+

𝑙

∑

𝜏=1

K
𝐴𝑑
𝜏
/𝑀𝑑
𝜏

x (𝑘 + 𝑖 − 𝑑
𝜏
| 𝑘) ,

(79)

where K
𝐴/𝑀

and K
𝐴𝑑
𝜏
/𝑀𝑑
𝜏

(𝜏 = 1, 2, . . . , 𝑙) denote the
gain matrixes to be determined by MPC strategies, respec-
tively, for additive gain perturbation or multiplicative gain
perturbation. Similar to the proof of Theorems 5 and 9,
corresponding nonfragile RMPC algorithms with multiple
time-delay compensation can be derived directly, which are
omitted in this paper for the sake of brevity.

Remark 13. Referring to the concept of the asymptotically
stable invariant ellipsoid [17] or polyhedral invariant sets
[19], the efficient off-line formulation of nonfragile RMPC
algorithms with time-delay compensation can be derived
directly, which are omitted in this paper for the sake of
brevity.

5. Numerical Simulations

In this section, two examples will be presented that demon-
strate the theoretical results given in previous sections.

Case 1 (additive gain perturbation). Using the same notions
mentioned above, let us consider the following discrete-time-
delay uncertain linear system as follows:

A = [
−0.3 1

−0.8 −0.4

] ,

A
𝑑
= [

−0.28 0.3

0.12 0.23

] ,

B = [
2

1

] ,

E = [
0.1

0.22

] ,

H = [

0.21

0.06

] ,

F = [
−0.04

0.2

]

𝑇

,

G = [

−0.1

−0.34

]

𝑇

,

Q
1
= [

1 0

0 1

] ,

R = 1,

𝑑 = 2,

𝜗 (0) = [
0.3

−0.4

] ,

x (0) = [
2

−3

] ,

Δ
1
(𝑘) = sin (𝑘) ,

Δ
2
(𝑘) = cos (𝑘) .

(80)

The input constraints are

‖u (𝑘)‖
2
≤ 2. (81)

The controller gain perturbation is assumed to have the
following form:

ΔK = 0.05 sin (𝑡) [0.8 −0.4] . (82)

All the parameters are substituted to Theorem 5 and
the optimization problem of LMIs is solved. The simulation
results are compared with the results obtained through
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Figure 2: State trajectories and cost index J.
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Figure 3: Control input and state-invariant ellipsoid 𝜉.

Zhang’s method without both gain perturbation and delay
compensation in [26] and the results obtained through the
method in [12] with merely delay compensation. In the
sequence, results obtained through the proposed method in
Theorem 5, the method in [26], and the method in [12] are
depicted, respectively, by red solid line, blue dashed line, and
green dotted line.

The state responses for 𝑥
1
and 𝑥

2
are demonstrated in

Figure 1. It shows that all the states through differentmethods
converge to zero. It is obvious that the closed-loop system
is stable and the proposed method is superior to the other
two methods in convergence speed. Figure 2 shows the state
trajectories of the closed-loop system and the cost index with
different methods. The cost index of the proposed method is
smaller than the other two methods with gain perturbation.
The control input and the state-invariant ellipsoid 𝜉, 𝜉 = {z |
z𝑇Q−1z ≤ 1} [5] are shown in Figure 3. According to Figure 3,

the inputs are all within their limits and no saturation is
observed all the time. Moreover, the state-invariant ellipsoid
of the proposed method is the largest. It inclines us to yield a
substantial expansion of the region stabilized and achieves a
less conservative result. In aword, the improvement is evident
in Figures 1 and 3.

Case 2 (multiplicative gain perturbation). Using the same
notions mentioned above, we consider the same system in
Case 1 with the exception that the controller gain perturba-
tion is assumed to have the following form:

ΔK = [0.05 0.1] sin (𝑘) [
0.8

−0.4

]K, (83)

where K represent K
𝑀
in (11). However, the control objective

has been modified into tracking a predefined reference
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.

trajectory. The benchmark reference trajectory ℵ
𝑟
is chosen

as follows, which is a time-varying piecewise step signal:

ℵ
𝑟
:

𝑥
1
=

{
{
{
{

{
{
{
{

{

1, 1 ≤ 𝑘 ≤ 20,

2, 21 ≤ 𝑘 ≤ 40,

3, 41 ≤ 𝑘 ≤ 60;

𝑥
2
=

{
{
{
{

{
{
{
{

{

−2, 1 ≤ 𝑘 ≤ 20,

−1, 21 ≤ 𝑘 ≤ 40,

−2, 41 ≤ 𝑘 ≤ 60.

(84)

Similar to Case 1, all the parameters are substituted
to Theorem 9 and the optimization problem of LMIs is
solved. The simulation results are compared with the results
that were obtained through Zhang’s method without both
gain perturbation and delay compensation in [26]. In the
sequence, results obtained through the proposed method in
Theorem 9 and the method in [26] are depicted by red solid
line and blue dashed line, respectively.The reference tracking
performance for 𝑥

1
and 𝑥

2
achieved through the above two

methods are, respectively, demonstrated in Figures 4 and 5.
The control input is shown in Figure 6. From Figures 4 and
5, it is clear that the designed controller guarantees global
stability and improves the reference tracking performance.
Since the input constraints are taken into consideration, thus
all the control moves are inside the boundary values as
depicted in Figure 6.

FromFigures 4, 5, and 6, one can see that the introduction
of nonfragility and time-delay compensation can improve
the control performance significantly. The above two exam-
ples illustrate that the nonfragile RMPC controllers in this
paper improve control performance effectively and are more
realistic from a practical point of view. All the simulations
have been verified on a PC with an Intel Core i3 processor
(speed 3.30GHz, RAM 4.00GB) with the software LMI
Control Toolbox in the MATLAB environment to compute
the solution of the linear minimization problem.

0
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Figure 5: Tracking trajectory for 𝑥
2
.
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Figure 6: Control input u.

6. Conclusions

In this paper, an online nonfragile RMPC algorithm with
guaranteed robust stability has been presented for a class
of discrete-time structured uncertain time-delayed systems
subject to two kinds of gain perturbations, respectively. This
method takes into consideration constraints on the inputs
and time delay on the states by imposing standard min-max
optimization strategy and thus extends the work in [13, 25].
The development is based on full state feedback assumption
and the online optimization involves the solution of a finite
dimensional LMI-based linear objective minimization. The
numerical example has verified the effectiveness of the
proposed designs.

As a further research, the nonfragile output feedback
RMPC will be developed to cope with cases where states
are partially or totally unavailable. Extension of the results
of this paper to more general uncertain systems with both
certain/uncertain state and input delays and design of delay-
dependent RMPC algorithms will be included in the future
research work of the authors. Moreover, our future research
work on this topic would also be finding other knobs to tackle
the LPV model, norm-bounded noise, and one or more free
control moves to reduce conservativeness.
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