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Since Wireless sensor networks (WSNs) are dramatically being arranged in mission-critical applications,it changes into necessary
that we consider application requirements in Internet of Things. We try to use WSNs to assist information query and navigation
within a practical parking spaces environment. Integratedwith high-performanceOFDMby piece-wise polynomial approximation,
we present a new method that is based on a diffusion equation and a position equation to accomplish the navigation process
conveniently and efficiently. From the point of view of theoretical analysis, our jobs hold the lower constraint condition and
several inappropriate navigation can be amended. Information diffusion and potential field are introduced to reach the goal of
accurate navigation and gradient descentmethod is applied in the algorithm. Formula derivations and simulationsmanifest that the
method facilitates the solution of typical sensor network configuration information navigation. Concurrently, we also treat channel
estimation and ICI mitigation for very high mobility OFDM systems, and the communication is between a BS and mobile target
at a terrible scenario. The scheme proposed here combines the piece-wise polynomial expansion to approximate timevariations
of multipath channels. Two near symbols are applied to estimate the first-and second-order parameters. So as to improve the
estimation accuracy and mitigate the ICI caused by pilot-aided estimation, the multipath channel parameters were reestimated in
timedomain employing the decided OFDM symbol. Simulation results show that this method would improve system performance
in a complex environment.

1. Introduction

In the past twenty years of active research and field trials,
WSNs have started penetrating into many areas of science,
engineering, and our daily life. They are also envisioned to
be an integral part of cyber-physical systems for example
those for alternative energy, transportation, and healthcare.
In supporting mission-critical, real-time, closed loop sensing
and control, WSNs express a significant departure from
traditional WSNs which usually focus on open-loop sensing
in WSNs. The impending application requirements in CPS
make it necessary to rethink about WSNs design.

Conventional applications [1–8] on distributed data col-
lection systems have already identified the advantages of
cheap networked nodes over traditional centralized sensing

systems. As a whole, most stochastic individual movements,
the simplest of which, the random waypoint mobility model
(equivalent to Brownian motion), is adopted to show pure
random movements of the entities of a system [4]. That is
why efficient and convenient navigation is important to users.
In the paper, we work on the information potential of using
a sensor network to aid information query and navigation
through a dynamic and real-time environment. It includes
the navigation of packets (responding client queries from
any target node), furthermore the navigation of drivers or
automobiles moving in the specified space. For instance users
with mobile communicating equipments with surrounding
sensors get real-time navigation data. The construction and
maintenance costs of these information potentials are varied
by the high-frequency queries about the data sources. Most
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of these gradient-based methods [9, 10] employ the natural
gradients of physical phenomena, due to the spatial distri-
bution of many physical quantities, for instance, temperature
measurements for heat, follows a natural diffusion law.

The novelty of our method is to set up a practical and
convenient information potential field that facilitates clients
to discover the local suboptimal value points as free parking
spot. Our means can help users to reach the local area with
higher density of information field instead of one extremum
value point. The area of higher density of information field
cannot attract any fierce conflict since this method guides
the car to the higher density of information area that keeps
several vacancies for cars. It would avert lower level competi-
tion for parking spots. The function of the heat conduction
equation is the time as the resource refreshed to meet the
physical means in the form of pairs of the information on
the degree of each node to be updated. Specially, we simulate
an information diffusion process by using Heat Equation
with boundary values specified. Effectively the information
potential set up a smooth “hill area” (information potential
field hill) with several local “summits”; almost all nodes on
this area are probably to have several ascending neighbors,
and thus greater capacity to reach the various definitions.
This trick of smoothing out the discrete hop counts by a heat
equation can also be applied in other settings where smooth
potential fields of information flow require to be maintained.
Eventually, we find that others [11] have also used similar
concept motivated by the solution to information navigation
in sensor networks [8]. References [6, 12] use routing based
upon an electrostatic potential field and information field;
but in those papers the emphasis is on network capacity
but not on eliminating competition crisis and convenient
information discovery, which are the topics explored in this
paper.

The rest of the paper is organized as follows. In Section 2,
we give the fundamental mathematical formulations about
information diffusion and heat equation. Then, a surface
fitting model based on variation method is introduced and
a smoothing large-scale (global aspect) information field is
established. In Section 3, fundamental mathematical formu-
lations about Laplace equation are described and a continu-
ous small-scale (local aspect) information field is established.
In Sections 4, 5, and 6, we provided the high-performance
OFDM evaluation results. Simulation numerical examples
are offered. The conclusions are given in the last section.

2. Smooth Large Scale Information Potentials

Information resources are altering momentarily from the
time users receive the guidance signal to the time drivers
access the target node. It is a process that client accesses
the target node after he receives the guidance information.
Nonetheless, in thewhole network, information resources are
continuously changing dynamically. Therefore, we can take
use of multiresolution gradient to accomplish this navigation
process; in other words, we can solve various cases of
navigated targets with different levels. First, customers are
enquired to arrive the better area with the higher information

level, which means to finish the inaccurate navigation or
fuzzy guidance. This configuration navigator is a quick and
fuzzy process that cannot guarantee the client reach the
specific parking lot. But it can assist the customer reach
the certain area that holds some extent information field.
And then, it could finish the further guidance to get in the
assured point. For the undetermined configuration navigator,
we require to construct a large scale and smooth information
gradient field (global information gradient) in view of the
inaccurate gradient descent method.

2.1. Information Diffusion and Heat Equation. The original
information gradient field of the entire network is precise
in each target node. But it cannot show the information
level of local area. For the uncertain configuration naviga-
tion, it is necessary for the client to find a field reflecting
local information level. For this local information field, the
information is not independent among various nodes but also
affect each other. Consequently, some extent diffusibility of
the information should be considered in the whole network.
Each node will extend its own valid information as source
node. The information diffusing process is represented by
a diffusion equation (that is to say, heat flow equation, a
kind of PDE). In this equation, c is Normal number, means
the proliferation of the speed. As time goes, the original
information fields gradually become a constant field. This
result is not useful for resolving the problem. For evolving the
information field to a better smooth version that preserved
the major features, the diffusing speed should be controlled
and then the following diffusion equation (Heat equation) is
introduced:

𝜕𝑢

𝜕𝑡
= 𝐹 (𝑢) ∇

2
𝑢,

𝑢 (0, 𝑥, 𝑦) = 𝑢
0
(𝑥, 𝑦) ,

(1)

where the function indicates for the diffusion speed of every
node and the function expresses the adjacent area of the
position (𝑥, 𝑦). The central-difference scheme is used to
solve (1). A smooth information field that reflects the local
information level will be obtained after 2257 times iterations
as shown in Figure 1. The relative change is less than 0.01%.

2.2. Potentials Fitting Based on Variation Method. To acquire
the large-scale smooth information field, the gradient descent
method is used to navigate the car by the information
resource. For the above Section 2.1, it is prerequisite for us
to snatch the more accurate grid and fitting the information
field layer.Thus, it is natural to refer to the energy functional.

Mesh refinement is performed directly. The four vertexes
of each grid hold the specific value, and then it can decide
a quadrilateral space. On account of the position inside the
defined triangle within the quadrilateral space, the informa-
tion gradient of the new adding vertex can be computed on
the basis of triangular coordinates.

Nonetheless, after completing the refinement, the infor-
mation gradient surface is still a piecewise triangular plane as
before so that it cannot adopt the gradient method. Balance
between accuracy and smoothness defined the following PDE
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(d) Final potential field

Figure 1: Evolution of information field under the controlling of variable coefficients diffusion equation.

tomeasure the smoothness of the curved surface andmeasure
the deviation between one surface and the initial surface (the
piecewise triangular surface)

𝜀 (V) = 𝛼∫
Ω

(V − 𝑢)
2
𝑑Ω + 𝛽∫

Ω

|∇V| 𝑑Ω + 𝛾∫
Ω

|∇V|
2
𝑑Ω.

(2)

In the above functional, 𝛼 and 𝛽 are normal parameters. To
get an optimal surface V∗(𝑥, 𝑦) (this surface is smooth enough
and the deviation between it and 𝑢(𝑥, 𝑦) is small enough), the
following optimal problem can be built up.

It is needed to search V∗(𝑥, 𝑦) that satisfy 𝜀(V∗) =

min{𝜀(V) | V ∈ 𝐻1
0
(Ω)} where 𝐻1

0
(Ω) the Soblev space of is

Ω.
Consequently, computing the Euler-Lagrange equation of

energy functional (2), and then we introduce the additional
part 𝜕𝑢/𝜕𝑡 so that the corresponding evolution equation is
obtained as follows:

𝜕𝑢

𝜕𝑡
= −2𝛼 (V − 𝑢) + 𝛽 diV( ∇V

|∇V|
) + 2𝛾∇

2
V,

V (0, 𝑥, 𝑦) = 𝑢 (𝑥, 𝑦) .

(3)

Set 𝛼 = 1, 𝛽 = 1, 𝛾 = 5, 𝜏 = 0.01 and set the relative
error limit as 0.01%. The central-difference scheme is used in
computation and a smooth large-scale potential field (see also
Figure 2) can be obtained after 478 times iterations.

After performing the construction of the large-scale
smooth information potential field, we can utilize the gradi-
ent descent method to navigate clients.

3. Small-Scale Information Potentials Based
on Laplace Equation

By the uncertain configuration navigation information of
the large-scale information field, drivers reached the higher
information field level, and then, customers need to be nav-
igated accurately within the small-scale (local) information
field. Definitively, clients could reach a certain node and
accomplish the requirement. To fulfill the last configuration
navigation object, smooth information is established that it
is precise on each local node. The result of La-place equation
boundary value problem is beneficial for this goal as follows:

∇𝑤
2
= 0, (𝑥, 𝑦) ∈ 𝐷,

𝑤 (0, 𝑥, 𝑦) = V (𝑥, 𝑦) , (𝑥, 𝑦) ∈ 𝜕𝐷.

(4)

It is affirmed that the value of any internal point can be
determined uniquely if the values of the information field
function on the boundaries of the nonconvex area are given.
What is more, based on the maximum principle, the certain
extreme points must lay the boundary. We are enlightened
by the previous work ofLin et al. (see in [11]) (They provide
a method that set up a smooth information field based
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(b) Final potential field

Figure 2: Evolution of potential field under the controlling of variable coefficients diffusion equation.

on the limited boundary conditions.) Therefore, a small-
scale method is constructed. Figure 3 shows several Laplace
problem cases on the nonconvex field.

Consequently, we can establish similar Laplace problem
in the current node where lies of the local area so that obtain
the small-scale information potential field 𝑤(𝑥, 𝑦) (in the
local node, the value is accurate but not smooth) that is almost
smooth everywhere. After computation, then the current
node will be refreshed as the local maximum point of the
small-scale potential field 𝑤(𝑥, 𝑦). This node must be one of
the nodes of the original discrete information potential field
𝑢
0
(𝑥, 𝑦) that meet the requirement of the information level.

4. Performance Evaluation

4.1. Implementation. As a result of in the large parking lot
real scenarios, it often accompanies with the signal interfer-
ence and obstacles influence the efficient communication as
vehicles are moving quickly. The communication quality is
demanded to guarantee for the efficient navigation. We rely
on the orthogonal frequency division multiplexing (OFDM)
to resolve this problem. (OFDM) modulation avoids inter-
symbol interference (ISI) by separating a broadband channel
into lots of orthogonal narrow-band subchannels [1]. But,
for high-mobility applications, the variation of the wireless
channel within an OFDM symbol damages the orthogonally
and causes intercarrier interference (ICI) [2]. With the
velocity increases, if the ICI is not abolished, the system
performance will be severely degraded and result in a floor.
Accurate channel estimation is necessary to effectively miti-
gate ICI. Nonetheless, doublyselective channel estimation is
a challenge due to the vast number of channel parameters to
be estimated. In [3], a fundamental expansion model (BEM)
is used to characterize channel timevariations and decrease
the number of parameters. Two methods relied on the linear
model were proposed in [4] to mitigate ICI in an OFDM
system. The correlation of channel response was exploited
to improve the estimate accuracy in [5]. Moreover, various
schemes have also been presented to treat the ICI cancellation
in high-mobility OFDM accordingly [6, 7]. These schemes

often require lots of dedicated pilots and implement in fre-
quency domain, with the channel estimation accuracy being
affected by ICI, especially in high Doppler spread scenario.
In this paper, we are regarded with time-varying channel
estimation and ICI mitigation of an OFDM system at very
high-speed terminals, for example high-speed railways or
MegLev.We are inspired the idea from [4] to obtain the initial
polynomial parameters in frequency domain. Then both
the first-order and second-order parameters were counted
from adjacent symbols and current symbol. To abrogate the
ICI caused by frequency-domain estimation and improve
the estimation accuracy, decision feedback was performed
once to reestimate the channel parameters in time domain.
Simulation results show that the proposed scheme improves
the mean square error (MSE) of channel estimation the same
as the bit error rate (BER) performance. Particularly, the
scheme does not need to know themaximumDoppler spread
or the statistics of the multipath channel.

4.2. Channel Model. Concernimg a time-varying multipath
channel with 𝐿 taps, the complex baseband representation
can be determined by

ℎ (𝑡, 𝜏) =

𝐿−1

∑

𝑙=0

𝛾
𝑙
(𝑡) 𝛿 (𝜏 − 𝜏

𝑙
) , (5)

where 𝜏
𝑙
is the delay of the 𝑙th tap and 𝛾

𝑙
(𝑡) is the correspond-

ing complex amplitude. 𝛾
𝑙
(𝑡)’s are independent for different

paths. Assume 𝛾
𝑙
(𝑡) has the same normalized correlation

function 𝑟(Δ𝑡) for all 𝑙, therefore,

𝑟
𝛾𝑙
(Δ𝑡) = 𝐸 {𝛾

𝑙
(𝑡 + Δ𝑡) 𝛾

∗

𝑙
(𝑡)} = 𝜉

𝑙
𝑟 (Δ𝑡) , (6)

where𝐸{⋅} indicates expectation, 𝜉
𝑙
is the average power of the

𝑙th path. We assume that the average power of the multipath
channel is unit ∑𝐿−1

𝑙=0
𝜉
𝑙
= 1.

𝑟(Δ𝑡) is dependent on the vehicle speed or, equivalently,
the maximum Doppler frequency. For the classical Jakes’
model,

𝑟 [𝑚] 𝑟 (𝑚𝑇
𝑠
) = 𝐽
0
(2𝜋𝑚𝑓

𝑑
𝑇
𝑠
) , (7)
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Figure 3: Results of Laplace problems in several nonconvex fields.

where 𝑇
𝑠
denotes sampling interval, 𝐽

0
(⋅) denotes the zeroth-

order Bessel function of the first kind. 𝑓
𝑑
= V𝑓
𝑐
/𝑐 is the

maximumDoppler frequency with V the speed of the vehicle,
𝑓
𝑐
the carrier frequency, and 𝑐 the speed of light.

4.3. ICI in Time-Varying Channel. Indicate 𝑋(𝑖)
𝑘
, 0 ≤ 𝑘 ≤

𝑁 − 1 as the transmitted signal over the 𝑘th subcarrier on
the 𝑖thOFDMsymbol, and then the time-domain transmitted
signal can be obtained by

𝑥
(𝑖)

𝑛
=

1

√𝑁

𝑁−1

∑

𝑘=0

𝑋
(𝑖)

𝑘
𝑒
𝑗2𝜋𝑛𝑘/𝑁

, −𝑁
𝑔
≤ 𝑛 ≤ 𝑁 − 1, (8)

where𝑁
𝑔
denotes the length of cyclic prefix (CP). Assume the

duration of CP is longer than the maximum delay spread, so
that the ISI can be completely avoided. Omit the superscript
(i), the time-domain received signal can be obtained as

𝑦
𝑛
=

𝐿−1

∑

𝑙=0

ℎ
𝑙,𝑛
𝑥
(𝑛−𝑙)𝑁

+ 𝑤
𝑛
, 0 ≤ 𝑛 ≤ 𝑁 − 1, (9)

where ℎ
𝑙,𝑛
, 0 ≤ 𝑙 ≤ 𝐿 − 1 denotes the discrete-time channel

over the 𝑙th path in the 𝑛th sampling interval, 𝑤
𝑛
indicates

the additive white Gaussian noise (AWGN), and ⟨⋅⟩
𝑁
is the

modulus of𝑁.
From (8) and (9), the corresponding frequency-domain

received signal over the𝑚th subchannel can be obtained by

𝑌
𝑚
=

1

√𝑁

𝑁−1

∑

𝑛=0

𝑦
𝑛
𝑒
𝑗2𝜋𝑚𝑛/𝑁

= 𝐺 (𝑚,𝑚)𝑋
𝑚
+

𝑁−1

∑

𝑘=0,(15)

𝑘 ̸=𝑚

𝐺 (𝑚, 𝑘)𝑋
𝑘
+𝑊
𝑚
,

(10)

where 𝑊
𝑚

indicates frequency-domain white noise and
𝐺(𝑚, 𝑘) denotes channel gain from the 𝑘th to the 𝑚th
subchannel given by

𝐺 (𝑚, 𝑘) =

𝐿−1

∑

𝑙=0

𝐻
𝑙
(𝑚, 𝑘) 𝑒

−𝑗2𝜋𝑘𝑙/𝑁 (11)

where𝐻
𝑙
(𝑚, 𝑘) denotes the frequency component of ℎ

𝑙,𝑛
, 0 ≤

𝑛 ≤ 𝑁 − 1, over the normalized frequency (𝑚 − 𝑘),

𝐻
𝑙
(𝑚, 𝑘) =

1

𝑁

𝑁−1

∑

𝑛=0

ℎ
𝑙,𝑛
𝑒
−𝑗2𝜋(𝑚−𝑘)𝑛/𝑁

. (12)

In (10), the first item means the desired signal from the
𝑚th subchannel and the second item denotes the aggregate
ICI from the rest𝑁 − 1 subchannels. Equation (11) indicates
that when 𝑘 ̸=𝑚, 𝐺(𝑚, 𝑘) = 0 only if ℎ

𝑙,𝑛
= ℎ
𝑙
. Videlicet, the

variation of the wireless channel within an OFDM symbol,
causes ICI.

Indicate Y = [𝑌
0
𝑌
1
⋅ ⋅ ⋅ 𝑌
𝑁−1

]
𝑇, X = [𝑋

0
𝑋
1
⋅ ⋅ ⋅ 𝑋
𝑁−1

]
𝑇,

andW = [𝑊
0
𝑊
1
⋅ ⋅ ⋅𝑊
𝑁−1

]
𝑇, the frequency-domain received

symbol can be denoted by

Y=GX+W, (13)

where G is the 𝑁 × 𝑁 channel frequency-domain response
matrix with its element being 𝐺(𝑚, 𝑘). With a slow time-
variant channel, G can be approximately regarded as diago-
nal. Nevertheless, as 𝑓

𝑑
increases, the ICI terms on the off-

diagonals ofG cannot be ignored, andG should be treated as
banded or even full matrix.

5. Channel Estimation and ICI Mitigation

In case of high-mobility condition, the frequency-domain
estimate will be influenced by ICI, and then degrade the
MSE performance.The correlation-based schemes also faded
in fast dispersive channel. We can design a time-domain
estimation scheme under the condition that the channel
statistics is not known.

5.1. Piece-Wise Polynomial Approximation. In this condition,
the time-domain channel responses of each tap are projected
over one OFDM symbol duration 𝑇 = (𝑁 + 𝑁

𝑔
)𝑇
𝑠
to a set of

polynomial basic functions around the center point, that is,

ℎ
𝑙,𝑛
≈ 𝛼
𝑙

0
+ 𝛼
𝑙

1
× (𝑛 −

𝑁 − 1

2
) × 𝑇
𝑠
+ ⋅ ⋅ ⋅ + 𝛼

𝑙

𝑄

× (𝑛 −
𝑁 − 1

2
)

𝑄

× 𝑇
𝑄

𝑠
, 0 ≤ 𝑛 ≤ 𝑁 − 1.

(14)
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𝛼
𝑙

𝑞
, 0 ≤ 𝑞 ≤ 𝑄, 0 ≤ 𝑙 ≤ 𝐿 − 1 indicates the 𝑞th order channel

parameter of the 𝑙th tap. Thus the channel state information
(CSI) can be obtained by estimating 𝛼𝑙

𝑞
.

Substitute (15) into (9), we have

𝑦
𝑛
=

𝑄

∑

𝑞=0

[

𝐿−1

∑

𝑙=0

𝛼
𝑙

𝑞
(𝑛 −

𝑁 − 1

2
)

𝑞

𝑇
𝑞

𝑠
𝑥
(𝑛−𝑙)𝑁

] + 𝑤
𝑛
, (15)

Indicate y = [𝑦
0
𝑦
1
⋅ ⋅ ⋅ 𝑦
𝑁−1

]
𝑇, w = [𝑤

0
𝑤
1
⋅ ⋅ ⋅ 𝑤
𝑁−1

]
𝑇, the

time-domain received signal can be denoted by

y =
𝑄

∑

𝑞=0

Δ
𝑞
xa
𝑞
+ w, (16)

where Δ
𝑞
is a diagonal matrix with diagonal elements (𝑛 −

(𝑁 − 1)/2)
𝑞
𝑇
𝑞

𝑠
, and a

𝑞
= [𝛼
0

𝑞
𝛼
1

𝑞
⋅ ⋅ ⋅ 𝛼
𝐿−1

𝑞
]
𝑇 is the stack of

𝑞th order parameters for all 𝑙. x is a 𝑁 × 𝐿 transmit matrix
stacked by𝑥

(𝑛−𝑙)𝑁
, with the element of 𝑛th row and 𝑙th column

indicated by 𝑥[𝑛, 𝑙] = 𝑥
(𝑛−𝑙)𝑁

.
Furthermore, the channel parameters of all the order

are stacked into A = [a𝑇
0
⋅ ⋅ ⋅ a𝑇Q]

𝑇, the data matrix as D =

[Δ
0
x ⋅ ⋅ ⋅ ΔQx], and then (16) can be written as

y = DA + w. (17)

In frequency domain, substitute (14) into (11), the matrix G
can be represented by

G =

𝑄

∑

𝑞=0

B
𝑞
H
𝑞
, (18)

where

H
𝑞
= diag {FFT ([a𝑇q0 ⋅ ⋅ ⋅ 0])} , (19)

B
𝑞
= FΔ
𝑞
FH. (20)

Here, FFT(V⃗) represents the FFT of the vector V⃗, diag(V⃗) is
the diagonal matrix spanned by vector V⃗, and F denotes the
𝑁-point unitary DFT matrix with the element of 𝐹[𝑚, 𝑛] =
𝑒
−𝑗2𝜋𝑚𝑛/𝑁

/√𝑁, 0 ≤ 𝑚, 𝑛 ≤ 𝑁−1.B
𝑞
is a𝑁×𝑁 circularmatrix

constructed from sequence FFT(diag{Δ
𝑞
}), its elements are

denoted by

B
𝑞 [𝑚, 𝑘] =

𝑇
𝑞

𝑠

𝑁

𝑁−1

∑

𝑛=0

(𝑛 −
𝑁 − 1

2
)

𝑞

𝑒
−𝑗2𝜋𝑛(𝑚−𝑘)/𝑁

. (21)

Matrix B
𝑞
can be precalculated and stored in the receiver.

Since 𝑓
𝑑
< 𝑓
𝑠
, where 𝑓

𝑠
= 1/𝑇

𝑠
denotes the bandwidth

of OFDM symbol, it can be suggested that the channel
variation is relative smooth over one symbol. Therefore, we
only consider the case when 𝑄 = 1, 2.

5.2. Pilot-Aided Initial Estimation. In this section, we will
discuss how to estimateH

0
,H
1
, andH

2
by pilots, respectively.

5.2.1. Estimation of H
0
. Insert 𝑃 ≥ 𝐿 equally spaced pilots,

𝑑
𝑝
, at subcarriers 𝑧

𝑝
= (𝑝×𝑁)/𝑃 for 0 ≤ 𝑝 ≤ 𝑃−1. An initial

estimate of 𝛼𝑙
0
can then be acquired at pilot tones as follows:

�̂�
𝑧𝑝,0

=

𝑌
𝑧𝑝

𝑋
𝑧𝑝

=
1

𝑁

𝐿−1

∑

𝑙=0

𝐻
𝑙
(𝑧
𝑝
, 𝑧
𝑝
) 𝑒
−𝑗2𝜋𝑙𝑧𝑝/𝑁

+

𝐼
𝑧𝑝
+𝑊
𝑧𝑝

𝑋
𝑧𝑝

, ≤ 𝑝 ≤ 𝑃 − 1.

(22)

In (22), 𝐼
𝑧𝑝
denotes ICI at 𝑧

𝑝
th subcarrier. Since𝐻

𝑙
(𝑧
𝑝
, 𝑧
𝑝
) =

(1/𝑁)∑
𝑁−1

𝑛=0
ℎ
𝑙,𝑛
, we can obtain �̂�l

0
through a𝑃-length IFFT of

[�̂�
𝑧0 ,0
, . . . , �̂�

𝑧𝑃−1 ,0
]
𝑇,

�̂�
𝑙

0
=
1

𝑁

𝑁−1

∑

𝑛=0

ℎ
𝑙,𝑛
=
1

𝑃

𝑃−1

∑

𝑝=0

�̂�
𝑧𝑝,0

𝑒
𝑗2𝜋𝑝𝑙/𝑃

. (23)

ThenH
0
can be obtained through (8). It should be noted

that the pilot-aided parameters estimation is interfered by ICI
in (11).

5.2.2. Estimation of H
1
and H

2
. The adjacent symbols will

be employed to estimate the channel parameters when 𝑄 >

0, shown in Figure 4. Generally, three reference points are
needed to estimate the second-order polynomial parameter,
so the previous and next symbols were used here. Since the
polynomial function is expanded at center point, we have
ℎ
(𝑖)

𝑙,(𝑁−1)/2
= 𝛼
𝑙(𝑖)

0
, where the superscript (𝑖) denotes 𝑖th OFDM

symbol. For simplicity, the subscript 𝑙 is omitted owing to
independent assumption for each tap.

Assume the fitting curve of current symbol is extended to
the midpoint of adjacent symbols, and then Ĥ

1
and Ĥ

2
over

the 𝑖th symbol can be calculated by the following:

𝑎
(𝑖)

1
=

{{{{{{{

{{{{{{{

{

𝑎
(𝑖+1)

0
− 𝑎
(𝑖)

0

𝑇
, 𝑖 = 1

𝑎
(𝑖+1)

0
− 𝑎
(𝑖−1)

0

𝑇
, 1 < 𝑖 < 𝑀 − 1

𝑎
(𝑖)

0
− 𝑎
(𝑖−1)

0

𝑇
, 𝑖 = 𝑀

𝑎
(𝑖)

2
=
{

{

{

0, 𝑖 = 1, 𝑖 = 𝑀

𝑎
(𝑖+1)

0
+ 𝑎
(𝑖−1)

0
− 2𝑎
(𝑖)

0

2𝑇2
, 1 < 𝑖 < 𝑀 − 1.

(24)

5.3. Time-DomainChannel Estimation. In this sectionwewill
estimate the polynomial parameters directly in time domain
by employing decided symbol, so as to mitigate the effect
of ICI. The decided symbol is obtained from initial channel
estimation.
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Figure 4: Piece-wise polynomial model.

Time-domain channel parameters can be calculated from
(17) straightly, the linear MMSE estimate of parameter vector
A is

Âmmse = (D
𝐻D + 𝜎

2I)
−1

D𝐻Y. (25)

Here, the decided frequency-domain symbol X̂ is used to
constructD. In summary, the procedure of proposedmethod
is listed as follows.

(1) Use(12) to estimate â(𝑖)
0
for 1 ≤ 𝑖 ≤ 𝑀.

(2) Use (13) and (14) to get â(𝑖)
1
and â(𝑖)
2
of current symbol.

(3) Substitute â(𝑖)
𝑞
into (6) and (8) and get Ĝ.

(4) Solve (3) for X̂.
(5) ConstructD by x̂ = IFFT(X̂), solve (15) for Â.

Assume that the multipath channel has 𝐼 dominant taps,
with sampled delays 𝑧

𝑖
, 0 ≤ 𝑖 ≤ 𝐼−1, and then the complexity

of time-domain estimation can be reduced to 𝑂(𝑄2𝐼2), which
is trifling for large 𝑁. Suppose 𝐼est taps are necessity for
estimation, 𝑧

𝑖
can be obtained by picking up 𝐼est terms with

the largest power from â
0
, and set the rest to zeroes.

6. Simulation Results

In this section, we present simulation results of the proposed
scheme using QPSK modulation. The symbol number is
𝑀 = 10 and the block size 𝑁 = 256. CP length 𝑁

𝑔
,

pilot number 𝑃, and the maximum delay 𝐿 are set to 32.
Symbol duration 𝑇 is fixed to 0.1ms and carrier frequency
𝑓
𝑐
= 3.5GHz, thus the normalized Doppler frequency 𝑓

𝑑
𝑇 =

0.162 when the speed is 500 km/hr. Furthermore, we assume
Jakes’ Doppler spectrum over multiple paths, the PDP is
exponential function with factor 0.05. In case of missing taps,
we estimate 𝐼est = I + 4 taps in the scheme.

Figures 5 and 6 show the MSE and BER performance,
respectively, when 𝐼 = 4 and 𝐼 = 6. In the figures,
“TD” denotes “time-domain” and “FD” denotes “frequency-
domain.” 𝑄 = 0 represents traditional FD estimation with
time-invariant assumption. As indicated in the figures, both
linear (𝑄 = 1) and second-order (𝑄 = 2) approximation in
FD achieve better performance than traditional estimation,
despite of high error floors caused by ICI. It can also be
watched that TD estimation has further improvement than
FD both in MSE and BER performance. When SNR = 20 dB,
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Figure 5: MSE Performance versus SNR.

TD has a promotion of 8–10 dB over FD in Figures 5 and 6,
the BER curves of TD are close to that of ideal CSI. Still, there
are error floors occurring at very high SNR, which mainly
came from the hard decision error. This error floor will be
eliminated by iterations.

As the number of dominating taps 𝐼 increases, the MSE
andBERperformance degrades.This is reasonable since there
are more parameters to be estimated, the performance of FD
estimation drops down, which also influences the symbol
decision and TD estimation. Figure 5 also indicates that the
MSE of 𝑄 = 1 is smaller than that of 𝑄 = 2 in low SNR. This
is mainly because second-order fitting have to estimate more
parameters, and as estimating error is trifling in high SNR, it
will have lower MSE due to the smaller modeling error.

7. Concluding and Remarks

In this paper, we proposed a brand new heat diffusion
equation to finish the navigation process conveniently and
easily. Several partial differential equations are proposed to
finish the navigation process conveniently and easily. The
partitioned scales are used to reach the goal of the accurate
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Figure 6: BER Performance versus SNR.

navigation. Some theoretic tools such as Heat Diffusion
Equation, PDE variational method, and gradient descent
methods are adopted in our method. Two smooth potential
fields of sensor network are beneficial to satisfy the customers’
requirement.Multiscale gradient descentmethods, examples,
and solid mathematical principles show that the method is
accurate and efficient, which enables to solve typical sensor
network configuration information navigation.The structure
of nonlinear PDE allows more flexibility and adaptability
in searching algorithm designs. Compared with the former
jobs depending on the discrete information field, ourmethod
ensures a local information field large enough to include
appropriate multiple targets and the competition conflict can
be resolved simultaneously. The information level of each
node can be updated with a satisfied physical methodology
when resource is dynamically changing. By developing an
algebraic structure of heat diffusion equation, we can com-
bine different potentials to enable far greater path diversity
and thus provide better performance than it is possible
with only onefold discrete field guidance. The simulation
results show that although with much relaxed assumptions,
our approach achieves comparable performance with sig-
nificantly reduced competition collision. Simultaneously, we
rely on the strengthened novel method to guarantee the
communication quality when the cars moving fast based
time-domain channel estimation method to mitigate the
effect of ICI and improve estimate accuracy. This scheme
is applicable to fast dispersive channel and the situation as
channel statistics is not determined. Numerical results have
simulated that the proposed scheme can increase both MSE
and BER performance compared to the frequency-domain
channel estimation. We will further explore this direction in
the future.
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