
Robotica (2017) volume 35, pp. 1–25. © Cambridge University Press 2015. This is an Open Access article, distributed
under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/3.0/), which permits
unrestricted re-use, distribution, and reproduction in any medium, provided the original work is properly cited
doi:10.1017/S0263574714002604

Motion planning and posture control of multiple
n-link doubly nonholonomic manipulators
Bibhya Sharma∗, Jito Vanualailai and Shonal Singh
The University of the South Pacific, FIJI

(Accepted October 16, 2014. First published online: March 5, 2015)

SUMMARY
The paper considers the problem of motion planning and posture control of multiple n-link doubly
nonholonomic mobile manipulators in an obstacle-cluttered and bounded workspace. The workspace
is constrained with the existence of an arbitrary number of fixed obstacles (disks, rods and curves),
artificial obstacles and moving obstacles. The coordination of multiple n-link doubly nonholonomic
mobile manipulators subjected to such constraints becomes therefore a challenging navigational
and steering problem that few papers have considered in the past. Our approach to developing
the controllers, which are novel decentralized nonlinear acceleration controllers, is based on a
Lyapunov control scheme that is not only intuitively understandable but also allows simple but
rigorous development of the controllers. Via the scheme, we showed that the avoidance of all types
of obstacles was possible, that the manipulators could reach a neighborhood of their goal and that
their final orientation approximated the desired orientation. Computer simulations illustrate these
results.

KEYWORDS: Lyapunov-based control scheme; Doubly nonholonomic manipulators; Ghost parking
bays; Minimum distance technique; Stability; Kinodynamic constraints.

1. Introduction

1.1. Motivational work
In the last two decades, roboticists have considered various types of navigation schemes that allow
multiple agents to achieve common or shared goals. Rules and behavioral patterns from nature have
been mimicked, modelled and applied to solve real-life applications. The applications include dull,
dirty, dangerous and difficult tasks such as surveillance, construction, transportation and traffic control,
health care, mining and sampling, reconnaissance, mowing, museum guides and space exploration.1–6

The tasks can be performed in environments which may even be inaccessible to humans7 or could
involve repetitions.

The use of multiple agents as opposed to single agents holds practical and theoretical advantages
in various contexts and situations. These, inter alia, include desired functionalities with stringent
time and cost constraints, increased robustness, greater fault tolerance, better safety, accelerated
performance and enhanced capabilities.1, 4, 7 The advantages are clearly due to the cooperation
and networking capabilities between agents, parallel processing power capability presented by
several agents, or simply due to an increased presence in the environment. However, physical
limitations, possible interference and computational problems such as role and task allocations
may surface in certain situations.1, 8 Notwithstanding these drawbacks, the advantages outweigh
the disadvantages; hence researchers are continuously developing and designing efficient task or
behavior-based algorithms for multiple robotic agents under various conditions.

Mobile manipulators have been considered to tackle complicated problems such as the one
described in this paper because of their mobility, which can classified into four types:4, 9–13 (1)
Type (h, h), where both platform and manipulator contain holonomic constraints; (2) Type (h, nh),
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2 Motion planning and posture control

where the platform is holonomic and the manipulator is nonholonomic; (3) Type (nh, h), where the
platform is nonholonomic but the manipulator is holonomic; and (4) Type (nh, nh), where both the
platform and the manipulator contain nonholonomic constraints.

In this paper, we consider type (nh, nh) mobile manipulators which were introduced by Tchoń et al.
in14 2004 and classified as the doubly nonholonomic mobile manipulators. A review of the literature
on motion planning and control of type (nh, nh) mobile manipulators reveals a relatively recent
activity carried out by only a handful of researchers. Tchoń et al. presented the kinematics theory of
type (nh, nh), which is composed of a mobile nonholonomic wheeled platform equipped with a planar
n-link nonholonomic manipulator. Such a system is able to autonomously perform manipulation of
tasks in environments where more configurations are reachable than compared to those by anchored
manipulators.12 Challenges one may face in autonomously controlling the motion of type (nh, nh)
mobile manipulators are the complexity of the control algorithms, intensive computations and the
difficulty of simulations, given the intimate coupling of the double nonholonomic constraints arising
from the union of an articulated robotic arm and a wheeled platform. These challenges motivate the
authors to develop an effective control scheme for such manipulators.

1.2. Background on collision avoidance schemes
The literature harbors a variety of algorithms addressing the motion planning and control of mobile
robots. They include the artificial potential field methods, graph search techniques, road maps and
neural network models.15–19 While the algorithms generated from graph search techniques and road
maps are elegant, they are computationally intensive and at times suffer from the problem of too
close.20 The neural network models, although robust are predominantly based on learning and
estimations.16, 21

The pioneer work on motion planning and control of robots via artificial potential fields was carried
out by Khatib in22 and this was followed by an abundance of work within the framework.4, 5, 23–27 The
governing principle behind the method is to attach an attractive field to the target and a repulsive field
to each obstacle. The workspace is inundated with positive and negative fields, with the direction of
motion facilitated via the notion of steepest descent.22 The method is favored due to an easier analytic
representation of system singularities and inequalities, increased processing speed and its simplicity
and elegance, although it inherently involves the problem of local minima. In this paper, we have
adopted an artificial potential field method known as the Lyapunov-based control scheme (LbCS)
from.5 The scheme has been recently applied to motion planning and control of various robotic
systems, including ones tagged with holonomic or nonholonomic constraints.4, 26, 28 The seminal idea
behind this control scheme is to design the attractive and repulsive potential functions which are
summed to form a suitable Lyapunov function that acts as an artificial potential field function or total
potentials. From this, the nonlinear controllers, centralized or decentralized, velocity or acceleration-
based, are extracted. The advantage of the method remains with the simplicity in designing the
controllers.

In 2012, the authors first showed that the LbCS is well-suited for type (nh, nh) mobile
manipulators.28 The authors applied the method to a single type (nh, nh) mobile manipulator and
showed the effectiveness of the method in developing controllers for navigating the manipulator
among rod-shaped, disk-shaped and polygonal obstacles. This paper extends the 2012 results in a
very comprehensive manner by considering multiple type (nh, nh) mobile manipulators moving in a
similarly cluttered workspace.

1.3. Contributions
A type (nh, nh) mobile manipulator is normally composed of a mobile nonholonomic wheeled
platform equipped with a planar n-link nonholonomic manipulator. The challenges of the type
(nh, nh) design are the complexity of the control algorithms, intensive computations and the difficulty
of simulations, given the intimate coupling of the double nonholonomic constraints arising from the
union of an articulated robotic arm and a wheeled platform. It is mainly because of this reason that
only a small number of researchers consider type (nh, nh) manipulators for complex tasks.11, 12, 14, 28

While the control strategies of mobile manipulators can either be centralized such as in9, 10 or
decentralized such as in,11–13 to the best of the authors’ knowledge, there is no decentralized
acceleration control laws that solve the motion planning and posture control problem of multiple
type (nh, nh) manipulators.
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Motion planning and posture control 3

In this paper, the authors deploy the Lyapunov-based control scheme to provide a simple but
effective means of harnessing decentralized control laws of multiple n-link doubly nonholonomic
mobile manipulators, hereafter, denoted as nDNMs. The framework also offers an extended degree
of flexibility by taking into account the final configurations and all the constraints pertaining to
the robotic system which includes, inter alia, limitations on velocity and steering angle, singular
configurations of the manipulator system, restrictions imposed by workspace and obstacles (moving,
stationary and artificial) in the workspace.

1.4. Organization
This paper is organized as follows: in Section 2 the doubly nonholonomic mobile manipulator robot
model is defined; in Section 3 we state the control objective; in Section 4 we provide a brief overview
of the Lyapunov-based control scheme (LbCS); in Section 5 the artificial potential field functions
are created in accordance with the LbCS; in Section 6 the decentralized acceleration controllers are
designed and stability analysis of the n-link mobile manipulators carried out; in Section 7 computer
simulations of two scenarios are carried out; and Section 8 concludes the paper and outlines future
work in the area.

2. Vehicle Model
Definition 1. Let Ai , i ∈ {1, 2, . . . , N}, N ∈ N, represent the ith n-link doubly nonholonomic mobile
manipulator, written in short-hand notation as the ith nDNM. It consists of a nonholonomic car-like
wheeled platform with a n-link nonholonomic manipulator mounted on the mid-front axle of the
platform. For each Ai , the wheeled platform is a disk with radius r0 and is positioned at the center
(xi0, yi0). Precisely, the wheeled platform is the set

Pi := {
(z1, z2) ∈ R2 : (z1 − xi0)2 + (z2 − yi0)2 ≤ r2

0

}
.

Link k, k = 1, 2, . . . , n, is a disk centered at (xik, yik) with radius rk . Link k of Ai can thus be defined
as

Lik := {
(z1, z2) ∈ R2 : (z1 − xik)2 + (z2 − yik)2 ≤ r2

k

}
.

Precisely, the ith nDNM is described by the set

Ai := {(z1, z2) ∈ R2 : Pi ∪ Li1 ∪ Li2 ∪ · · · ∪ Lin}.

As an illustration of Definition 2, we provide the schematics of a 4-link doubly nonholonomic
mobile manipulator in the inertial frameF , see Fig. 1. The inertial frameF is the Cartesian coordinate
z1-z2 plane as shown in Fig. 1. We adopt the novel approach presented by Nakamura et al.29 in
designing the n-link nonholonomic manipulator. The approach encompasses the design of a new
nonholonomic mechanical gear which is able to transmit velocities to many passive joints. The
nonholonomic constraints in the gear appear by assumption on rolling contact without slippage
between balls of a gear and special supporting wheels in the robot joints. The reader is referred to
Mazur and Szakiel in12 for a detailed overview of the nonholonomic manipulator. We assume no
slippage (i.e., ẋi0 sin θi0 − ẏi0 cos θi0 = 0) and pure rolling (i.e., ẋi0 cos θi0 + ẏi0 sin θi0 = vi) of the
car-like mobile platform of the ith nDNM.

Now, with reference to Fig. 1, the (xi, yi) coordinates give the position of the end-effector, φi gives
the platform’s steering angle with respect to its longitudinal axis, while �0 and b0 are, respectively,
the length and width of the platform. Furthermore, �k is the length of Link k, k ∈ {1, 2, . . . , n}. The
reader is referred to Table I for a list of variables that will be used to describe the dynamic model of
each Ai .

In Sharma et al.,28 we have derived in detail the dynamic model of a single nDNM. Thus, the
dynamic model of Ai , i ∈ {1, 2, . . . , N}, with respect to the position of its end-effector (xi, yi) ∈ R2
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Fig. 1. Illustration of the ith 4DNM in the inertial frame F . The schematics of the 4-link nonholonomic
manipulator is adopted from.29

defined in the inertial frame F is given as

ẋi = vi cos θi0 − �0ωi0 sin θi0 −
⎡
⎣ n∑

k=1

�k sin

⎛
⎝ k∑

p=0

θip

⎞
⎠
⎤
⎦ (ωi0 + ωi1)

−
⎧⎨
⎩

n∑
k=2

�k

⎡
⎣ k∑

p=2

⎛
⎝aip sin θi p−1

p−2∏
j=1

cos θij

⎞
⎠ sin

⎛
⎝ k∑

p=0

θip

⎞
⎠
⎤
⎦
⎫⎬
⎭ωi2,

ẏi = vi sin θi0 + �0ωi0 cos θi0 +
⎡
⎣ n∑

k=1

�k cos

⎛
⎝ k∑

p=0

θip

⎞
⎠
⎤
⎦ (ωi0 + ωi1)

+
⎧⎨
⎩

n∑
k=2

�k

⎡
⎣ k∑

p=2

⎛
⎝aip sin θi p−1

p−2∏
j=1

cos θij

⎞
⎠ cos

⎛
⎝ k∑

p=0

θip

⎞
⎠
⎤
⎦
⎫⎬
⎭ωi2,

θ̇i0 = ωi0, θ̇i1 = ωi1,

θ̇ik =
⎛
⎝aik sin θi k−1

k−2∏
j=1

cos θij

⎞
⎠ωi2, k = 2, 3, . . . , n,

v̇i = ui1, ω̇i0 = ui2, ω̇i1 = ui3, ω̇i2 = ui4,

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(1)

where aik are positive coefficients, depending on gear ratios. Note that
∏k−2

j=1 cos θij = 1 whenever
k − 2 < j . Also, we note that all the nonholonomic constraints are already factored into the ODEs
governing system (1).

Now, system (1) is a description of the instantaneous velocities and accelerations of the various
components of Ai . Let the vector xi := (xi, yi, θi0, θi1, θi2, . . . , θin, vi, ωi0, ωi1, ωi2) ∈ Rn+7 refer to
the position (xi, yi) of the end-effector of Ai , the orientations (θi0, θi1, θi2, . . . , θin) of the various
components of Ai and the velocities (vi, ωi0, ωi1, ωi2) of the various components of Ai at time t ≥ 0.
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Motion planning and posture control 5

Table I. Description of the system variables in the dynamic model of each Ai , i ∈ {1, 2, . . . , N}.
Variable Description

xi0(t) z1-component of the position of the center of the platform
yi0(t) z2-component of the position of the center of the platform
xik(t) z1-component of the position of the center of Link k, k ∈ {1, 2, . . . , n}
yik(t) z2-component of the position of the center of Link k, k ∈ {1, 2, . . . , n}
θi0(t) Angular position of platform with respect to the z1-axis
θi1(t) Angular position of Link 1 with respect to the platform
θik(t) Angular position of Link k with respect to Link k − 1, k = 2, 3, . . . , n

vi(t) Linear velocity of the wheels of the platform
ωi0(t) Angular velocity of the platform
ωi1(t) Angular velocity of joint 1 (active joint) of the manipulator
ωi2(t) Angular velocity of the driving input wheel located at joint 1
ui1(t) Linear acceleration of the wheels of the platform
ui2(t) Angular acceleration of the platform
ui3(t) Angular acceleration of joint 1
ui4(t) Angular acceleration of the driving input wheel located at joint 1

Now, let

fi(xi) = (fi1(xi), fi2(xi), gi1(xi), . . . , gi n+1(xi), 0, 0, 0, 0)

:= (
ẋi , ẏi , θ̇i0, . . . , θ̇in, 0, 0, 0, 0

) ∈ Rn+7,

and ui(t) := (ui1(t), ui2(t), ui3(t), ui4(t)) ∈ R4. Then system (1) can be written compactly as

ẋi := fi(xi) + Biui(t), (2)

where Bi is a (n + 7) × 4 matrix of the form

Bi =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0
0 0 0 0
0 0 0 0
...

...
...

...
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

Let x := (x1, x2, . . . , xN ) ∈ R(n+7)×N refer to the positions, orientations and the velocities of all the
N nDNMs. Let f(x) := (f1(x), f2(x), . . . , fN (x)) ∈ R(n+7)×N and u(t) := (u1(t), u2(t), · · · , uN (t)) ∈
R4N . Then we have the following initial-value problem for N nDNMs:

ẋ = f(x) + Bu(t), x(t0) =: x0, t0 ≥ 0, (3)

where, if 0 is a (n + 7) × 4 matrix of all zero entries,

B =

⎡
⎢⎢⎣

B1 0 · · · 0
0 B2 · · · 0
...

...
. . .

...
0 0 · · · BN

⎤
⎥⎥⎦ .

Now, assume that the final position of the end-effector of Ai is at the point (xi, yi) = (pi1, pi2)
and final orientation at this point is (θi0, θi1, . . . , θin) = (pi3, pi4, . . . , pi n+3). Its final instantaneous
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Fig. 2. The protective regions of the ith 4DNM.

velocity vector is (vi, ωi0, ωi1, ωi2) = (0, 0, 0, 0). Then it is clear that the points

x∗
i := (pi1, pi2, pi3, pi4, . . . , pi n+3, 0, 0, 0, 0) ∈ Rn+7

are the components of the equilibrium point of system (3) in which we are interested, that is,

x∗ := (x∗
1, x∗

2, . . . , x∗
N ) ∈ R(n+7)×N.

Now, to ensure that the entire body of Ai safely steers past an obstacle, we enclose each
body of Ai by the smallest protective region possible (see Fig. 2). Precisely, given the clearance
parameters ε1 > 0 and ε2 > 0, a circular protective region centered at (xi0, yi0) with radius
r0 =

√
(�0 + 2ε1)2 + (b0 + 2ε2)2/2 can be considered for the mobile platform, in this case, a car-like

robot. For Link k (k = 1, 2, . . . , n − 1), we use circular protective regions centered at (xik, yik) with
radius rk = �k/2. For Link n, we use a circular protective region centered at (xin, yin) with radius
rn = �n/2 + ε3 (where ε3 > 0 is the safety parameter needed to protect the gripper).

Also, it can easily be verified that we can express the positions of the mobile car-like platform and
Link k of Ai completely in terms of the state variables xi , yi , θi0 and θik . For example, for the n links
of Ai , we have

xim = xi −
n∑

k=m

�k

2�m+1
k+1 � cos

⎛
⎝ k∑

p=0

θip

⎞
⎠ ,

yim = yi −
n∑

k=m

�k

2�m+1
k+1 � sin

⎛
⎝ k∑

p=0

θip

⎞
⎠ ,

which gives the Cartesian position (xim, yim) of the center of the mth link, m = 1, 2, . . . , n, in the
inertial frame F . Since these are positional measures only they do not include the nonholonomic
constraints. Therefore, the equations are exactly the same as the type (nh, h) ones, where the platform
is nonholonomic but the manipulator is holonomic (see for example4).

https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0263574714002604
Downloaded from https://www.cambridge.org/core. Open University Library, on 11 May 2019 at 23:47:05, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/S0263574714002604
https://www.cambridge.org/core


Motion planning and posture control 7

3. Control Objective
Our objective is to design the acceleration controllers ui1, ui2, ui3, and ui4, for Ai , i ∈ {1, 2, . . . , N},
such that they autonomously and safely coordinate multiple nDNMs in a decentralized manner,
navigate the manipulators successfully past obstacles in the workspace, guide them to a neighborhood
of their designated targets and align each manipulator in a final orientation that approximates its
predefined final orientation.

4. An Overview of a Lyapunov-based Control Scheme
To design the controllers, we shall use a Lyapunov-based control scheme (LbCS) proposed in.5

According to the control scheme, we construct attractive and obstacle avoidance functions for the
attraction to targets and repulsion from various obstacles, respectively. We note that these functions
are basically Euclidean measures between the robots and the targets, or obstacles. The sum of these
potential functions is termed as the total potentials. As an overview of the scheme’s application,
consider a point-mass moving in a rectangular workspace since the exposition leads smoothly to the
development of the controllers of the mobile manipulators. The point-mass is required to move to its
target while avoiding a stationary object in the workspace.

Definition 2. The point-mass PM is a disk of radius rP ≥ 0 and is positioned at (x(t), y(t)) ∈ R2 at
time t ≥ 0. Precisely, the point-mass is the set

PM := {
(z1, z2) ∈ R2 : (z1 − x)2 + (z2 − y)2 ≤ r2

P

}
,

with respect to the z1-z2 plane.
Definition 3. The designated target for the point-mass PM is a disk with center (p1, p2) and radius
rT > 0. That is, it is the set

T := {(z1, z2) ∈ R2 : (z1 − p1)2 + (z2 − p2)2 ≤ r2
T }.

Definition 4. The stationary solid object is a circular disk with center (o1, o2) and radius rO > 0.
Precisely, the solid object is the set

O := {(z1, z2) ∈ R2 : (z1 − o1)2 + (z2 − o2)2 ≤ r2
O}.

For target attraction, we require a measurement of the Euclidean distance between the position (x, y)
of the point-mass PM and its target T . Therefore, a likely attractive potential function is

H (x, y) := 1

2

[
(x − p1)2 + (y − p2)2

]
.

For obstacle avoidance, we require a measurement of the Euclidean distance between the centers
of the point-mass PM and the obstacle O. Thus, a likely potential function is

FO(x, y) := 1

2

[
(x − o1)2 + (y − o2)2 − (rP + rO)2

]
.

Given a scalar α > 0 (a tuning or control parameter), the total potential field that can guarantee target
convergence and obstacle avoidance is defined as the sum of the attractive and repulsive potential
fields, and is generated by the total potential field function

H (x, y) + α

FO(x, y)
. (4)

In Fig. 3, as an illustration, we show the total potential field generated by Eq. (4) to guide the
point-mass PM to a target placed at (20, 20) – the minimum of the field.

Using the same approach, we develop a total potential function for the multiple manipulators and
use it to derive the acceleration controllers for each Ai .
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8 Motion planning and posture control

Fig. 3. The total potentials generated by Eq. (4). The target is located at (p1, p2) = (20, 20) with radius
rT = rP = 1 and the obstacle is fixed at (o1, o2) = (10, 20) with a radius of rO = 2. The value of the tuning
parameter is chosen as α = 10. (a) 3D Visualization. (b) Contour plot.

5. Attraction and Avoidance Functions
It is assumed that for eachAi , the final postures (final position of the end-effector and final orientations
of each component of Ai at the target) are predefined. It is also assumed, unless otherwise stated,
that for all the target attraction and obstacle avoidance functions that will be derived in this section,
we have i ∈ {1, 2, . . . , N} for Ai , and m ∈ {0, 1, . . . , n}, for the mth articulated body of Ai for
n ≥ 3 and n, N ∈ N. We note that for each Ai , if n = 1, the manipulator is over-actuated. If n =
2, the manipulator is fully-actuated. The interesting cases involve under-actuated n-link doubly
nonholonomic manipulator systems that arise when n ≥ 3. Hence, the above assumption that n ≥ 3
for the ith nDNM.

5.1. Functions for target attraction and final orientation
For the end-effector of Ai , we assign a circular target with center (pi1, pi2) and radius rti > 0. We
define the target as

Ti := {(z1, z2) ∈ R2 : (z1 − pi1)2 + (z2 − pi2)2 ≤ rt2
i }.

For its attraction, we consider the target attractive function

Hi(x) := 1

2

⎡
⎣(xi − pi1)2 + (yi − pi2)2 + v2

i +
2∑

j=0

ω2
ij

⎤
⎦ , (5)

which is nonnegative for all x ∈ R(n+7)×N .
On orientation, we adopt the concepts of the minimum distance technique (MDT) and the ghost

parking bays from Sharma et al.5 to achieve the final orientation of the wheeled platform of Ai . There
is one ghost parking bay for each Ai . Each parking bay consists of three ghost walls making up a
rectangular shape, with an open end for entry. To achieve the final orientations, these ghost walls
have to be avoided.

To avoid the ghost walls, we use the MDT to identify the closest point on each Kth ghost wall
measured from the reference point of the platform of Ai . Avoidance of these closest points on a ghost
wall at any time t ≥ 0 essentially results in the avoidance of the entire wall by the platform of Ai .

Now, given the saturation function �iK : R2 → [0, 1] ⊂ R, defined as

�iK (xi0, yi0) :=
⎧⎨
⎩

0 , if �iK < 0,

�iK , if 0 ≤ �iK ≤ 1,

1 , if �iK > 1,
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Motion planning and posture control 9

we can obtain the parametric representation of this Kth ghost wall in the z1-z2 plane with initial
coordinates (AK1, BK1) and final coordinates (AK2, BK2) as

CiK := AK1 + �iK (AK2 − AK1), DiK := BK1 + �iK (BK2 − BK1).

Minimizing the Euclidean distance between the point (xi0, yi0) and the ghost wall (CiK, DiK ), we get

�iK = (xi0 − AK1)QK1 + (yi0 − BK1)QK2, for �iK ∈ [0, 1],

where

QK1 := AK2 − AK1

(AK2 − AK1)2 + (BK2 − BK1)2
and QK2 := BK2 − BK1

(AK2 − AK1)2 + (BK2 − BK1)2
.

We note that �iK (xi0, yi0) is a nonnegative scalar such that it is restricted to the interval [0,1]. As a
result there is always an avoidance of the Kth ghost wall at every time t ≥ 0.

Each target will be surrounded by three ghost walls, which have to be avoided by the platform
of the respective Ai . This means that the platform of the ith nDNM will be avoiding (3i − 2)st,
(3i − 1)nd and (3i)rd ghost walls; thus K ∈ {3i − 2, 3i − 1, 3i}. The following obstacle avoidance
function will ensure that the platform of Ai will avoid the time-varying closest points on the ghost
walls positioned at the target configuration of the ith robot:

PBiK (x) := 1

2

[
(xi0 − CiK )2 + (yi0 − DiK )2 − r2

0

]
,

for K ∈ {3i − 2, 3i − 1, 3i}.
Given some (tuning or control) parameter τiK > 0, we can form the repulsive potential field

function

N∑
i=1

3i∑
K=3i−2

τiK

PBiK (x)
.

Consider, for example, the presence of one 3DNM (that is, N = 1 and n = 3). The total potential
field that governs the motion of the 3DNM, denoted as A1, is

H1(x) +
3∑

K=1

τ1K

PB1K (x)
. (6)

Figure 4 presents a 3D view of the total potential field and the corresponding contour plot produced
by Eq. (6).

5.2. Functions for obstacle avoidance
In this section we list all different types of obstacles and propose functions for their avoidance. Some
of these obstacles are physical obstacles residing within the workspace, which is defined below:
Definition 5. The planar workspace is a fixed, closed and bounded rectangular region defined for
some η1 > 2

∑n
m=0 rm and η2 > 2

∑n
m=0 rm as the set

WS := {(z1, z2) ∈ R2 : 0 ≤ z1 ≤ η1, 0 ≤ z2 ≤ η2}.

5.2.1. Workspace boundaries as obstacles. We begin by noting that the left, lower, right, and upper
boundaries of the workspace can be defined as follows:

B1 := {(z1, z2) ∈ R2 : z1 = 0}, B2 := {(z1, z2) ∈ R2 : z2 = 0},
B3 := {(z1, z2) ∈ R2 : z1 = η1}, B4 := {(z1, z2) ∈ R2 : z2 = η2}.
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10 Motion planning and posture control

Fig. 4. The total potentials generated for target attraction and avoidance of the ghost walls of the parking
bay for A1. The target is located at (p11, p12) = (1, 25). The initial and final coordinates of the three
ghost walls are (A11, B11) = (0, 26.5), (A12, B12) = (0, 23.5), (A21, B21) = (0, 26.5), (A22, B22) = (5, 26.5),
(A31, B31) = (0, 23.5) and (A32, B32) = (5, 23.5), while τ1K = 1, K = 1, 2, 3. (a) 3D visualization. (b) Contour
plot.

We require each Ai to stay within the rectangular region of the WS at all time t ≥ 0. As such, the
boundaries of the WS are considered as fixed obstacles and for their avoidance by each articulated
body of Ai , we adopt the following obstacle avoidance functions:

Wi 4m+1(x) := xim − rm, Wi 4m+2(x) := yim − rm,

Wi 4m+3(x) := η1 − (rm + xim), Wi 4m+4(x) := η2 − (rm + yim).

It is clear that Wi 4m+1, Wi 4m+3 > 0 for all xim ∈ (rm, η1 − rm) and Wi 4m+2, Wi 4m+4 > 0 for all
yim ∈ (rm, η2 − rm).

5.2.2. Stationary solid objects. To the authors’ knowledge this is the first time that various types of
obstacles are treated within the obstacle and collision avoidance scheme of multiple nDNMs.

5.2.3. Category 1: disk-shaped obstacles. Let us fix q ∈ N disk-shaped obstacles within the WS.
The lth disk-shaped obstacle is defined as a circular disk with center given as (ol1, ol2) and radius
radl . For avoidance by the mth body of Ai , we consider the obstacle avoidance function

FOiml(x) := 1

2

[
(xim − ol1)2 + (yim − ol2)2 − (rm + radl)

2
]
,

for l = 1, 2, . . . , q.

5.2.4. Category 2: rod-shaped obstacles. Let us fix z ∈ N rod-shaped obstacles within the WS. We
assume that the k̃th rod-shaped obstacle can be collapsed into a straight line segment with initial
coordinates (ak̃1, bk̃1) and final coordinates (ak̃2, bk̃2).5 The parametric representation of the k̃th line
segment can be given as

cimk̃ := ak̃1 + λimk̃(ak̃2 − ak̃1), dimk̃ := bk̃1 + λimk̃(bk̃2 − bk̃1),

where k̃ = 1, 2, . . . , z. Using the MDT for the avoidance of these z line segments, we get

λimk̃(xim, yim) :=
⎧⎨
⎩

0 , if λimk̃ < 0,

λimk̃ , if 0 ≤ λimk̃ ≤ 1,

1 , if λimk̃ > 1,
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Fig. 5. The l̃th curve-shaped obstacle collapsed into an arc with center (cal̃, cbl̃) and radius ral̃ .

with

λimk̃ = (xim − ak̃1)qk̃1 + (yim − bk̃1)qk̃2, for λimk̃ ∈ [0, 1],

where

qk̃1 := ak̃2 − ak̃1

(ak̃2 − ak̃1)2 + (bk̃2 − bk̃1)2
, qk̃2 := bk̃2 − bk̃1

(ak̃2 − ak̃1)2 + (bk̃2 − bk̃1)2
,

which guarantee avoidance of the k̃th rod-shaped fixed obstacle at every iteration t ≥ 0. For avoidance,
we consider the obstacle avoidance function

ROimk̃(x) := 1

2

[
(xim − cimk̃)2 + (yim − dimk̃)2 − r2

m

]
, (7)

for k̃ = 1, 2, . . . , z.

5.2.5. Category 3: curve-shaped obstacles. Let us fix s̃ ∈ N curve-shaped obstacles within the WS.
Adopting the nomenclature and methodology of Sharma et al. in,27 we assume that the l̃th curve-
shaped obstacle can be collapsed into an arc in the z1-z2 plane with initial coordinates (ml̃1, nl̃1) and
final coordinates (ml̃2, nl̃2), which can be extended from a center (cal̃, cbl̃) (see Fig. 5).

The parametric representation of the l̃th arc can be given as xl̃ := cal̃ + ral̃ cos ψl̃ and yl̃ :=
cbl̃ + ral̃ sin ψl̃ , where ral̃ is the radius and ψl̃ ∈ [ψl̃ min, ψl̃ max], with reference to the main-axis.

Again, using the MDT, the coordinates of the point that provides the minimum distance from Ai

can be given as ximl̃ = cal̃ + ral̃ cos ψiml̃ , yiml̃ = cbl̃ + ral̃ sin ψiml̃ , where

ψiml̃ := atan2 (yim − cbl̃, xim − cal̃),

and the modified saturation function ψiml̃ ∈ R, adopted from,27 is

ψiml̃(xim, yim) :=
⎧⎨
⎩

ψl̃ min, if ψiml̃ < ψl̃ min,

ψiml̃, if ψl̃ min ≤ ψiml̃ ≤ ψl̃ max,

ψl̃ max, if ψiml̃ > ψl̃ max.

Since ψiml̃(xim, yim) is restricted to the interval [ψl̃ min, ψl̃ max], there is always an avoidance of the
l̃th curve-shaped fixed obstacle at every iteration t ≥ 0. For avoidance, we have

COiml̃(x) := 1

2

[
(xim − ximl̃)

2 + (yim − yiml̃)
2 − r2

m

]
, (8)

for l̃ = 1, 2, . . . , s̃.
Figure 6 presents a 3D view of the total potentials and the corresponding contour plot generated

from the attractive function governed by Eq. (5) and the repulsive potential functions designed from
Eqs. (7) and (8) for a 3DNM upon treating the velocity and angular components as constants. A
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Fig. 6. The total potentials (corresponds to the z3-axis) for target attraction and avoidance of multiple rod-
shaped and curve-shaped obstacles by the wheeled platform of a 3DNM with the target fixed at (p11, p12) =
(65, 65). Also, v1 = 2, ω10 = ω11 = ω12 = π/360, θ10 = 0, θ11 = π/3, θ12 = −π/3, and θ13 = −π/4. (a) 3D
visualization. (b) Contour plot.

roundabout-type obstacle is created with an appropriate combination of rod-shaped and curve-shaped
obstacle segments with a global target in the middle.

5.2.6. Moving obstacles. Each solid body of the mobile manipulator has to be treated as a moving
obstacle for all the other nDNMs in the WS. Therefore, for each mth component of Ai to avoid the
uth moving solid body of Aj , the avoidance function is

MOmuij (x) := 1

2

[
(xim − xju)2 + (yim − yju)2 − (rm + ru)2] ,

for j = 1, 2, . . . , N , j �= i.

5.2.7. Artificial obstacles from dynamic constraints and mechanical singularities. The instantaneous
velocities of the mobile platform and the n links of Ai are restricted due to safety considerations, and
the rotation angles of Link k, for k = 1, 2, . . . , n, are restricted due to mechanical singularities. The
only way these dynamic constraints can be treated within the framework of the LbCS is to construct
an artificial obstacle associated to each constraint and then avoid it to solicit the desired restriction.

5.2.8. Category 1: modulus bound on velocities. We limit the translational and the rotational velocities
of the nDNMs as follows:30

(i) |vi | < vmax, where vmax is the maximal achievable speed;
(ii) |ωi0| < vmax/|ρmin|, where ρmin = �0/ tan(φmax) and φmax is maximal steering angle;

(iii) |ωi1| < ω1 max and |ωi2| < ω2 max, where ω1 max and ω2 max are the maximal rotational velocities
of the first joint and the driving input wheel, respectively.

For simplicity, the values of vmax, φmax, ω1 max, and ω2 max are kept the same for each Ai .
Next, we model the constraints as artificial obstacles. From (i) above, we define the artificial

obstacle

AOi1 := {vi ∈ R : vi ≤ −vmax or vi ≥ vmax} .

To avoid it, we can use the function

Ui1(x) := 1

2
(vmax − vi) (vmax + vi) ,
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Motion planning and posture control 13

noting that Ui1 > 0 for vi /∈ AOi1, that is, for −vmax < vi < vmax, which is the requirement in (i).
Similarly, we can create artificial obstacles from (ii) and (iii) and use similarly defined functions for
their avoidance. In summary, our avoidance functions that can ensure that the inequalities in (i)–(iii)
are satisfied are:

Ui1(x) := 1
2 (vmax − vi) (vmax + vi) , Ui2(x) := 1

2

(
vmax
|ρmin| − ωi0

) (
vmax
|ρmin| + ωi0

)
,

Ui3(x) := 1
2 (ω1 max − ωi1) (ω1 max + ωi1) , Ui4(x) := 1

2 (ω2 max − ωi2) (ω2 max + ωi2) .

5.2.9. Category 2: mechanical singularities. Singular configurations arise from Ai when θim = 0,
θim = π or θim = −π , for m = 2, 3, . . . , n, implying that the links can neither be fully stretched nor
folded onto each other. The artificial obstacles corresponding to these singularities are

AOi m+3 := {θim ∈ R : θim = 0, θim = π or θim = −π}.

For their avoidance, we consider the functions

Si 2m−3(x) := |θim| and Si 2m−2(x) := π − |θim|,

for θim ∈ (−π, 0) ∪ (0, π), where m = 2, 3, . . . , n. We also note that the angle between Link 1 and
the mobile platform is bounded, that is, Link 1 can freely rotate within (−π/2, π/2).Therefore, we
have

Si 2n−1(x) := 1

2

(π

2
− θi1

) (π

2
+ θi1

)
,

for the avoidance of the artificial obstacle

AOi n+4 := {θi1 ∈ R : θi1 ≤ −π/2 or θi1 ≥ π/2}.

5.3. Auxiliary function
To ensure that the total potentials vanish at the target configuration, we use an auxiliary function

Fi(x) := 1

2

[
(xi − pi1)2 + (yi − pi2)2 + ρi0(θi0 − pi3)2 +

n∑
k=1

ρik(θik − pi k+3)2

]
. (9)

Note that pi3 and pi k+3 are the desired final orientations of the platform and Link k, respectively.
Here, ρi0 and ρik are new parameters classified as the angle-gain parameters, which will be used
to force prescribed final orientations of each solid body of Ai . An angle-gain parameter will have a
value of 1 if a final orientation is prescribed; else it gets a default value of 0.

6. Controllers and Stability Analysis
The nonlinear control laws for our dynamic system (1) will be designed using the Lyapunov-based
control scheme, which will also provide a mathematical proof of stability of system (3) via the Direct
Method of Lyapunov.

6.1. Lyapunov function
We now construct the total potentials, that is, a Lyapunov function for system (3). First, we introduce
the following parameters that we will use in the repulsive potential functions:

(i) τiK > 0, K = 3i − 2, 3i − 1, 3i, for the avoidance of the walls of the ghost parking bays (see
Subsection 5.1);
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14 Motion planning and posture control

(ii) αis > 0, s = 1, . . . , 4n + 4, for the avoidance of the boundaries of the workspace WS (see
Subsection 5.2.1);

(iii) γiml > 0, l = 1, . . . , q, for the avoidance of q disk-shaped obstacles (see Subsection 5.2.2);
(iv) ψimk̃ > 0, k̃ = 1, . . . , z, for the avoidance of z rod-shaped obstacles (see Subsection 5.2.2);
(v) κiml̃ > 0, l̃ = 1, . . . , s̃, for the avoidance of s̃ curve-shaped obstacles (see Subsection 5.2.2);

(vi) ζmuij > 0, j �= i, for the collision avoidance between any two nDNMs (see Subsection 5.2.6);
(vii) βir > 0, r = 1, . . . , 4, and ξip > 0, p = 1, . . . , 2n − 1, for the avoidance of the artificial

obstacles from dynamic constraints (see Subsection 5.2.7).

These are basically tuning or control parameters. Using these, we now propose the following
Lyapunov function for system (3) with two components, namely, the attractive and repulsive potential
field components:

V (x) :=
N∑

i=1

⎧⎪⎨
⎪⎩Hi(x) + Fi(x)

⎡
⎢⎣ 4n+4∑

s=1

αis

Wis(x)
+

4∑
r=1

βir

Uir (x)
+

2n−1∑
p=1

ξip

Sip(x)
+

3i∑
K=3i−2

τiK

PBiK (x)

⎤
⎥⎦

+Fi(x)
n∑

m=0

⎛
⎝ q∑

l=1

γiml

FOiml(x)
+

z∑
k̃=1

ψimk̃

ROimk̃(x)
+

s̃∑
l̃=1

κiml̃

COiml̃(x)

⎞
⎠

+Fi(x)
N∑
j=1
j �=i

n∑
m=0

n∑
u=0

ζmuij

MOmuij (x)

⎫⎪⎬
⎪⎭ .

The tentative Lyapunov function is locally positive definite and continuous over the domain

D(V ) := {
x ∈ R(n+7)×N : Wis(x) > 0, s = 1, . . . , 4n + 4; Uir (x) > 0, r = 1, . . . , 4;

MOmuij (x) > 0, j = 1, . . . , N, j �= i; Sip(x) > 0, p = 1, . . . , 2n − 1;

FOiml(x) > 0, l = 1, . . . , q; ROimk̃(x) > 0, k̃ = 1, . . . , z;

COiml̃(x) > 0, l̃ = 1, . . . , s̃; PBimK (x) > 0, K = 3i − 2, 3i − 1, 3i
}
.

Indeed, V (x∗) = 0 since Hi(x∗
i ) = 0 and Fi(x∗

i ) = 0. Hence, x∗ ∈ D(V ) and is an equilibrium point
of system (3).

We shall show at the end of this section that D(V ) is a positively invariant set, meaning that
if x(0) ∈ D(V ), then x(t) ∈ D(V ) for all t ≥ 0. The implication of this is that V guarantees the
avoidance of every type of obstacle.

6.2. Nonlinear acceleration controllers
The process of designing the feedback controllers begins by finding the time-derivative of V along
every solution of system (3) and forcing it to be at least negative semi-definite on D(V ). After a
tedious but straightforward derivation, it can be shown that

V̇(3) (x) =
N∑

i=1

[
fi1 (x) ẋi + fi2 (x) ẏi +

n∑
m=0

(
fi 2m+3 (x) ẋim + fi 2m+4 (x) ẏim + gi m+1 (x) θ̇im

)]

+
N∑

i=1

⎡
⎣gi n+1 (x) viv̇i +

2∑
j=0

gi n+(j+3) (x) ωij ω̇ij

⎤
⎦ ,

where, for the sake of brevity, we have collected all the attraction and collision avoidance functions
appropriately in the functions fi1, fi2, fi 2m+3, fi 2m+4, gi m+1, gi n+1 and gi n+(j+3), which are listed
in the Appendix. We can further simplify V̇(3) (x) by collecting terms with each velocity, vi , ωi0, ωi1
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Motion planning and posture control 15

or ωi2; that is,

V̇(3) (x) =
N∑

i=1

[Gi1(x)vi + Gi2(x)ωi0 + Gi3(x)ωi1 + Gi4(x)ωi2] ,

where Gi1, Gi2, Gi3 and Gi4 are also listed in the Appendix. Then, keeping in mind that v̇i = ui1,
ω̇i0 = ui2, ω̇i1 = ui3 and ω̇i2 = ui4, it is a simple matter to show that for some scalars δij > 0, for
j = 1, . . . , 4 and i = 1, . . . , N , we have

V̇(3) (x) = −
N∑

i=1

⎛
⎝δi1v

2
i +

2∑
j=0

δi j+2ω
2
ij

⎞
⎠ ≤ 0,

provided the accelerations are defined as

ui1 = − (δi1vi + Gi1) /gi n+1, ui2 = − (δi2ωi0 + Gi2) /gi n+2,

ui3 = − (δi3ωi1 + Gi3) /gi n+3, ui4 = − (δi4ωi2 + Gi4) /gi n+4.

⎫⎬
⎭ (10)

We note that the Direct Method of Lyapunov produces feedback controllers, which therefore depend
explicitly on the state variables, x = x(t) and hence implicitly on time, t . That is, ui1(t) = ui1(x(t)),
ui2(t) = ui2(x(t)), ui3(t) = ui3(x(t)) and ui4(t) = ui4(x(t)).

Via these controllers every Ai has the information on the positions of all other Aj and its own
target, without a need for a centralized entity to provide the information. Hence, the controllers are
classified as decentralized.

6.3. Stability analysis
It is clear that V̇(3) (x) ≤ 0 for all x ∈ D(V ). Moreover, it is easily seen that V̇(3)(x∗) = 0. We have
thus just proven that V is indeed a Lyapunov function for system (3) whose equilibrium point x∗ is
stable in the Lyapunov sense.

We summarize our findings in the following theorem, wherein h(x) := f(x) + Bu(x).

Theorem 1. Let ui1, ui2, ui3 and ui4, for all i = 1, . . . , N , be as defined in (10) for system (3).
Then h ∈ C1[D(V ),R(n+7)×N ] and for every initial condition x0 ∈ D(V ), system (3) has a stable
equilibrium point x∗ ∈ D(V ).

Proof. We have

gi n+1 = 1 + Fi

βi1

U 2
i1

, gi n+2 = 1 + Fi

βi2

U 2
i2

, gi n+3 = 1 + Fi

βi3

U 2
i3

, gi n+4 = 1 + Fi

βi4

U 2
i4

.

Since Ui1, Ui2, Ui3 and Ui4 appear in the denominator, they will also appear in the denominator of
higher order partial derivatives of gi n+1, gi n+2, gi n+3 and gi n+4, and hence in the higher order partial
derivatives of ui1, ui2, ui3 and ui4, respectively, with respect to the variables in x. Similarly, all the
avoidance functions listed in D(V ) and that are in the denominator of the terms in Gi1, Gi2, Gi3

and Gi4 will also appear in the denominator of the terms in the higher order partial derivatives of
ui1, ui2, ui3 and ui4, respectively. Hence, the higher order partial derivatives of ui1, ui2, ui3 and ui4

are also continuous on D(V ). Since the other ODEs in (1) also have higher order partial derivatives
in x, with each continuous over D(V ), we have that h ∈ C1[D(V ),R(n+7)×N ]; that is, h is locally
Lipschitz on D(V ). This implies there are unique solutions of system (3) in D(V ). To prove their
stability, it is easy to see that V (x) > 0 for all x ∈ D(V )/x∗, V (x∗) = 0, V̇(3) (x) ≤ 0 for all x ∈ D(V ),
and V̇(3) (x∗) = 0. Hence, it is clear that V ∈ C1[D(V ),R+], where R+ = [0, +∞), and is indeed a
Lyapunov function for system (3). Thus, the conclusion of Theorem 1 readily follows from the Direct
Method of Lyapunov. �
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16 Motion planning and posture control

Corollary 1. Every solution x ∈ D(V ) of system (3) converges to the largest invariant set contained
in S0 := {

x ∈ D(V ) : V̇ (x) = 0
}
.

Proof. By Theorem 1, all solutions of system (3) in D(V ) are bounded. Hence the convergence to
the largest invariant set in S0 is guaranteed by LaSalle’s Invariance Principle. �

The fact that x(t) → S0 as t → ∞ shows that a trajectory of system (3), with an appropriate initial
condition, could approach a neighborhood of x∗ ∈ S0. This does not contradict Brockett’s result on
nonholonomic systems31 because it is clear that the largest invariant set in S0 does not contain only
x∗.

6.4. Guarantee of obstacle avoidance
The fact that h is continuously differentiable on D(V ) implies that D(V ) is a positively invariant set,
meaning that if x(0) ∈ D(V ), then x(t) ∈ D(V ) for all t ≥ 0. This, in turn, implies that the avoidance
of every type of obstacle, physical or artificial, is guaranteed via the Lyapunov function V . To prove
that D(V ) is a positively invariant set, we simply invoke the existence, uniqueness and continuity of
the solutions of (3) in a standard argument expounded in Khalil,32 page 653.

Corollary 2. The set D(V ) is positively invariant.

Proof. The existence of solutions in D(V ) (as guaranteed by Theorem 1) allows us to let, say,
χ(t ; y) ∈ D(V ) be the solution of (3) that passes through a point y ∈ D(V ) at t = 0; that is, χ(0; y) =
y ∈ D(V ). In other words, for a solution x(t) ∈ D(V ), there must be a sequence {tk} with tk → ∞
such that x(tk) → y as k → ∞. One then has that x(tk) = χ(tk; x0), where x0 is the initial state of x(t)
at t = 0.

By the uniqueness of solutions,

χ(t + tk; x0) = χ(t ; χ(t ; x0)) = χ(t ; x(tk))

where, for sufficiently large k, t + tk > 0.
By the continuity of solutions,

lim
t→∞ χ(t + tk; x0) = lim

t→∞ χ(t ; x(tk)) = χ(t ; y)

which shows that

χ(0; y) ∈ D(V ) ⇒ χ(t ; y) ∈ D(V ) ∀t ≥ 0, ∀y ∈ D(V ).

�

7. Simulations
This section demonstrates the computer simulation results from two interesting traffic situations,
for the 3-link doubly nonholonomic mobile manipulators (3DNMs) navigating in a constrained
workspace cluttered with obstacles. In both scenarios we assume that the dimensions of the mobile
manipulators are the same. The effectiveness of the LbCS and the resulting decentralized acceleration
controllers will be verified numerically.

7.1. Scenario 1
This scenario will consider eight 3DNMs in a virtual traffic roundabout situation, each entering from
one highway and then navigating into a prescribed highway while adhering to the right-hand rule
pertaining to the traffic situations and attaining a prescribed final posture. Moreover, the 3DNMs
will have to avoid multiple moving and stationary obstacles intercepting their paths, and the obstacle
spaces generated by the artificial obstacles created for the dynamic constraints tagged to the robotic
systems. In addition to generating final prescribed final orientations of the eight 3DNMs, we have
utilized these walls and strategically placed rod-shaped obstacles to form the boundaries of the
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Table II. Scenario 1. Initial and final states of eight 3DNMs.

Ai (xi, yi) (θi0, θi1, θi2, θi3) (pi1, pi2, pi3, pi4, pi5, pi6)

A1 (69, 20)
(− π

2 , π
3 ,− π

4 ,− π
4

) (
69, 15,− π

2 , π
3 ,− π

4 ,− π
4

)
A2 (69, 105)

(− π
2 , π

3 ,− π
4 ,− π

4

) (
128, 69, 0, π

3 ,− π
4 ,− π

4

)
A3 (120, 61)

(
π, π

3 ,− π
4 ,− π

4

) (
15, 61, π, π

3 ,− π
4 ,− π

4

)
A4 (105, 61)

(
π, π

3 ,− π
4 ,− π

4

) (
69, 2,− π

2 , π
3 ,− π

4 ,− π
4

)
A5 (61, 10)

(
π
2 , π

3 ,− π
4 ,− π

4

) (
61, 115, π

2 , π
3 ,− π

4 ,− π
4

)
A6 (61, 25)

(
π
2 , π

3 ,− π
4 ,− π

4

) (
2, 61, π, π

3 ,− π
4 ,− π

4

)
A7 (10, 69)

(
0, π

3 ,− π
4 ,− π

4

) (
115, 69,− π

2 , π
3 ,− π

4 ,− π
4

)
A8 (25, 69)

(
0, π

3 ,− π
4 ,− π

4

) (
61, 128, π

2 , π
3 ,− π

4 ,− π
4

)

Table III. Scenario 2. Initial and final states of five 3DNMs.

Ai (xi, yi) (θi0, θi1, θi2, θi3) (pi1, pi2, pi3, pi4, pi5, pi6)

A1 (5, 7)
(

π
4 , π

3 ,− π
4 ,− π

4

) (
47.5, 49.5, π

4 , π
3 ,− π

4 ,− π
4

)
A2 (8, 43)

(− π
4 , π

3 ,− π
4 ,− π

4

) (
48, 0.5,− π

4 , π
3 ,− π

4 ,− π
4

)
A3 (45, 25)

(
π, π

3 ,− π
4 ,− π

4

) (
1, 25, π, π

3 ,− π
4 ,− π

4

)
A4 (40, 7)

(
3π
4 , π

3 ,− π
4 ,− π

4

) (
2.5, 48.5, π, π

3 ,− π
4 ,− π

4

)
A5 (25, 5)

(
π
2 , π

3 ,− π
4 ,− π

4

) (
25, 49, π

2 , π
3 ,− π

4 ,− π
4

)

highways and create dual-lanes, namely, left and right lanes. The corresponding initial and final states
of the eight 3DNMs are provided in Table II. For this scenario, i = 1, 2, . . . , 8 and m = 0, 1, 2, 3.

Figure 7 shows the paths taken by the eight 3DNMs and their convergence to the desired goals. In
the final phase, the wheeled platform and each of the three links of the manipulator system achieved a
pre-determined final orientation with the aid of the ghost parking bays and the new attractive auxiliary
function given by Eq. (9). As an illustration, we have provided the orientations of the articulated bodies
of A1, see Fig. 8(a). One can notice that there was a convergence to the target with θ10, θ11, θ12, and
θ13, in a small neighborhood of the prescribed final orientations.

To illustrate the convergent property of the control laws, graphs of the acceleration components
of A1 (shown in Fig. 8(b)) have been generated. The corresponding graphs of the remaining 3DNMs
will show similar convergent properties along the system trajectories.

For the four curve-shaped obstacles (cal̃, cbl̃) = (65, 65) and ral̃ = 40, for l̃ = 1, . . . , 4, with
ψ1 min = 0.18, ψ1 max = 1.39, ψ2 min = −1.39, ψ2 max = −0.18, ψ3 min = −2.97, ψ3 max = −1.75,
ψ4 min = 1.75, and ψ4 max = 2.97.

The numerical values of the control parameters are as follows:

(i) τimK = 0.001, K = 1, 2, 3, 4;
(ii) αis = 0.1, s = 1, . . . , 16;

(iii) γim1 = 10;
(iv) ψimk̃ = 0.1, k̃ = 1, . . . , 8;
(v) κiml̃ = 0.1, l̃ = 1, . . . , 4;

(vi) ζmuij = 0.0001, u = 0, . . . , 3,
j = 1, . . . , 8, j �= i;

(vi) βir = 2, r = 1, . . . , 4, and
ξip = 0.0001, p = 1, . . . , 5.

7.2. Scenario 2
This scenario considers five 3DNMs (i = 1, 2, . . . , 5 and m = 0, 1, 2, 3) and depicts a virtual scenario
that shows the three possible types of parking: row, diagonal, and parallel. The corresponding initial
and final states of the five 3DNMs are provided in Table III.

The dimensions of the five 3DNMs are �0 = 4, b0 = 2 and �1 = �2 = �3 = 2.
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Fig. 7. Scenario 1. The resulting trajectories of the 3DNMs with dimensions �0 = 1.5, b0 = 0.7 and �1 =
�2 = �3 = 0.7. Also, ρi0 = 1, ρik = 1 (k = 1, 2, 3), δij = 200, j = 1, . . . , 4, the initial velocities are vi(0) = 3,
ωi0(0) = 0.2, and ωi1(0) = ωi2(0) = 0.05, for i = 1, . . . , 8.
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(a) Orientations of A1.
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Fig. 8. Scenario 1. (a) portrays the evolution of the orientations of the various bodies of A1, while (b) depicts
the evolution of its decentralized acceleration controls. (a) Orientations of A1. (b) Controllers of A1.
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Fig. 9. Scenario 2. The resulting trajectories of the 3DNMs with angle-gain parameters, ρi0 = 1, ρik = 1,
k = 1, 2, 3 and convergence parameters δij = 550, j = 1, . . . , 4.

The numerical values of the control parameters are as follows:

(i) τimK = 0.001, K = 1, . . . , 15;
(ii) αis = 0.1, s = 1, . . . , 16;

(iii) γiml = 0.5, l = 1, . . . , 4;
(iv) ψimk̃ = 0.1, k̃ = 1, . . . , 8;
(v) κiml̃ = 0;

(vi) ζmuij = 0.01, u = 0, . . . , 3,
j = 1, . . . , 5, j �= i;

(vi) βir = 2, r = 1, . . . , 4, and
ξip = 0.0001, p = 1, . . . , 5.

Figure 9 shows the paths taken by the five 3DNMs and their convergence to the desired goals
with the deployment of the proposed acceleration controllers and appropriate values of the various
parameters. With reference to Fig. 9, we have incorporated a polygonal (star-shaped) fixed obstacle
within the WS, which is made up of rod-shaped obstacles. An avoidance scheme for each segment
was considered together with the avoidance of the fixed and moving obstacles in the workspace. One
can clearly notice that the 3DNMs successfully avoided fixed and moving obstacles in their paths
while traversing to their final goals.

We have provided the orientations of the platforms of the mobile manipulators, see Fig. 10(a). This
shows that the ghost parking bays ensured that the 3DNMs achieved their predefined orientations at
their desired goals.

To illustrate the convergent property of the control laws, graph of the acceleration components
of A2 (shown in Fig. 10(b)) has been generated. The initial large values have been truncated for a
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Fig. 10. Scenario 2. (a) shows the evolution of the orientations of the wheeled platforms of the 3DNMs while
(b) depicts the progression of the acceleration controllers of A2. (a) Orientations. (b) Controllers of A2.

better visualization of the evolution of the controllers. The convergence is easily observed after the
avoidance of the obstacles. The corresponding graphs of the remaining mobile manipulators will
show similar convergent properties along the system trajectories.

8. Conclusion and Future Work
Ultimately, the design of a decentralized motion and control planner for multi-tasking of multi-vehicle
systems is a complex, computer intensive yet interesting problem. In this paper, we have presented
decentralized continuous acceleration control laws that have successfully guided multiple doubly
nonholonomic mobile manipulators to their respective targets in the presence of fixed, moving and
artificial obstacles in a constrained and bounded environment. The concepts of minimum distance
technique and ghost parking bays were also utilized to attain final postures of the multi-agents.
Synthesis of these nonlinear controllers was via the Lyapunov-based control scheme. To the authors’
knowledge, this was the first time decentralized continuous controls have been designed for motion
planning and posture control of multiple n-link doubly nonholonomic mobile manipulators. In
addition, this approach intrinsically guaranteed the stability of the robotic system. The effectiveness
of the proposed control laws was demonstrated via successful computer simulations.

Future work includes motion planning and posture control of a team of n-link doubly nonholonomic
mobile manipulators fixed at various degrees of the formation stiffness to carry out specific real-world
tasks and applications.
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Appendix
On suppressing x, we define, for i = 1, 2, . . . , N and m = 1, 2, . . . , n,

fi1 :=

⎡
⎢⎣1 +

4n+4∑
s=1

αis

Wis

+
4∑

r=1

βir

Uir

+
2n−1∑
p=1

ξip

Sip

+
N∑
j=1
j �=i

n∑
m=0

n∑
u=0

ζmuij

MOmuij

⎤
⎥⎦ (xi − pi1)

+
⎡
⎣ n∑

m=0

⎛
⎝ q∑

l=1

γiml

FOiml

+
z∑

k̃=1

ψimk̃

ROimk̃

+
s̃∑

l̃=1

κiml̃

COiml̃

⎞
⎠+

3i∑
K=3i−2

τiK

PBiK

⎤
⎦ (xi − pi1),

fi2 :=

⎡
⎢⎣1 +

4n+4∑
s=1

αis

Wis

+
4∑

r=1

βir

Uir

+
2n−1∑
p=1

ξip

Sip

+
N∑
j=1
j �=i

n∑
m=0

n∑
u=0

ζmuij

MOmuij

⎤
⎥⎦ (yi − pi2)

+
⎡
⎣ n∑

m=0

⎛
⎝ q∑

l=1

γiml

FOiml

+
z∑

k̃=1

ψimk̃

ROimk̃

+
s̃∑

l̃=1

κiml̃

COiml̃

⎞
⎠+

3i∑
K=3i−2

τiK

PBiK

⎤
⎦ (yi − pi2),

fi3 := −Fi

[
αi1

W 2
i1

− αi3

W 2
i3

+
q∑

l=1

γi0l

FO2
i0l

(xi0 − ol1)

]

−Fi

z∑
k̃=1

ψi0k̃

RO2
i0k̃

[
(xi0 − ci0k̃)

[
1 − (ak̃2 − ak̃1)qk̃1

]− (yi0 − di0k̃)(bk̃2 − bk̃1)qk̃1

]

−Fi

s̃∑
l̃=1

κi0l̃

CO2
i0l̃

[
1 − ral̃

(yi0 − cbl̃) sin ψi0l̃

(xi0 − cal̃)2 + (yi0 − cbl̃)2

]
(xi0 − xi0l̃)

−Fi

s̃∑
l̃=1

κi0l̃

CO2
i0l̃

[
ral̃

(yi0 − cbl̃) cos ψi0l̃

(xi0 − cal̃)2 + (yi0 − cbl̃)2

]
(yi0 − yi0l̃)

−Fi

3i∑
K=3i−2

τiK

PB2
iK

(xi0 − CiK ) [1 − (AK2 − AK1)QK1]

+Fi

3i∑
K=3i−2

τiK

PB2
iK

(yi0 − DiK )(BK2 − BK1)QK1

+
N∑
j=1
j �=i

n∑
u=0

[
Fj

ζu0ji

MO2
u0ji

(xju − xi0) − Fi

ζ0uij

MO2
0uij

(xi0 − xju)

]
,

fi4 := −Fi

[
αi2

W 2
i2

− αi4

W 2
i4

+
q∑

l=1

γi0l

FO2
i0l

(yi0 − ol2)

]

−Fi

z∑
k̃=1

ψi0k̃

RO2
i0k̃

[
(yi0 − di0k̃)

[
1 − (bk̃2 − bk̃1)qk̃2

]− (xi0 − ci0k̃)(ak̃2 − ak̃1)qk̃2

]
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−Fi

s̃∑
l̃=1

κi0l̃

CO2
i0l̃

[
1 − ral̃

(xi0 − cal̃) cos ψi0l̃

(xi0 − cal̃)2 + (yi0 − cbl̃)2

]
(yi0 − yi0l̃)

−Fi

s̃∑
l̃=1

κi0l̃

CO2
i0l̃

[
ral̃

(xi0 − cal̃) sin ψi0l̃

(xi0 − cal̃)2 + (yi0 − cbl̃)2

]
(xi0 − xi0l̃)

−Fi

3i∑
K=3i−2

τiK

PB2
iK

(yi0 − DiK ) [1 − (BK2 − BK1)QK2]

+Fi

3i∑
K=3i−2

τiK

PB2
iK

(xi0 − CiK )(AK2 − AK1)QK2

+
N∑
j=1
j �=i

n∑
u=0

[
Fj

ζu0ji

MO2
u0ji

(yju − yi0) − Fi

ζ0uij

MO2
0uij

(yi0 − yju)

]
,

fi 2m+3 := −Fi

[
αi 4m+1

W 2
i 4m+1

− αi 4m+3

W 2
i 4m+3

+
q∑

l=1

γiml

FO2
iml

(xim − ol1)

]

−Fi

z∑
k̃=1

ψimk̃

RO2
imk̃

[
(xim − cimk̃)

[
1 − (ak̃2 − ak̃1)qk̃1

]− (yim − dimk̃)(bk̃2 − bk̃1)qk̃1

]

−Fi

s̃∑
l̃=1

κiml̃

CO2
iml̃

[
1 − ral̃

(yim − cbl̃) sin ψiml̃

(xim − cal̃)2 + (yim − cbl̃)2

]
(xim − ximl̃)

−Fi

s̃∑
l̃=1

κiml̃

CO2
iml̃

[
ral̃

(yim − cbl̃) cos ψiml̃

(xim − cal̃)2 + (yim − cbl̃)2

]
(yim − yiml̃)

+
N∑
j=1
j �=i

n∑
u=0

[
Fj

ζumji

MO2
umji

(xju − xim) − Fi

ζmuij

MO2
muij

(xim − xju)

]
,

fi 2m+4 := −Fi

[
αi 4m+2

W 2
i 4m+2

− αi 4m+4

W 2
i 4m+4

+
q∑

l=1

γiml

FO2
iml

(yim − ol2)

]

−Fi

z∑
k̃=1

ψimk̃

RO2
imk̃

[
(yim − dimk̃)

[
1 − (bk̃2 − bk̃1)qk̃2

]− (xim − cimk̃)(ak̃2 − ak̃1)qk̃2

]

−Fi

s̃∑
l̃=1

κiml̃

CO2
iml̃

[
1 − ral̃

(xim − cal̃) cos ψiml̃

(xim − cal̃)2 + (yim − cbl̃)2

]
(yim − yiml̃)

−Fi

s̃∑
l̃=1

κiml̃

CO2
iml̃

[
ral̃

(xim − cal̃) sin ψiml̃

(xim − cal̃)2 + (yim − cbl̃)2

]
(xim − ximl̃)

+
N∑
j=1
j �=i

n∑
u=0

[
Fj

ζumji

MO2
umji

(yju − yim) − Fi

ζmuij

MO2
muij

(yim − yju)

]
,
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gi1 :=

⎡
⎢⎣4n+4∑

s=1

αis

Wis

+
4∑

r=1

βir

Uir

+
2n−1∑
p=1

ξip

Sip

+
N∑
j=1
j �=i

n∑
m=0

n∑
u=0

ζmuij

MOmuij

⎤
⎥⎦ (θi0 − pi3)

+
⎡
⎣ n∑

m=0

⎛
⎝ q∑

l=1

γiml

FOiml

+
z∑

k̃=1

ψimk̃

ROimk̃

+
s̃∑

l̃=1

κiml̃

COiml̃

⎞
⎠+

3i∑
K=3i−2

τimK

PBimK

⎤
⎦ (θi0 − pi3),

gi2 :=

⎡
⎢⎣4n+4∑

s=1

αis

Wis

+
4∑

r=1

βir

Uir

+
2n−1∑
p=1

ξip

Sip

+
N∑
j=1
j �=i

n∑
m=0

n∑
u=0

ζmuij

MOmuij

⎤
⎥⎦ (θi1 − pi4)

+
n∑

m=0

⎛
⎝ q∑

l=1

γiml

FOiml

+
z∑

k̃=1

ψimk̃

ROimk̃

+
s̃∑

l̃=1

κiml̃

COiml̃

⎞
⎠ (θi1 − pi4),

gi n+1 := 1 + Fi

βi1

U 2
i1

, gi n+2 := 1 + Fi

βi2

U 2
i2

, gi n+3 := 1 + Fi

βi3

U 2
i3

, gi n+4 := 1 + Fi

βi4

U 2
i4

.

For m = 2, 3, . . . , n

gi m+1 :=

⎡
⎢⎣4n+4∑

s=1

αis

Wis

+
4∑

r=1

βir

Uir

+
2n−1∑
p=1

ξip

Sip

+
N∑
j=1
j �=i

n∑
m=0

n∑
u=0

ζmuij

MOmuij

⎤
⎥⎦ (θim − pi m+3)

+
n∑

m=0

⎛
⎝ q∑

l=1

γiml

FOiml

+
z∑

k̃=1

ψimk̃

ROimk̃

+
s̃∑

l̃=1

κiml̃

COiml̃

+
3i∑

K=3i−2

τimK

PBimK

⎞
⎠ (θim − pi m+3)

−Fi

(
ξi 2m−3

S2
i 2m−3

− ξi 2m−2

S2
i 2m−2

) |θim|
θim

.

Finally, for the sake of brevity, we let C(·) := cos(·), S(·) := sin(·), θiT := θi0 + θi1, and

L(m, k) := �k

2�m+1
k+1 � ,

and define, for i = 1, 2, . . . , N ,

Gi1 :=
(

fi1 +
n∑

m=0

fi 2m+3

)
C(θi0) +

(
fi2 +

n∑
m=0

fi 2m+4

)
S(θi0),

Gi2 := −
(

fi1 +
n∑

m=0

fi 2m+3

)⎡
⎣�0S(θi0) +

n∑
k=1

�kS

⎛
⎝ k∑

p=0

θip

⎞
⎠
⎤
⎦

+
(

fi2 +
n∑

m=0

fi 2m+4

)⎡⎣�0C(θi0) +
n∑

k=1

�kC

⎛
⎝ k∑

p=0

θip

⎞
⎠
⎤
⎦

+fi3

(
�0

2
S(θi0) + �1S(θiT )

)
+ �1

2
fi5S(θiT ) − fi4

(
�0

2
C(θi0) − �1C(θiT )

)
− �1

2
fi6C(θiT )

+
n∑

m=2

fi 2m+3

⎡
⎣ n∑

k=m

L(m, k)S

⎛
⎝ k∑

p=0

θip

⎞
⎠
⎤
⎦−

n∑
m=2

fi 2m+4

⎡
⎣ n∑

k=m

L(m, k)C

⎛
⎝ k∑

p=0

θip

⎞
⎠
⎤
⎦ ,
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Gi3 := −
(

fi1 +
n∑

m=0

fi 2m+3

)
n∑

k=1

�kS

⎛
⎝ k∑

p=0

θip

⎞
⎠+

(
fi2 +

n∑
m=0

fi 2m+4

)
n∑

k=1

�kC

⎛
⎝ k∑

p=0

θip

⎞
⎠

+fi3

⎡
⎣�1S(θiT ) +

n∑
k=2

L(m, k)S

⎛
⎝ k∑

p=0

θip

⎞
⎠
⎤
⎦+ fi5

⎡
⎣�1

2
S(θiT ) +

n∑
k=2

L(m, k)S

⎛
⎝ k∑

p=0

θip

⎞
⎠
⎤
⎦

−fi4

⎡
⎣�1C(θiT ) +

n∑
k=2

L(m, k)C

⎛
⎝ k∑

p=0

θip

⎞
⎠
⎤
⎦− fi6

⎡
⎣�1

2
C(θiT ) +

n∑
k=2

L(m, k)C

⎛
⎝ k∑

p=0

θip

⎞
⎠
⎤
⎦

+
n∑

m=2

fi 2m+3

⎡
⎣ n∑

k=m

L(m, k)S

⎛
⎝ k∑

p=0

θip

⎞
⎠
⎤
⎦−

n∑
m=2

fi 2m+4

⎡
⎣ n∑

k=m

L(m, k)C

⎛
⎝ k∑

p=0

θip

⎞
⎠
⎤
⎦+ gi1,

Gi4 := −
(

fi1 +
n∑

m=0

fi 2m+3

)
n∑

k=2

�k

⎛
⎝ k∑

p=2

aipS(θi p−1)
p−2∏
j=1

C(θij )

⎞
⎠ S

⎛
⎝ k∑

p=0

θip

⎞
⎠

+
(

fi2 +
n∑

m=0

fi 2m+4

)
n∑

k=2

�k

⎛
⎝ k∑

p=2

aipS(θi p−1)
p−2∏
j=1

C(θij )

⎞
⎠C

⎛
⎝ k∑

p=0

θip

⎞
⎠

+
n∑

m=0

fi 2m+3

⎧⎨
⎩

n∑
k=2

L(m, k)S

⎛
⎝ k∑

p=0

θip

⎞
⎠
⎡
⎣ k∑

p=2

⎛
⎝aipS(θi p−1)

p−2∏
j=1

C(θij )

⎞
⎠
⎤
⎦
⎫⎬
⎭

−
n∑

m=0

fi 2m+4

⎧⎨
⎩

n∑
k=2

L(m, k)C

⎛
⎝ k∑

p=0

θip

⎞
⎠
⎡
⎣ k∑

p=2

⎛
⎝aipS(θi p−1)

p−2∏
j=1

C(θij )

⎞
⎠
⎤
⎦
⎫⎬
⎭

+
n∑

m=2

gimaimS(θi m−1)
m−2∏
j=1

C(θij ).
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