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Foreword

Geometric flows have recently become a very important tool for studying the topology
of smooth manifolds admitting Riemannian metrics satisfying certain hypotheses. A
geometric flow is the evolution of the Riemannian metric g0 of a smooth manifold according
to a differential rule of the form ∂tg(t) = P (g(t)), where at each time g(t) is a positively
defined (2, 0) tensor (such that g(0) = g0) on a fixed differentiable manifold M and P (g) is
a smooth differential operator depending on g itself and on its space derivatives, hopefully
chosen in order to have the effect of increasing the “regularity” of the Riemannian manifold.
Once the metric has been “enhanced” by the flow, one can study it more easily and
obtain topological results that, since the flow is smooth, must also hold for the initial
differentiable manifold.

The study of a geometric flow usually goes through some recurrent steps:

1. The very first point is to show that, given the initial metric, there is a (usually
unique) smooth solution of the flow for at least a short interval of time.

2. The maximal time for the existence of a smooth solution can be finite or infinite: in
the first case a singularity of the flow develops, so its nature must be investigated
in order to possibly exclude it by a contradiction argument, or to classify it to get
topological information on the manifold, or finally to fully understand its structure
and possibly perform a smooth topological “surgery” in order to continue the flow
after the singular time. A very remarkable example of this last situation (which by
far is the most difficult case to deal with) is the success in the study of Hamilton’s
Ricci flow, that is, the flow ∂tg(t) = −2 Ricg(t), on the 3–manifolds due to Perelman
(see [Per02, Per03a, Per03b]), leading to the proof of the Poincaré conjecture.

In our work we will deal only with the first situation: assuming that the flow of
g(t) is defined in the maximal time interval [0, T ) with 0 < T < ∞ and that at
time T a singularity develops, we will try to exclude this scenario by a contradiction
argument (just to mention, another recent great success of the application of Ricci
flow to geometric problems, the proof of the differentiable sphere theorem by Brendle
and Schoen [BS09], follows this line). In this respect, a fundamental point of this
program is to show that the Riemann curvature tensor must be unbounded as t→ T .

3. After obtaining the above result, the idea is to perform a blow–up analysis: we take
ti ↗ T and dilate the metric g(ti) so that the rescaled sequence of manifolds have
uniformly bounded curvatures; then, we prove that they stay within a precompact

v



vi 0. Foreword

class and take a limit of such sequence. At this point, one has to study the properties
of such possible limit manifold (this may require a full classification result) in order
to proceed in one of the ways described above.

4. In our case, we actually want to find a contradiction in this procedure by studying
the limit manifold. This would imply that the flow cannot actually be singular in
finite time and the maximal time of smooth existence has to be +∞.

5. Then, once we know that the flow is defined for all times, we prove again that there
is a limit manifold as t → +∞ and we study its properties. For example, if the
limit manifold turns out to have constant positive sectional curvature, it must be
the quotient of the standard sphere. Hence, the initial manifold too is topologically
a quotient of the sphere, concluding the geometric program.

Among the geometric flows, a special class is given by the ones arising as gradients
of geometric functionals of the metric and the curvature. In such cases, because of
the variational structure of the flow, the natural energy (the value of the functional)
is decreasing in time and one can take advantage of this fact to carry out some of the
arguments mentioned above.

Our work, which fits in this context, is based upon the PhD thesis of Vincent Bour
[Bou12], who studied a class of geometric gradient flows of the fourth order (see also
[Bou10]). To briefly describe it, we recall that the Riemann curvature tensor Riemg of a
Riemannian manifold (Mn, g) can be orthogonally decomposed as

Riemg =Wg + Zg + Sg,

with

Sg =
Rg

2n(n− 1)
g ? g

Zg =
1

n− 2

(
Ricg−

Rg

n
g

)
? g

where Ricg is the Ricci tensor, Rg the scalar curvature and the remaining Weyl curvature
Wg is a fully traceless tensor (the operation ? indicates the Kulkarni–Nomizu product,
see the next chapter for all the definitions).

Then, we define for 0 < λ < 1

Fλ(g) = (1− λ)

∫
Mn

|Wg|2 dvg + λ

∫
Mn

|Zg|2 dvg

and consider the gradient flow

∂g

∂t
(t) = −2∇Fλ(g(t)). (1)

We will follow the steps outlined above in order to prove that if we consider a compact
manifold M4 with an initial smooth metric g0 such that (M4, g0) has positive scalar
curvature and initial energy Fλ(g0) sufficiently low, the flow (1) exists for all times and
converges in the C∞ topology to a smooth metric g∞ on M of positive constant sectional
curvature. Thanks to the Uniformization Theorem, we have that M is diffeomorphic to a
quotient of the 4–sphere, thus, it can only be either the 4–sphere or the 4–dimensional
real projective space.
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CHAPTER 1

Preliminaries

Contents
1.1 Notations and conventions . . . . . . . . . . . . . . . . . . . . . 1

1.2 Convergence of manifolds . . . . . . . . . . . . . . . . . . . . 6

1.3 The Yamabe constant . . . . . . . . . . . . . . . . . . . . . . . . 7

1.4 The Bochner technique . . . . . . . . . . . . . . . . . . . . . . 9

In this chapter we set up some notations and we recall the technical tools that we’ll
use later on in the thesis. A standard reference for most of the material presented here is
[GHL90].

1.1 Notations and conventions

Let M be a smooth differentiable manifold. As customary, we will denote the space
of the p–covariant and q–contravariant tensors of class C∞ with T (p,q)(M). The symbol
S2(M) will instead indicate the space of smooth symmetric 2–forms (bilinear forms) on
M and S2

+(M) will indicate the cone of the positively defined 2–forms in S2(M) (i.e., the
Riemannian metrics).

Fixed a local basis, if g ∈ S2
+(M) is the metric of the Riemannian manifold (M, g),

we will use gij to indicate the components of the matrix g−1. The matrices g and g−1

provide canonical isomorphisms between TM and T ∗M , which we’ll denote with [ and ].
In coordinates, these isomorphisms work by raising and lowering indices (the convention
of summing over repeated indices will be adopted in all the thesis), that is,

(A])
j

= Aig
ij and (B[)j = Bigij.

We will use A ∗B to indicate any linear combination of tensors obtained from A⊗B
by contracting some pairs of indices with the metric or its inverse. A very useful property

1



2 1. Preliminaries

of such ∗–product is that |A ∗B| 6 C|A||B|, for a certain constant C depending only on
the structure of the contraction.

The trace of a tensor T with respect to two of its indices is a summation of the form

Tijg
ij, T ijgij or T ij δ

j
i ,

where δij is 1 if the two indices are equal and zero otherwise. The norm of a (p, q)–tensor
T is

|T | =
(
T
i1...iq
j1...jp

· T k1...kq`1...`p
· gi1k1 . . . giqkq · gj1`1 . . . gjp`p

) 1
2
.

A Riemannian metric induces a canonical volume density

dvg =
√

det(gij) dx
1 . . . dxn,

such that for a certain measurable subset A ⊆ Ω ⊆M contained into a chart ϕ : Ω→ Rn

and a measurable function f : M → R with compact support we have∫
A

f dvg =

∫
ϕ(A)

(f ◦ ϕ−1)
√

det(gij) dx
1 . . . dxn.

In particular, we define the volume Volg(A) =
∫
A

1 dvg.
The canonical density dvg is the density associated to the canonical volume form dωg

that exists locally for all manifolds and globally for oriented manifolds. The canonical
volume form is characterized by the fact that it evaluates to 1 on every positive orthonormal
basis for g. Its coordinate expression is

dωg =
√

det(gij) dx
1 ∧ · · · ∧ dxn.

We will denote the Christoffel symbols of the Levi–Civita connection associated to g
with

Γkij =
1

2
gh`(∂igj` + ∂jgi` − ∂`gij)

and the covariant derivative with

∇XY = (X i∂iY
k +X iyjΓkij)∂k.

We also define the Lie derivative of a vector field Y with respect to another vector
field X,

LXY = [X, Y ],

that does not depend on the metric. If instead of X we have a 1–form η, the Lie derivative
is considered to be computed with respect to the associated vector field η]:

LηY = Lη]Y = [η], Y ].

Both the covariant and Lie derivatives with respect to a fixed vector field X can be
extended in a unique way to tensors of all orders (covariant, contravariant and mixed), by
requiring that they commute with the contraction of indices and satisfy a Leibniz rule
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with respect to the tensor product: LX(S ⊗ T ) = LXS ⊗ T + S ⊗LXT (and similarly for
∇X).

We mention the two formulas ∇Xg = 0 and

Lηgij = ∇iηj +∇jηi. (1.1)

Moreover, thanks to the Stokes theorem, on closed Riemannian manifolds we have a
formula for integrating by parts: if ∇αS ∗ T is a fully contracted tensor, then∫

M

∇αT ∗ S = −
∫
M

S ∗ ∇αT,

provided that the structure of the ∗ operator is preserved; i.e., the same indices are
contracted in the same way.

The covariant derivative is not a tensor, but the Riemann curvature operator obtained
as the difference of two double covariant derivatives with swapped indices is:

Riem`
ijk = (∇2

ji∂k −∇2
ij∂k)

`
= ∂iΓ

`
jk − ∂jΓ`ik + ΓhikΓ

`
hj − ΓhjkΓ

`
hi.

More often we will use the fully covariant Riemann tensor:

Riemijk` = Riemh
ijk gh`.

Taking the non trivial traces we obtain the Ricci tensor and the scalar curvature:

Ricik = Riemijk` g
j`

R = Ricik g
ik = Riemijk` g

ikgj`.

The traceless Ricci tensor is to be mentioned too:

R̊icik = Ricik−
R

n
gik,

whose square norm is given by

‖R̊icg‖2
L2 = ‖Ricg‖2

L2 −
1

n
‖Rg‖2

L2 .

It is well known that the Riemann tensor enjoys the following symmetries:

Riemijk` = Riemk`ij = −Riemjik` = −Riemij`k .

Thanks to these relations, we can interpret it as a symmetric bilinear form on Λ2TM , the
space of alternating 2–vectors on M .

More in general, we can introduce the space of (p, q)–forms

Λ(p,q)(M) = ΛpT ∗M ⊗ ΛqT ∗M.

The subspace of the symmetric (p, p)–forms will be denoted with

C(p)(M) = ΛpT ∗M � ΛpT ∗M,
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where � indicates the symmetric product. The Kulkarni–Nomizu product is the bilinear
product C(1)(M)× C(1)(M)→ C(2)(M) that maps

(a? b)ijk` = aikbj` + aj`bik − ai`bjk − ajkbi`.

On the space of double forms Λ(p,q)(M), we apply a renormalization on the induced
scalar product:

〈S|T 〉 =
1

p!q!
gi1k1 . . . gipkpgj1`1 . . . gjq`q 〈Si1...ip|j1...jq |Tk1...kp|`1...`q〉 .

The Riemann tensor admits a very important orthogonal decomposition with respect
to such scalar product:

Riemg =Wg + Zg + Sg, (1.2)

where

Sg =
Rg

2n(n− 1)
g ? g and Zg =

1

n− 2
R̊icg ? g,

where the remaining Weyl curvature Wg is a fully traceless tensor, i.e., it yields a zero
result under all trace operations. Since the decomposition is orthogonal, the L2 norms
satisfy

‖Riemg‖2
L2 = ‖Sg‖2

L2 + ‖Zg‖2
L2 + ‖Wg‖2

L2 =
1

2n(n− 1)
‖Rg‖2

L2 +
1

n− 2
‖R̊icg‖2

L2 + ‖Wg‖2
L2 .

(1.3)
Another important tensor is the Schouten one, which is defined as

Ag = Ricg−
1

2(n− 1)
Rgg

and satisfies

Riemg =Wg +
1

n− 2
Ag ? g.

The Laplacian of a (p, q) tensor T will be defined as

∆T = −∇α∇αT.

A number of differential operators and other notations will be used. Following the
notations in [Bou12] we define

δ : Λ(p+1,q)(M)→ Λ(p,q)(M) (δT )i1...ip|j1...jp = −∇αTαi1...ip|j1...jq ,

δ̃ : Λ(p,q+1)(M)→ Λ(p,q)(M) (δ̃T )i1...ip|j1...jp = −∇αTi1...ip|αj1...jq ,

D : Λ(p,q)(M)→ Λ(p+1,q)(M) (DT )i0...ip|j1...jp =

p∑
k=0

(−1)k∇ikTi1...̂ik...ip|j1...jq ,

D̃ : Λ(p,q)(M)→ Λ(p,q+1)(M) (D̃T )i1...ip|j0...jp =

q∑
k=0

(−1)k∇jkTi1...ip|j1...ĵk...jq .

Moreover, if T ∈ C(2)(R) and u ∈ S2(M), we define

(T ∨ T )ij = TαβγiT
αβγ

j and (T̊ u)ij = Tαiβju
αβ.

We conclude this section with a lemma on how these operators act on the curvature
tensors.
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1.1 Lemma. Let (Mn, g) be a Riemannian manifold. Then the followings identities hold:

DRiemg = 0, D̃Riemg = 0,

δRiemg = −D̃Ricg, δ̃Riemg = −DRicg,

δRicg = −1

2
D̃Rg, δ̃Ricg = −1

2
DRg, (Schur’s lemma)

δ(Rgg) = −D̃Rg, δ̃(Rgg) = −DRg,

δAg = − n− 2

2(n− 1)
D̃Rg, δ̃Ag = − n− 2

2(n− 1)
DRg,

δWg = −n− 3

n− 2
D̃Ag, δ̃Wg = −n− 3

n− 2
DAg.

In particular, if Rg is constant last two equalities become

δWg = −n− 3

n− 2
D̃R̊icg and δ̃Wg = −n− 3

n− 2
DR̊icg.

Proof. We only prove the left column, since the right one is completely analogous.
The first three equalities are just application of the well–known differential Bianchi

identity:
∇i Riemjk`m +∇` Riemjkmi +∇m Riemjki` = 0.

Taking it as it is, we have the first equality; tracing on gij we have the second one and
tracing on gij and gk` we have the third one. The fourth equality just follows from the
definition and the fifth one from the previous two.

For the last one first we see that

(D̃(Rgg))ijk = ∇jRggik −∇kRggij = (D̃Rg)jgik − (D̃Rg)kgij,

so

(δ(Ag ? g))ijk = −∇αAαjgik −∇αAikgαj +∇αAαkgij +∇αAijgαk

= −(D̃Ag)ijk − (δAg)kgij + (δAg)jgik

= −(D̃Ag)ijk +
n− 2

2(n− 1)
(D̃Rg)kgij −

n− 2

2(n− 1)
(D̃Rg)jgik

= −(D̃Ag)ijk −
n− 2

2(n− 1)
(D̃(Rgg))ijk.

At last

δWg = δRiemg−
1

n− 2
δ(Ag ? g)

= −D̃Ricg +
1

n− 2
D̃Ag +

1

2(n− 1)
D̃(Rgg)

=

(
1

n− 2
− 1

)
D̃Ag

= −n− 3

n− 2
D̃Ag.
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1.2 Convergence of manifolds

We will make extensive use of the notion of pointed C∞ convergence, which we are going
to define now. Our definition is somewhat weaker than Hamilton’s in [Ham95] (since we
do not want to deal with orthonormal frames at the points), but stronger than Petersen’s
in [Pet98, Chapter 10] (which does not require Fi to carry x to xi in Definition 1.3 below).

1.2 Definition. Let A be a precompact set of a complete manifold M . We say that a
sequence of function (fi)i∈N ⊆ C∞(A) converges in the C∞ topology to f ∈ C∞(A) when
the sequence of functions converges in all the charts of a finite atlas covering A. A sequence
of tensors converges if all the coordinates do.

This definition is clearly independent of the chosen atlas.

1.3 Definition. Let (Mi, xi, gi)i∈N be a sequence of pointed complete Riemannian man-
ifolds. It is said to converge in the pointed C∞ topology to the pointed Riemannian
manifold (M,x, g) if for every R > 0 there exist a domain Ω ⊇ B(x,R) in M and
differential embeddings Fi : Ω→Mi for large i such that:

� Fi(x) = xi for all i;

� F ∗i gi → g on Ω in the C∞ topology.

In order to build pointed C∞ limits, we make use of the following precompactness
result by Hamilton.

1.4 Theorem (Theorem 2.3 in [Ham95]). Let (Mi, xi, gi)i∈N be a sequence of pointed
complete Riemannian manifolds. Let us suppose that for each i we have that injgi(xi) > δ
for some δ > 0 independent from i. Moreover, let us suppose that for each p > 0 the
p–th covariant derivatives of the Riemann tensor are uniformly bounded by a constant:
|∇p Riemgi | 6 Bp.

Then there is a subsequence that converges in the pointed C∞ topology.

In order to obtain estimates on the injectivity radius, we define the concept of
noncollapsing.

1.5 Definition. Let (M, g) be a Riemannian manifold and κ > 0. The manifold is said
to be κ–noncollapsed when for each r > 0 and B ball of radius r with |Riemg| 6 1

r2
on B

we have that Volg(B) > κrn.

The property of noncollapsing is related to the injectivity radius thanks to the following
lemma.

1.6 Lemma (Cheeger, Lemma 51 in [Pet98]). For all C > 0 and κ > 0 there is a
constant δ(n,C, κ) > 0 such that the following assertion holds. Let (M, g) be a complete
Riemannian manifold such that Volg(B(x, 1)) > κ for all x ∈M and supM |Riemg| 6 C;
then injg(M) > δ.

The property of κ–noncollapsing is scale invariant, so, after possibly rescaling the
metric so that the curvature is bounded by 1, we know that a κ–noncollapsed manifold
has injectivity radius bounded from below by a constant δ(n, κ). Moreover, trivially, a
compact manifold has finite volume; the converse is not true in general, but it holds when
the manifold is noncollapsed and has bounded curvature.
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1.7 Lemma. Let (M, g) be a complete Riemannian manifold such that the volume of unit
balls is uniformly bounded from below:

inf
x∈M

Volg(B(x, 1)) > 0.

Then M is compact if and only if it has finite volume.

Proof. If M is compact, clearly it has finite volume. On the other hand, let x0 ∈M and
B(x0, i) be balls of increasing radius. If M is complete but not compact, we have that
B(x0, i) ( B(x0, i+1). So we can take, for each i ∈ N, a point yi ∈ B(x0, 3i+1) ⊆ B(x0, 3i),
whose unit balls are all disjoint. Thus, M has infinite volume.

1.3 The Yamabe constant

Unless otherwise noted, the proofs for the assertions contained in this section can be found
in Chapter 5 of [Aub98].

Let (Mn, g) be a compact Riemannian manifold. The Yamabe constant is defined as

Y (Mn, [g]) = inf
g̃∈[g]

∫
Mn Rg̃ dvg̃

Volg̃(Mn)1− 2
n

,

where [g] is the class of metrics conformally equivalent to g. Clearly the Yamabe constant
is a conformal invariant.

A number of facts are known about the Yamabe constant. It is positive if and only if
g is conformally equivalent to a metric with positive scalar curvature. Moreover, there is
a metric ĝ ∈ [g] that actually reaches the infimum in the definition (although this fact
is completely non trivial). Such metric is called a Yamabe minimizer and is of constant
scalar curvature, with

Rĝ =
Y (Mn, [g])

Volĝ(Mn)
2
n

. (1.4)

The definition clearly cannot be generalized immediately to complete non–compact
manifolds. Indeed, we have to change viewpoint and define the Yamabe constant as

Y (Mn, g) = inf
u∈C∞0 (Mn)

u6≡0

Y (Mn, g, u)

where

Y (Mn, g, u) =

∫
Mn

(
4(n−1)
n−2
|du|2 +Rgu

2
)
dvg(∫

Mn u
2n
n−2 dvg

)n−2
n

.

One can check that this new definition depends only on [g] and actually coincides with the
former when Mn is compact. The minimizer condition corresponds, in this new setting,
to the following:∫

Mn

(
4(n− 1)

n− 2
|du|2 +Rgu

2

)
dvg = Y (Mn, [g]) and

∫
Mn

u
2n
n−2 dvg = 1.
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Of course, in general, the existence of the Yamabe minimizer cannot be guaranteed if Mn

is not compact.
The Yamabe constant is upper semicontinuous with respect to pointed C∞ convergence.

1.8 Proposition. Let (Mn
i , gi, xi)i∈N be a sequence of complete Riemannian manifolds

converging to (Mn, g, x) in the pointed C∞ topology. Then

Y (Mn, [g]) > lim sup
i→∞

Y (Mn
i , [gi]).

Proof. We just have to show that each competitor in the infimum defining Y (Mn, [g]) is
an approximate competitor in the definition of Y (Mn

i , [gi]) for large values of i.
More precisely, take u ∈ C∞0 (Mn). Since it has compact support, take i such Ωi

contains it and define ui as the push–forward of u along Fi (extended with 0 outside
Fi(Ωi). We have that

Y (Mn
i , gi, ui) = Y (Mn, F ∗i (gi), u) −→ Y (Mn, g, u) for i→∞,

where, of course, Y (Mn
i , gi, ui) > Y (Mn

i , [gi]). Taking the superior limit on i on the left
and then the infimum on u on the right we have the thesis.

We will heavily employ the Yamabe constant to control the injectivity radius of
manifolds, according to the following key proposition.

1.9 Proposition. Let (Mn, g) be a complete Riemannian manifold with positive Yamabe
constant and n > 3. Then Mn is κ–noncollapsed with

κ =

(
Y (Mn, [g])

2n+5n(n− 1)

)n
2

.

The proof of this fact will pass through an estimate of the W 1,2–Sobolev constant. Let
(Mn, g) be a complete Riemannian manifold with n > 3 and U ⊆Mn an open set, we will
speak of the Sobolev constant of U as

sg(U) = inf {C ∈ R | ‖u‖
L

2n
n−2

6 C(‖du‖L2 + ‖u‖L2), ∀u ∈ C∞0 (U) } ,

with the convention that inf ∅ = +∞.
If Mn is closed, we always have that sg(U) < +∞, but in the particular case of a

positive Yamabe constant the following explicit bound is known.

1.10 Lemma. Let (Mn, g) be a complete Riemannian manifold with positive Yamabe
constant and n > 3. Let U ⊆Mn be an open set. Then

sg(U)2 6
1

Y (Mn, [g])
max

{
sup
U
|Rg|,

4(n− 1)

n− 2

}
.

Proof. This is just an application of the definition, since

‖u‖2

L
2n
n−2

6
1

Y (Mn, [g])

(
4(n− 1)

n− 2
‖du‖2

L2 + sup
U
|Rg| · ‖u‖2

L2

)
.
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Then, the Sobolev constant is connected to the volume of the balls via the following
lemma.

1.11 Lemma (Lemma 3.2 in [Heb96]). Let (Mn, g) be a complete Riemannian manifold,
x ∈Mn and r > 0. Take B = B(x, r), then,

Volg(B) > min

{
1

2sg(B)
,

r

2
n
2

+2sg(B)

}n
.

Proof of 1.9. The conclusion follows by concatenating the two previous lemmas, possibly
after rescaling the manifold so that supMn|Riemg| = 1 on the ball.

1.4 The Bochner technique

The Bochner technique is a standard way to obtain “gap” results, where a sufficiently
tight estimate actually implies the rigidity of an object.

We will not prove the results contained in this section, because they are out of the
scope of this work. The proofs can be found in [Bou12], Section 3 of Chapter 1.

Let T be a tensor on a Riemannian manifold (M, g). Suppose that it satisfies an
inequality of the form

〈∇∗∇T |T 〉+ µR|T |2 6 a|T |2 (1.5)

for some µ ∈ R and a ∈ C∞(M).

Any smooth tensor T satisfies the following Kato inequality on the points where |T | 6= 0

|d|T ||2 6 |∇T |2,

which is obtained just by applying the Cauchy–Schwarz inequality to the right-hand term
of the identity d 〈T |T 〉 = 2 〈∇T |T 〉. In many cases the Kato inequality can be refined in
order to have

(1 + ε)|d|T ||2 6 |∇T |2 (1.6)

for some 0 < ε < 1.

We then have the following theorem.

1.12 Theorem. Let (Mn, g) be a complete Riemannian manifold without boundary and
T be a tensor with satisfies conditions (1.5) and (1.6) for some a ∈ C∞(M), 0 6 ε < 1
and µ = 1

1−ε
n−2

4(n−1)
. Suppose moreover that

‖a‖
L
n
2
6 µY (Mn, [g]) (1.7)

and for some x0 ∈Mn there holds Vol
ε
2
g (B(x0, r)) = O(r) for r →∞.

Then either T vanishes on Mn or equality holds in inequality (1.7).

In order to control the volume growth of the geodesic balls, we recall the well-known
Bishop–Gromov inequality.



10 1. Preliminaries

1.13 Theorem (Bishop–Gromov inequality, Lemma 36 in [Pet98]). Let (Mn, g) be a
complete Riemannian manifold with Ricg > (n− 1)κg, with κ ∈ R. Let also v(n, κ, r) be
the volume of the ball of radius r in the n–dimensional space form of curvature κ. Then
for each x ∈Mn

r 7−→ Volg(B(x, r))

v(n, κ, r)

is a non–increasing function with limit 1 as r → 0.
In particular, Volg(B(x, r)) 6 v(n, κ, r).
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In this chapter we begin studying a class of fourth–order flows, that is more general
than that we are really interested into; the results contained in this chapter apply in a
rather wide context. As a rule of thumb, we may think them as being “independent from
the specific problem”, while the following chapter will fill in the details that are specific
for the geometric theorem we are aiming to (Theorem 3.16 and Corollary 3.17).

For a closed Riemannian manifold (Mn, g0), let us consider the following class of
evolution equations: {

∂tg(t) = P (g(t))

g(0) = g0,
(2.1)

where P : S2
+(M)→ S2(M) is a smooth map of the form

P (g) = δδ̃Riemg +a∆Rgg + b∇2Rg + Riemg ∗Riemg a, b ∈ R. (2.2)

Since the Riemann tensor carries two derivatives of the metric, this is a fourth–order
system of partial differential equations. As it is usual in the theory of evolution equations,
one first has to show existence and uniqueness of solutions for a small time and then study
the behaviour of solutions near the maximal existence time, in order to conclude that the
solution actually extends past that time.

11
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Often, the first part can be established in great generality and depends only on the
structure of the differential equation, but not on the initial datum (of course, the resulting
time of existence may depend on how “good” the initial datum is). On the other hand,
the possibility to carry out the extension argument at maximal time usually depends on
the geometric nature of the problem and the initial datum that was fed to the equation:
one has to check that the evolution of the initial datum does not lead to ill–behaved
situations where the solution (or some of its derivatives) blows up, forcing the flow to halt.

We can pass immediately to show a short–time existence result for the flow defined
above. We only take a moment for showing a technical lemma that will be useful in the
rest of the chapter.

2.1 Lemma. Let M be a compact manifold and (g(t))t∈[0,T ) a family of metrics solution
of (2.1). Then the variation of the volume of g(t) is given by

∂t Volg(t)(M) =
1

2

∫
M

tr(P (g(t))) dvg.

Proof. First we recall that, given a square matrix B = (bij), its adjugate matrix is the
square matrix adjB = C = (cij) of the same order such that cij is (−1)i+j times the
determinant of the matrix obtained from B by removing the j–th row and the i–th column.
If B is not singular, then B−1 = adjB

detB
.

Jacobi’s formula states that for a matrix A(t) that depends smoothly from time the
derivative of the determinant can be written as

∂t detA(t) = tr(adjA(t) · ∂tA(t)).

Writing Volg(t)(M) =
∫
M

√
det g(t) dx and differentiating under the sign of integral,

the result follows.

2.1 Short–time existence

The flow (2.1) is a fourth–order quasi–linear parabolic system of partial differential
equations. Here quasi–linear informally means that the equations depend linearly on the
space derivatives of maximal order, with “coefficients” that depend on the lower order
derivatives.

The behaviour of such kind of systems is often determined by its principal symbol,
which we define.

2.2 Definition. Let L : h 7→ Lk(∇kh) + · · ·+L0 be a linear differential operator of order
k. Then, for ξ ∈ T ∗M , its principal symbol is

σξL(h) = Lk(ξ ⊗ · · · ⊗ ξ ⊗ h).

2.3 Definition. A linear differential operator L of order k is strongly elliptic if k is even
and (−1)k/2+1σξL is uniformly positive for all ξ ∈ T ∗M \ {0}; i.e., there is α > 0 such
that for all h

(−1)k/2+1 〈σξL(h)|h〉 > α|ξ|k|h|2.
If P is a non–linear differential operator, we say it is strongly elliptic if its linearization

at every point is strongly elliptic in the sense defined above.
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Informally speaking, the strong ellipticity condition is what is required in order to
have short–time existence. Unfortunately, there is no systematic reference to back this
assertion, so we take a brief tour to justify it.

Let us first consider the case of a single equation (instead of systems) and a linear
operator. In [HP99] Huisken and Polden prove a short–time existence theorem for linear
operators with a particular product structure. See also [Pol96].

In order to give their result, we first have to introduce some Sobolev spaces adapted
to the parabolic problem. Take s ∈ N and a ∈ R>0 and let

LW s
a =

{
f : Mn × [0,∞)→ R

∣∣∣∣ ∫ ∞
0

e−2at‖f‖W s,2(Mn) dt <∞
}
,

which is an Hilbert space with the scalar product

〈f |g〉LW s
a

=

∫ ∞
0

e−2at 〈f |g〉W s,2(Mn) dt.

Then

Pm
a = { f : Mn × [0,∞)→ R | ∂itf ∈ LW 2(m−i)p

a ∀i 6 m } ,

which is again an Hilbert space with the scalar product

〈f |g〉Pma =
∑
i6m

〈∂itf |∂itg〉LW 2(m−i)p
a

.

For these definitions, all derivatives are to be considered in the distributional sense.
Huisken and Polden prove the following.

2.4 Theorem (Theorem 7.14 in [HP99]). Let (Mn, g) be a closed Riemannian manifold
and L a linear differential operator of order 2p having the structure

Lu(x) =
∑

06k62p

Li1...ikk ∇i1...iku(x) u ∈ C∞(Mn),

where the terms Lk are smooth tensors. Let us also suppose that the leading term can be
factorized as

L
i1j1...ipjp
2p = Ei1j1 · · ·Eipjp ,

the tensor E being a strictly positive 2–covector (i.e., satisfying E > λg for some λ > 0).
Then for every m ∈ N there is a > 0 such that the following is a linear isomorphism

of Banach spaces:

Pm
a

Φ−→ W p(2m−1),2(Mn)× Pm−1
a

u 7−→ (u0, L(u)),

where u0 = u(·, 0) is the initial value of u.
In particular, thanks to standard Sobolev embedding theorems, the inverse operator

Φ−1 maps smooth functions to smooth functions.
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The proof is essentially based on a variation on the Lax–Milgram theorem (see Lemma
7.8 in [HP99]) between suitable function spaces, similar to those defined above. A priori
estimates are used to give uniqueness of the solution and the continuity of the map Φ−1

(which, as noted, brings to the maximum regularity of the solutions).
The condition on the structure and ellipticity is by far stronger than necessary. It is

enough to have a G̊arding inequality (Lemma 7.7 in the same work), which establishes
the coercivity condition for the Lax–Milgram theorem. Thus, in Theorem 2.4 we can
remove the hypothesis on the product structure of L2p and instead require that for every
ϕ ∈ C∞(Mn) we have

−
∫
M

ϕ · Li1...i2p2p ∇2p
i1...i2p

ϕdvg > σ‖ϕ‖2
W p,2(Mn) − C‖ϕ‖

2
L2(Mn),

for σ > 0 and C > 0 constants that depend only on n, λ and the Cp−1 norms of the tensors
Lk and Riemg.

Huisken’ and Polden’s paper also contains a theorem for the non–linear case, but
unfortunately there is a gap in their proof, as it has been pointed out by Sharples in
[Sha04]. This gap has been filled by Mantegazza and Martinazzi in [MM12], who proved
the following statement.

2.5 Theorem (Theorem 1.1 in [MM12]). Let (Mn, g) be a closed Riemannian manifold.
Let P be a smooth and quasi–linear differential operator of order 2p defined on Mn× [0, T )
for some T > 0 and having the structure

Pu(x, t) = Ai1...i2p(x, t, u,∇u, . . . ,∇2p−1u)∇2p
i1...i2p

u(x, t) (2.3)

+ b(x, t, u,∇u, . . . ,∇2p−1u),

where b is a smooth function and and A is a smooth (2p, 0)–tensor. Let us also suppose
that the leading term can be factorized as

Ai1j1...ipjp = (−1)p−1Ei1j1
1 · · ·Eipjp

p ,

the tensors E1, . . . , Ep being locally elliptic in the following sense: for each L > 0 there
must be a constant λ > 0 such that, however taken x ∈ M , t ∈ [0, T ), |u| < L and
ψk ∈

⊗k T ∗xM with |ψk| < L we have for each tensor E`

Eij
` (x, t, u, ψ1, . . . , ψ2p−1)ξiξj > λ|ξ|2 ∀ξ ∈ T ∗xM.

Then, for each u0 ∈ C∞(Mn), there is 0 < T ′ 6 T such that the problem{
∂tu(x, t) = Pu(x, t)

u(·, 0) = u0

has a unique smooth solution in [0, T ′). Such solution depends continuously on u0 in the
C∞ topology.

What Mantegazza and Martinazzi do is to define the analogous of operator Φ for the
quasi–linear case and proving that, for m big enough, it is locally a C1 diffeomorphism
(the derivatives have to be intended in the Fréchet sense). Using the inverse function
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theorem, they see that the quasi–linear problem can be seen as the perturbation of a
suitable linear problem, that is solved using the result of Huisken and Polden.

As in the linear case, the hypothesis of product structure is excessively strong. It is
enough to have the following G̊arding inequality: for each u ∈ C∞(M × [0, T )) it must
hold

−
∫
M

ϕAi1...i2p(u)∇2p
i1...i2p

ϕdvg > σ‖ϕ‖2
W p,2(Mn) − C‖ϕ‖

2
L2(Mn) ∀ϕ ∈ C∞(M), (2.4)

where the constants σ > 0 and C > 0 depend continuously only on the norms of
A, u, Riemg and their derivatives (we adopted the following shorthand convention:
Ai1...i2p(u) = Ai1...i2p(x, t, u,∇u, . . . ,∇2p−1u)).

What we have to do now is to show that the strong ellipticity condition actually forces
the differential operator to satisfy G̊arding’s inequalty. This is a rather standard argument;
first we introduce the following estimates.

2.6 Proposition (Gagliardo–Nirenberg inequalities, Proposition 5.1 in [Man02]). Let
(Mn, g) be a closed Riemannian manifold and take numbers p, q, r ∈ [0,∞) and j, s ∈ N
such that 0 6 j 6 s and

1

p
=

j

sq
+
s− j
sr

.

Then there is C(n, p, q, r, s, j) > 0 such that for tensor T on Mn there holds

‖∇jT‖Lp(Mn) 6 C · ‖∇sT‖
j
s

Lq(Mn) · ‖T‖
s−j
s

Lr(Mn).

We also recall the weighted Young’s inequality, also called the Peter–Paul inequality.

2.7 Proposition (Weighted Young’s inequality). Take real numbers a, b > 0, ε > 0 and
p, q > 1 such that 1

p
+ 1

q
= 1. Then

ab 6 εp
ap

p
+

1

εq
bq

q
.

Proof. This is just the concavity inequality for the logarithm function:

log(ab) =
1

p
log ap +

1

q
log bq 6 log

(
ap

p
+
bq

q

)
.

Integrating one obtains the inequality without weights. Taking εa instead of a and b
ε

instead of b, the general case appears.

By repeatedly using the integration by parts formula, we have that

−
∫
M

ϕAi1...i2p(u)∇2p
i1...i2p

ϕdvg = (−1)p+1

∫
M

∇p
ip...i1

ϕ · ∇p
ip+1...i2p

ϕ · Ai1...i2p(u) dvg

+

p∑
k=1

∫
M

∇p−kϕ ∗ ∇pϕ ∗ ∇kA(u) dvg.
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First we estimate the higher order term: the principal symbol of the operator P ′u is
exactly Ai1...i2p(u)ξ1 . . . ξ2p, so putting in the strong ellipticity condition we have

(−1)p+1

∫
M

∇p
ip...i1

ϕ · ∇p
ip+1...i2p

ϕ · Ai1...i2p(u) dvg > α‖ϕ‖W p,2(Mn).

So, what is left to do is estimating the lower order terms, both partially eroding the ‖ϕ‖W p,2

estimate (but not too much!) and using the ‖ϕ‖L2 part. Composing the inequalities
enunciated above (plus other standard integral inequalities) we have (the elements “dvg”
are omitted to avoid having too long formulae):∣∣∣∣∫

M

∇p−kϕ ∗ ∇pϕ ∗ ∇kA(u)

∣∣∣∣
6 sup

M
|∇kA(u)|

∫
M

|∇p−kϕ||∇pϕ|

6 sup
M
|∇kA(u)|

((∫
M

|∇p−kϕ|2
) 1

2
(∫

M

|∇pϕ|2
) 1

2

)

6 sup
M
|∇kA(u)|

(
ε

∫
M

|∇pϕ|2 + C(ε)

∫
M

|∇p−kϕ|2
)

6 sup
M
|∇kA(u)|

(
ε

∫
M

|∇pϕ|2 + C(ε)C

(∫
M

|∇pϕ|2
) p−k

p
(∫

M

|ϕ|2
) k

p

)

6 sup
M
|∇kA(u)|

(
ε

∫
M

|∇pϕ|2 + ε′C(ε)C

∫
M

|∇pϕ|2 + C(ε)C(ε′)C

∫
M

|ϕ|2
)
,

where C(ε) and C(ε′) are the coefficient produced by the application of Young’s inequality.

By tuning the numbers ε and ε′ in all the lower order terms, we can make sure that the
total coefficient before

∫
M
|∇pϕ|2 is not more than α

2
. In other words, we have obtained

G̊arding’s inequality with σ = α
2

and a possibly very large C given by the sum of the

coefficients in front of
∫
M
|ϕ|2 terms.

Summing everything up, we have shown the following theorem.

2.8 Theorem. Let (Mn, g) be a closed Riemannian manifold. Let P be a smooth and
quasi–linear differential operator of order 2p defined on Mn × [0, T ) for some T > 0
and having the structure (2.3), where b is a smooth function and and A is a smooth
(2p, 0)–tensor. Let us also suppose that G̊arding’s inequality holds in the sense stated
above: for each u ∈ C∞(Mn × [0, T )) and ϕ ∈ C∞(Mn) there must hold inequality (2.4).

Then, for each u0 ∈ C∞(Mn), there is 0 < T ′ 6 T such that the problem{
∂tu(x, t) = Pu(x, t)

u(·, 0) = u0

has a unique smooth solution in [0, T ′). Such solution depends continuously on u0 in the
C∞ topology.
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2.2 The DeTurck trick

Unfortunately, in our case the operator (2.2) is not strictly elliptic, so the general theory
doesn’t apply directly. This is a common feature of all flows based on geometric functionals,
i.e., functionals that are invariant by diffeomorphism. See [CK04, Section 3.2] for a more
complete account on this behaviour.

Hamilton solved this problem for the Ricci flow in [Ham82] with a technical and
lengthy proof based on the Nash–Moser inverse function theorem. A few years later a
much simpler proof was devised by Dennis DeTurck in [DeT83]: he finds a way to modify
the equation in order to make it strongly elliptic, so that the solution of the original flow
may be recovered by pulling back the modified solution along a suitable vector field. This
technique is now known as the “DeTurck trick” and can be adapted surprisingly well to
many other types of flows.

A variation on the DeTurck trick can be used in our case. Let g be a Riemannian
metric and ξ ∈ T ∗M . Then we define

Rξ(g) = ξ ⊗ ξ − |ξ|2g.

Then let g and g0 be two Riemannian metrics and define

γg,g0 =
1

2
giδg

αβ(Γδαβ(g)− Γδαβ(g0))dxi.

What DeTurck originally did was to solve ∂tg(t) = −2 Ricg(t)−L−γg(t),g0 instead of
∂tg(t) = −2 Ricg(t), for a fixed reference metric g0. Here we do something similar, although
the intervening vector field must be adapted to our problem.

2.9 Proposition. Let P be as in (2.2) and V : S2
+(M)→ T ∗M defined by

Vg = −∇∗∇γg,g0 +
2(b− a)− 1

4
dRg.

Then

σξ(P − LV )′g = −1

2
|ξ|4 IdS2(M) +a 〈Rξ|·〉Rξ (2.5)

and

� P − LV is strongly elliptic if a < 1
2(n−1)

;

� P − LW is not elliptic for any W : S2
+(M)→ T ∗M if a > 1

2(n−1)
.

Proof. From Lemma 1.1 it follow that δ̃Riemg = −DRicg. Moreover one can easily verify
that δD(Rgg) = ∆Rgg+∇2Rg just applying the definitions. So, also recalling the identity
(1.1),

(P − LVg(g)) = −δDRicg +L∆γg,g0+ 1
4
∇Rgg + aδD(Rgg) + Riemg ∗Riemg . (2.6)

We have now to compute the principal symbol of the linearized operator. We begin
with the scalar curvature term. The following formula for the linearized scalar curvature
is Lemma 3.7 in [CK04] (although some definitions differ by a sign):

R′g(h) = δδ̃h+ ∆ trh− 〈Ric |h〉 .
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Thus the principal symbol is

σξR
′
g(h) = 〈ξ ⊗ ξ|h〉 − |ξ|2 trh = 〈Rξ|h〉 .

Recalling again the identity δD(Rgg) = ∇2Rg + ∆Rgg, it follows that

σξ(δD(R·))′g(h) = ξ ⊗ ξ · σξR′g(h)− |ξ|2 · σξR′g(h) = Rξ 〈Rξ|h〉 .

After that we have to work on the first two terms of identity (2.6). The linearized Lie
derivative is

(LV )′g(h)
ij

= ∇iV
′
g (h)

j
+∇jV

′
g (h)

i
+ (∇h ∗ V )ij

so, since the operator V is of degree two,

σξ(LV )′g(h)
ij

= ξiσξV
′
g (h)

j
+ ξjσξV

′
g (h)

i
.

Then we study the principal symbol of the Ricci tensor. Taking again the linearization
expression from [CK04], Lemma 3.5, we see that

Ric′g(h)
ij

=
1

2
gpq(∇q∇jhip +∇q∇ihjp −∇p∇qhij −∇i∇jhpq)

=
1

2
∆hij +

1

2
gpq
(
∇i

(
∇qhjp −

1

2
∇jhpq

)
+∇j

(
∇qhip −

1

2
∇ihpq

))
+ (h ∗ Riemg)ij.

The first term of the last expression is a Laplacian, so it exhibits a nice elliptic symbol.
In order to remove the second term we take advantage of the term γg,g0 , which in turn
contains the Christoffel symbols. From Lemma 3.2 in [CK04] we have that

Γ′g(h)
k

ij
=

1

2
gk`(∇ihj` +∇jhi` −∇`hij),

hence

(γ·,g0)
′
g(h)

m
=

1

4
gmkg

ijgk`(∇ihj` +∇jhi` −∇`hij) + (h ∗ (Γ(g)− Γ(g0)))m.

Putting together the last identities and considering only the principal part we conclude
that

σξ(Ric−Lγ·,g0 )′
g
(h) = −1

2
|ξ|2h.

At last we’re ready to obtain identity (2.5). As before, we use the Lie derivative term
in order to correct the discrepancy of the main term δDRicg from being a Laplacian.
More specifically, there holds the identity

δDRicg = ∆ Ricg +
1

2
∇2Rg + Riem ∗Riem,

which follows from expanding the definition of δ and D, commuting derivatives and
applying Schur’s formula (see Lemma 1.1).
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Going ahead, from the symbol of Ric−Lγ and taking into account that ∆LV =
L∆V +∇Riem ∗V + Riem ∗V , we have that

σξ(∆ Ric−L∆γ·,g0
)′
g
(h) = σξ(∆(Ric−Lγ·,g0 ))′

g
(h) =

1

2
|ξ|4h.

On the other hand it is clear that L 1
4
∇Rgg = 1

2
∇2Rg, so substituting all the principal

symbols obtained so far in equation (2.6) we have that identity (2.5) holds.
We easily compute that

|Rξ|2 = |ξ|4 + n|ξ|4 − 2 〈ξ ⊗ ξ||ξ|2g〉 = (n− 1)|ξ|4.

Moreover, for each W : S+
2 (M)→ T ∗M we have that the image of σξ(Lw)′g lies in R⊥ξ :

〈σξ(LW )′g|Rξ〉 = 〈ξ ⊗ σξW ′
g + σξW

′
g ⊗ ξ|ξ ⊗ ξ − |ξ|

2g〉
= 2|ξ|2 〈ξ|σξW ′

g〉 − 2|ξ|2 〈ξ|σξW ′
g〉

= 0.

Then, if a < 1
2(n−1)

,

−〈σξ(P − Lv)′g(h)|h〉 =
1

2
|ξ|4|h|2 − a 〈Rξ|h〉2

>
1

2
|ξ|4|h|2 − a|Rξ|2|h|2

=
1

2
(1− 2a(n− 1))|ξ|4|h|2,

so P − LV is strongly elliptic.
On the other hand, if a > 1

2(n−1)
we can evaluate the symbol on Rξ and have

−〈σξ(P − LW )′g(Rξ)|Rξ〉 = −〈σξ(P − LV )′g(Rξ)|Rξ〉+ 〈σξ(LW − LV )′g(Rξ)|Rξ〉

=
1

2
|ξ|4|Rξ|2 − a 〈Rξ|Rξ〉4

=
1

2
(1− 2a(n− 1))|ξ|4|Rξ|2

6 0,

so P − LW is not strongly elliptic.

Theorem 2.8 then gives us a solution defined on [0, T )×M for the modified flow{
∂tg̃(t) = P (g̃(t))− LVg̃(t) g̃(t)

g̃(0) = g0.
(2.7)

In order to recover the solution for the original system, let us consider the flow of
V (g̃(t)): {

∂tϕt = Vg̃(t) ◦ ϕt
ϕ0 = IdM .

(2.8)
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2.10 Proposition. The family of metrics (gt)t∈[0,T1) is a solution of (2.1) if and only if
T1 6 T and g(t) = ϕ∗t g̃(t) for all t ∈ [0, T1).

Thus, solving the modified flow and then pulling back the solution via ϕt, we can build
a solution for the flow we’re interested into. Before the proof, we introduce a lemma.

2.11 Lemma. Let Mn be a smooth manifold, (g(t))t∈(−ε,ε) be a smooth family of metrics
and (ϕt)t∈(−ε,ε) be a smooth family of diffeomorphisms. Then

∂t(ϕ
∗
tg(t)) = ϕ∗(∂tg(t) + LVtg(t)),

where Vt = ∂tϕt ◦ ϕ−1
t .

Proof. Just a simple computation:

∂t(ϕ
∗
tg(t))|t=t0 = ϕ∗t0(∂tg(t0)) + ϕ∗t0(∂t(ϕt ◦ ϕ

−1
t0

)
∗
gt0|t0)

= ϕ∗t0(∂tg(t0) + L∂tϕt|t0◦ϕ−1
t0
g(t0)).

Proof of Proposition 2.10. The operator P (g) is geometrical ; i.e., it is invariant under
diffeomorphisms: if ϕ : M → N is a smooth diffeomorphism, then

ϕ∗(P (g)) = P (ϕ∗(g)).

Then, if we put g(t) = ϕ∗t g̃(t), using Lemma 2.11 we have that

∂tg(t) = ϕ∗t (∂tg̃(t) + LVg̃(t) g̃(t)) = ϕ∗t (P (g̃(t))) = P (g(t))

and, of course, g(0) = g0. So we have reconstructed a solution for (2.1) in the time interval
[0, T ).

On the other hand, let g(t) be a solution of (2.1) on the time interval [0, T1). We
consider the flow {

∂tψt = −Vg(t) ◦ ψt
ψ0 = IdM .

Then on [0, T1):

∂t(ψ
∗
t g(t)) = ψ∗t (∂tg(t)− LVg(t)g(t))

= ψ∗t (P (g(t)))− ψ∗t (LVg(t)g(t))

= P (ψ∗t (g(t)))− LVψ∗t (g(t))ψ
∗
t (g(t)),

so T1 < T and for all t ∈ [0, T1) we have ψ∗t g(t) = g̃(t). But (ψt)
−1 = ϕt, so we have the

thesis.

2.3 Bando–Bernstein–Shi estimates

Once the short–time existence has been settled, we begin considering near a maximal
time of existence for the flow. The Bando–Bernstein–Shi estimates that we work out in
this section provide a way to control the higher order derivatives of the Riemann tensor.
First we give an L2 control; thanks to Sobolev embedding theorem, the control is then
made to be in L∞.
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2.12 Theorem. Let Mn be a compact manifold and let (g(t))t∈[0,T ) be a family of metrics

that solves the flow (2.1) with a < 1
2(n−1)

and b ∈ R. Suppose moreover that for a certain

β <∞ and all times t ∈ [0, T ) we have ‖Riemg(t)‖L∞ < β.

Then for all k ∈ N there is a constant c(n, k, β, P, T ) > 0 such that for all t ∈ (0, T ]
we have ∫

M

|∇k Riemg(t)|2 dvg(t) 6
c

t
k
2

∫
M

|Riemg(0)|2 dvg(0).

In order to give the proof, we first establish a formalism that will be used to control
the behaviour of lower order terms. Then we give some lemmas and at last we prove
Theorem 2.12 itself.

Take j,m ∈ N and some tensors T , T1, . . . , Tj; we will write:

Pm(T1, . . . , Tj) =
∑

k1+···+kj=m

∇k1T1 ∗ · · · ∗ ∇kjTj

P(j)
m (T ) = Pm(T, . . . , T ) =

∑
k1+···+kj=m

∇k1T ∗ · · · ∗ ∇kjT.

With this notation, we will use the symbol LOTs
(k)(g) (where LOTs stands for “lower

order terms”) to indicate any element in the linear span of∫
M

P(3)
2k+2(Riemg) dvg and

∫
M

P(4)
2k (Riemg) dvg.

The meaning of the expression “lower order terms” is made explicit in the following
lemma.

2.13 Lemma (Corollary 9.15 in [Bou10]). Let (Mn, g) be a Riemannian manifold. Then
there is a constant C(n, k) such that

|LOTs
(k)(g)| 6 1

2

∫
M

|∇k+2 Riemg|2 dvg + C · sup
M
|Riemg|k+2 ·

∫
M

|Riemg|2 dvg.

Then we study the form of the linearization of quadratic functionals associated to the
covariant derivatives of the Riemann tensor and of the scalar curvature, up to lower order
terms.

2.14 Lemma. Let (Mn, g) be a Riemannian manifold, and k > 0. We recall, moreover,
that P is defined as in (2.2). Then the following formulae are satisfied:(∫

M

|∇k Riem|2 dv
)′
g

(P (g)) = −
∫
M

(
|∇k+2 Riemg|2 −

a

2
|∇k+2Rg|2

)
dvg + LOTs

(k)(g)(∫
M

|∇kR|2 dv
)′
g

(P (g)) = −(1− 2a(n− 1))

∫
M

|∇k+2Rg|2 dvg + LOTs
(k)(g).

The coefficients of the lower order terms depend only on k and P .



22 2. A class of fourth-order geometric flows

Proof. Taken a p–covariant tensor T , let us define the 2–covariant tensor T Y T by

(T Y T )ij =

p∑
k=1

T`1...i...jpTm1...j...mpg
`1m1 . . . g`pmp ,

where the indices i and j are to be put instead of `k and mk (and the corresponding term
g`kmk must be removed).

Distributing the derivative, and handling ∂tdvg like in Lemma 2.1, we get

(∫
M

|∇k Riem|2 dv
)′
g

(P (g)) = 2

∫
M

〈(∇k Riem)
′
g(P (g))|∇k Riemg〉 dvg

−
∫
M

〈P (g)|∇k Riemg Y∇k Riemg〉+
1

2

∫
M

|∇k Riemg|2 tr(P (g)) dvt.

Since P (g) carries at most two derivatives of the Riemann tensor, the last two terms are
LOTs

(k)(g). Then we have to commute the linearization with the covariant derivatives:
every time we do that, we have an additional term in which a derivative of Riemg is lost
and a derivative of the Christoffel symbols appear. This new term is again LOTs

(k)(g). So

(∫
M

|∇k Riem|2 dv
)′
g

(P (g)) = 2

∫
M

〈∇k Riem′g(P (g))|∇k Riemg〉 dvg + LOTs
(k)(g).

We recall the formula Riem′g = −1
2
DD̃+Riemg ∗· (compare with Remark 3.4 in [CK04]).

Then, the integrand of the main term in the last formula is of type P(2)
2k+4, so each time we

commute two derivatives the error term is in LOTs
(k)(g). So we move all the derivatives on

the right–hand term of the scalar product and substitute Riem′g and then P (g) obtaining

(∫
M

|∇k Riem|2 dv
)′
g

(P (g))

= −
∫
M

〈DD̃(P (g))|∆k Riemg〉 dvg + LOTs
(k)(g)

= −
∫
M

〈∆2 Riemg |∆k Riemg〉 dvg − a
∫
M

〈DD̃(∆Rgg)|∆k Riemg〉 dvg

− b
∫
M

〈DD̃D̃DRg|∆k Riemg〉 dvg + LOTs
(k)(g)

= −
∫
M

|∇k+2 Riemg|2 dvg − a
∫
M

〈∆Rg| tr(δ̃δ∆k Riemg)〉 dvg + LOTs
(k)(g),

since D̃D̃ = Riemg ∗·, so last terms finishes in LOTs
(k)(g). Going on, commuting again
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derivatives and applying Schur’s formula (Lemma 1.1):(∫
M

|∇k Riem|2 dv
)′
g

(P (g))

= −
∫
M

|∇k+2 Riemg|2 dvg − a
∫
M

〈∆Rg|∆kδ̃δRicg)〉 dvg + LOTs
(k)(g)

= −
∫
M

|∇k+2 Riemg|2 dvg − a
∫
M

〈∆Rg|∆k+1Rg)〉 dvg + LOTs
(k)(g)

= −
∫
M

|∇k+2 Riemg|2 dvg +
a

2

∫
M

|∇k+2Rg|2 dvg + LOTs
(k)(g),

which finishes the first formula we had to prove.
We proceed in a similar way for the second one.(∫

M

|∇kR|2 dv
)′
g

(P (g))

= 2

∫
M

〈(∇kR)
′
g(P (g))|∇kRg〉 dvg −

∫
M

〈P (g)|∇kRg Y∇kRg〉 dvg

+
1

2

∫
M

|∇kRg|2 tr(P (g)) dvg

= 2

∫
M

〈(∇kR)
′
g(P (g))|∇kRg〉 dvg + LOTs

(k)(g)

= 2

∫
M

〈R′g(P (g))|∆kRg〉 dvg + LOTs
(k)(g).

Then we use δD(Rgg) = ∆Rgg + ∇2Rg and R′g = tr δD + Riemg ∗· (see Lemma 3.7 in
[CK04]) and conclude like above.(∫

M

|∇kR|2 dv
)′
g

(P (g))

= 2

∫
M

〈R′g(δδ̃Riemg +aδD(Rgg) + (b− a)DD̃Rg)|∆kRg〉 dvg + LOTs
(k)(g)

= −
∫
M

〈∆2Rg|∆kRg〉 dvg + 2a(n− 1)

∫
M

〈∆kRg|∆kRg〉 dvg + LOTs
(k)(g)

= −(1− 2a(n− 1))

∫
M

|∇k+2Rg|2 dvg + LOTs
(k)(g).

Finally we can prove Theorem 2.12.

Proof of Theorem 2.12. Let us consider this auxiliary operator:

Ak(g) =

∫
M

|∇k Riemg|2 dvg +
a+

1− 2a+(n− 1)

∫
M

|∇kRg|2 dvg,

where a+ = max { a, 0 }. Moreover, let us define the constant

ca =
1− 2a+(n− 1)

2
.
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Applying the two lemmas above we see that

(Ak)′g(P (g)) + caAk+2(g) = −(1− ca)
∫
M

|∇k+2 Riemg|2 dvg

− a+ − a
2

∫
M

|∇k+2Rg|2 dvg + LOTs
(k)(g)

6 −1

2

∫
M

|∇k+2 Riemg|2 dvg + LOTs
(k)(g)

6 Ckβ
k+2

∫
M

|Riemg|2 dvg

6 Ckβ
k+2A0(g),

where Ck(n) = C(k, n) is given by Lemma 2.13.

Therefore, defining the polynomial

fk(t) =
k∑
j=0

cjat
j

j!
A2j(g(t)),

we see that

f ′k(t) 6
k∑
j=1

cjat
j−1

(j − 1)!
A2j(g(t)) +

k∑
j=0

cjat
j

j!
(A2j)

′
g(t)(P (g(t)))

=
k−1∑
j=0

(
cjat

j

j!
((A2j)

′
g(t)(P (g(t))) + caA2j+2(g(t)))

)
+
ckat

k

k!
(A2k)

′
g(t)(P (g(t)))

6
k∑
j=0

(
cjat

j

j!
((A2j)

′
g(t)(P (g(t))) + caA2j+2(g(t)))

)

6
k∑
j=0

cjat
j

j!
Ckβ

2j+2A0(g(t))

6 C ′β2(1 + βt)2kA0(g(t))

6 C ′β2(1 + βt)2kfk(t),

where C ′ = C ′(k, n). This gives an estimate on the logarithmic derivative of fk:

(log fk)
′(t) 6 C ′β2(1 + βt)2k

which in turns implies that for t > 0

fk(t) 6 fk(0) exp(C ′β2(1 + βt)2kt).
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At last: ∫
M

|∇2k Riemg(t)|2 dvg(t) 6 A2k(g(t))

6
k!

ckat
k
fk(t)

6
k!

ckat
k
fk(0) exp(C ′β2(1 + βt)2kt)

6
c′

tk
A0(g(0))

6
c

tk

∫
M

|Riemg(0)|2 dvg(0),

which is the thesis for k even.
For the case k odd we just have to apply Proposition 2.6 to the tensor ∇2k Riem,

taking j = 1, s = 2 and p = q = r = 2.

From the Bando–Bernstein–Shi estimates we can recover an L∞ control on the deriva-
tives of the Riemann tensor using the following Sobolev embedding.

2.15 Proposition. For each n ∈ N and Y0 > 0 there is a constant C(n, Y0) such that
the following proposition holds. Let (Mn, g) be a compact Riemannian manifold with
Y (M, [g]) > Y0. Then for each smooth tensor T there holds

‖T‖L∞ 6 C(‖T‖L2 + · · ·+ ‖∇kT‖L2),

where k is the integer part of n
2

+ 1.

Proof. It descends from Proposition 9.21 in [Bou10]. The intervening Sobolev constant is
controlled with the Yamabe constant using Proposition 5.2 in the same work.

2.16 Theorem. Let M4 be a smooth manifold and let (g(t))t∈[0,T ) be a family of metrics

that solve the flow (2.1) for a < 1
2(n−1)

and b ∈ R. Suppose moreover that for a certain

β <∞ and all times t ∈ [0, T ) we have ‖Riemg(t)‖L∞ < β and that the Yamabe constant
is uniformly bounded from below by a positive constant.

Then for each T ′ ∈ (0, T ) and k ∈ N there is a constant c(n, k, β, P, T, T ′) > 0 such
that

sup
[T ′,T ]

|∇k Riemg(·)| 6 c‖Riemg(0)‖L2 .

Proof. Thanks to Theorem 2.12, on [T ′, T ] the covariant derivatives of the metric are
bounded in the L2 norm, uniformly along the flow. Applying Proposition 2.15, the result
follows.

2.4 A lemma about uniform boundedness of geomet-

ric flows

The following lemma is an adaptation to higher–order flows of Lemma 2.4 in [Ham95]. It
is a standard lemma required in many types of arguments concerning limits of evolving
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metrics. Basically it says that under very broad assumptions, if we have a collection of
flows that do not blow up each one in its own metric, then they do not blow up with
respect to a common fixed metric. Thus, we can use standard analytic tools, like the
Ascoli–Arzelà compactness theorem.

2.17 Lemma. Let (Mn, g) be a Riemannian manifold and take N, k ∈ N. Let K ⊆Mn be
a compact subset and I ⊆ R a compact interval that contains 0. Let (gi)i∈N be a sequence
of metrics defined on open neighbourhoods of I×K and solutions to a differential equation
of order k + 2 of the following form:

∂tgi(t) =
∑

06i16...6ij6k

∇i1
gi(t)

Riemgi(t) ∗ · · · ∗ ∇
ij
gi(t)

Riemgi(t) .

Suppose moreover that the following conditions are met.

1. All the metrics gi(0) are uniformly equivalent to g on K; i.e., there is C > 0 such
that

e−Cg 6 gi(0) 6 eCg ∀i ∈ N.

2. For all 1 6 j 6 N , the j-th derivative of gi(0) with respect to g is uniformly bounded
on K; i.e., there are Cj > 0 such that

sup
K
|∇j

ggi(0)|g 6 Cj ∀i ∈ N,∀1 6 j 6 N.

3. For all 1 6 j 6 N + k, the j-th derivative of Riemgi with respect to gi is bounded
with respect to gi on I ×K; i.e., there are C ′j > 0 such that

sup
I×K
|∇j

gi
Riemgi |gi 6 C ′j ∀i ∈ N,∀1 6 j 6 N + k.

Then the metric gi are uniformly equivalent to g on I ×K and for all 1 6 j 6 N the
j-th derivatives of gi with respect to g are uniformly bounded with respect to g on I ×K.
I.e., there are constants c(C,Cj, C

′
j, n, I), cj(C,Cj, C

′
j, n, I) > 0 such that

e−cg 6 gi(t) 6 ecg, sup
I×K
|∇j

ggi(t)|g 6 cj ∀i ∈ N,∀1 6 j 6 N,∀t ∈ I.

The following lemma will be used in the proof.

2.18 Lemma (Lemma 6.49 in [CK04]). Let Mn be a manifold and (g(t))t∈I a smooth
family of metrics, where I ⊆ R is an interval. Suppose that there exists a constant C <∞
such that ∫

I

|∂tg(t)|g(t) dt 6 C.

Then for all t ∈ I
e−Cg(0) 6 g(t) 6 eCg(0).
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Proof of Lemma 2.17. From condition 3 and the structure of the differential equation we
obtain that |∂tgi(t)| are uniformly bounded, so Lemma 2.18 implies that, for a fixed i ∈ N,
the metrics gi(t) are uniformly equivalent for t ∈ I. Since gi(0) are uniformly equivalent
to g for i ∈ N, it follows that gi(t) are uniformly equivalent to g independently from i and
t.

Then we have to prove that the g–derivatives of the metric are uniformly bounded
with respect to g. This will be done employing an induction argument on the order of
derivation. The induction base step, i.e. the fact supI×K |gi|g 6 c0, immediately follows
from the uniform equivalence shown above.

We observe that, given two metrics g and g̃, the difference of the Christoffel symbols
Γg̃ − Γg is a tensor (although the two Christoffel symbols alone are not), so

∇gT = ∇g̃T + (Γg̃ − Γg) ∗ T = ∇g̃T + g̃ ∗ ∇gg̃ ∗ T,

where the second equality is true since, in normal coordinates for g, we have that
(∇g)ig̃jk = ∂ig̃jk and

(Γg̃ − Γg)
k
ij = (Γg̃)

k
ij =

1

2
g̃k`(∂ig̃j` + ∂j g̃i` − ∂`g̃ij).

Applying repeatedly the previous formula, for each 1 6 j 6 N we obtain that
∇j
g(∂tgi(t)) is a finite sum of terms of the following form:∑
06i1,...,ip6j

06j1,...,jq6k+j

∇i1
g gi(t) ∗ · · · ∗ ∇ip

g gi(t) ∗ ∇
j1
gi(t)

Riemgi(t) ∗ · · · ∗ ∇
jq
gi(t)

Riemgi(t) p, q ∈ N.

It follows that |∂t∇j
ggi(t)|g = |∇j

g(∂tgi(t))|g is controlled by a polynomial in |∇ggi(t)|g,
. . . , |∇j

ggi(t)|g, so using condition 2, integrating over I and inducting on j we have the
thesis.

2.5 Compactness results for flows

In order to study the behaviours of the flow approaching a singular time, we have to
extend Theorem 1.4 in order to deal with flows instead of just manifolds. The following
theorem makes fundamental use of Lemma 2.17.

2.19 Theorem (compare with Theorem 1.2 in [Ham95]). Let M4 be a smooth manifold
and (gi(t), xi)i∈N a family of pointed complete solutions of the flow (2.1) with a < 1

2(n−1)

and b ∈ R, defined on an possibly infinite interval (−α, ω] ⊆ R containing 0. Suppose
that the curvatures of the metrics gi are uniformly bounded on (−α, ω]×M4 and that the
Yamabe constant is uniformly bounded from below on (−α, ω]×M4.

Then there is a subsequence of (M, gi(t), xi)i∈N that converges in the pointed C∞
topology to (M∞, g∞(t), x∞), which is still a complete solution of (2.1) defined on the
same interval.

The proof is analogous to the one in Hamilton’s paper.
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Proof. First consider the case −α > −∞ and take an small 0 < ε < α. From Theorem
2.16 we know that all the derivatives of the Riemann tensor are uniformly bounded on
(−α+ ε, ω]. Moreover, the hypothesis on the Yamabe constant implies that the injectivity
radius of the metrics gi(0) at the points xi are bounded from below by a positive constant.
Theorem 1.4 then applies and, up to passing to a subsequence, there is a manifold
(M∞, g∞(0), x∞) that is the pointed C∞ limit of (M, gi(0), xi).

Now we have to extend the built solution to the whole interval (−α + ε, ω]. From
the definition of pointed C∞ convergence, for each j ∈ N we have open sets Ωj ⊆ M∞
and embeddings Fj : Ωj → M4 that are diffeomorphisms onto their images, such that
Ωj ↗M∞. Using the fact already mentioned that the derivatives of Riemgi(t) are bounded
with respect to the metric gi(t) uniformly with respect to i and t and invoking Lemma
2.17, we have that all the derivatives of the metric gi(t) are bounded with respect to a
fixed metric g. It follows that, again up to passing to a subsequence, for each j ∈ N and
t ∈ (−α+ε, ω] the sequence (F ∗j gi(t))i∈N converges to a metric g∞(t) defined on Ωj . Using

a diagonal argument, g∞(t) can be defined on the whole manifold M∞. Such metric is
still a solution of the flow (2.1), because the convergence is C∞.

Using again a diagonal argument, we can prove that g∞ is actually defined over (−α, ω]
and also cover the case −α = −∞.

2.6 Blow–up at a singular time

With all the theory built so far, we are finally able to discuss what happens to the flow
near a singular time. Not only we will see that, thanks to the Bando–Bernstein–Shi
estimates, the Riemannian tensor must blow up near the singular time, but we will also
inspect the limit structure in order to better understand its geometry.

2.20 Theorem. Let M4 be a compact manifold and (g(t))t∈[0,T ) a family of metrics that

solve the flow (2.1). for a < 1
2(n−1)

and b ∈ R. Suppose that T <∞ is the maximal time
of existence of such solution and that the Yamabe constant is uniformly bounded from
below along the flow.

Then the Riemannian tensor must blow up approaching T . That is,

lim sup
t→T

‖Riemg(t)‖L∞ →∞.

Proof. If ‖Riemg(t)‖L∞ is bounded near T , then Theorem 2.16 applies and all the deriva-
tives of Riemg(t) are uniformly bounded near T . Thus, the solution must extend beyond
T .

More precisely, thanks to Lemma 2.17 the metrics (g(t))t∈[0,T ) are uniformly equivalent
and all the derivatives uniformly bounded with respect to a fixed metric. So Ascoli–Arzelà
theorem implies that, up to a subsequence, they converge uniformly to a symmetric
2–covector. Up to taking another subsequence and using a diagonal argument, all the
derivatives converge uniformly. Moreover, the limit tensor g(T ) is again positively defined
(i.e., is a metric), because of the uniform equivalence.

Therefore, we can take the limit metric g(T ) and start again a flow, obtaining
(g(t))t∈[T,T+ε) for some ε > 0. The function (g(t))t∈[0,T+ε) resulting from gluing the
pieces is smooth at every time (in particular, the convergence of spatial derivatives implies
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the convergences of time derivatives, since they are related by the equation of the flow)
and is again a solution of the flow. This contradicts the maximality of T .

Now, let us consider more carefully what happens near a singular time. Let M a
compact manifold and g(t) a solution of (2.1) on [0, T )×M , with 0 6 T 6∞ such that
lim supt→T‖Riemg(t)‖L∞ = ∞. Moreover, let us suppose that the Yamabe constant is
uniformly bounded from below along the flow: inft∈[0,T ) Y (M, [g(t)]) = Y0 > 0.

We can pick times ti ↗ T and points xi ∈M that satisfy

‖Riemg(ti)‖L∞ = sup
t6ti
‖Riemg(ti)‖L∞ and |Riemg(ti)(xi)| = ‖Riemg(ti)‖L∞ ↗∞.

Let us call λi = |Riemg(ti)(xi)| and define the following rescaled flows:

gi(t) = λig

(
ti +

t

λ2
i

)
.

Evidently, for all i ∈ N we have that gi is a solution of (2.1) of [−λ2
i ti, λ

2
i (T − ti)). Thus,

for every α > 0, we have that gi is eventually defined on [−α, 0].
We now want to show that these rescaled flows have an accumulation point. Thanks to

the rescaling, we see that ‖Riemgi(t)‖L∞ 6 1 for all t ∈ [−α, 0] and i ∈ N. Moreover, since
the Yamabe constant is scale invariant, Proposition 1.9, Lemma 1.6 and the following
discussion lead us to concluding that the injectivity radius of gi(0) is uniformly bounded
from below for all i ∈ N.

Theorem 2.19 thus applies and we can find a subsequence of (M, gi(t), xi) converging
in the pointed C∞ topology to a complete solution (M∞, g∞(t), x∞) of (2.1) for t ∈ [−α, 0].
Thanks to a diagonal argument, the limit solution can actually be defined for t ∈ (−∞, 0].
Moreover, if T =∞, we can actually take t ∈ R.

In any case, the limit manifold is not flat: indeed, the definition of pointed convergence
implies that |Riemg∞(0)(x∞)| = 1. This will turn out to be a useful detail in order to carry
out proofs by absurd on the blow–up model.
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CHAPTER 3

Flows arising as gradient of curvature functionals
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In this chapter we finally deal with the particular problem we are studying. The
final theorem we want to prove (Corollary 3.17) is that a 4–manifold that verifies certain
integral pinching conditions has positive constant sectional curvature. We begin with
giving an intuitive idea of what we would like to achieve.

As already discussed, the Riemann tensor admits the following decomposition:

Riemg =
Rg

2n(n− 1)
g ? g +

1

n− 2
R̊icg ? g +Wg.

A metric is of constant sectional curvature if and only the Ricci and Weyl terms of this
decomposition are zero (in such case, by Schur’s formula, it is well known that the function
Rg is constant). So we try to design our flow so as to gradually remove the Ricci and
Weyl parts.

It is natural, then, to pick the L2 energy of Zg andWg and require ∂tg(t) to be opposite
of the gradient of a linear combination of these two energies:

∂tg(t) = −2∇g((1− λ)‖W‖2
L2 + λ‖Z‖2

L2)

(it is customary to add a factor 2 to simplify a few formulae).
Working with gradient flows also gives the nice property of having a monotonically

decreasing “energy” along the flow (i.e., the value of the functional of whose the gradient
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is taken; in our case it is (1− λ)‖W‖2
L2 + λ‖Z‖2

L2). This energy will ultimately lead to
the estimates with which we will complement the blow–up analysis already begun in the
previous chapter, showing that the flow exists for all times with no singularities when the
starting energy is not too high (with an explicit value for this requirement).

Once the flow exists for all times, one checks the structure of the limit manifold.
Following the ideas outlined above, we have to be sure that the limit metric has zero
traceless Ricci and Weyl tensors. This will be done employing the Bochner technique
presented in the first chapter.

3.1 Functional derivatives and gradients

If F : S2
+(M)→ R is a smooth functional, its derivative at point g is defined as the unique

functional F ′g : S2(M)→ R (where S2(M) was taken as the tangent space of S2
+(M)) that

satisfies

F(g + h) = F(g) + F ′g(h) + o(|h|) ∀g ∈ S2
+(M), h ∈ S2(M) with h→ 0.

We can represent the derivative of a smooth functional as the integration against a
certain symmetric 2-covector, which we’ll call the gradient of F ; it satisfies

〈∇Fg|h〉L2(g) = F ′g(h)

and express, intuitively, the “perturbation direction” towards which the functional grows
most quickly.

With these notions, we set up the following flow:{
∂tg(t) = −2∇F(g(t))

g(0) = g0.
(3.1)

It immediately follows that

∂tF(g(t)) = F ′g(t)(∂tg(t)) = −2F ′g(t)(∇F(g(t))) = −2‖∇F(g(t))‖2
L2(g) 6 0, (3.2)

so that the functional is decreasing along the flow. This is in accord with the intuitive
interpretation we have just given and the choice of the minus sign. It also shows that
metrics that are critical for the functional F exhibit a constant flow.

3.2 Gradients of curvature functionals

Let us take an operator T : S2
+(M)→ T (p,q)(M) and define the functional FT : S2

+(M)→ R
by

FT (g) = ‖T‖2
L2(g) =

∫
M

|T |2g dvg.

As discussed in the introduction of this chapter, we will consider the case n = dimM =
4 and take the functional

Fλ(g) = (1− λ)FW(g) + λFZ(g). (3.3)



3.2. Gradients of curvature functionals 33

In order to better understand this functional, we put in in slightly different forms.
We define the auxiliary functional F2, which is the L2 energy of the second symmetric
function of the eigenvalues of the Schouten tensor (defined in Section 1.1):

F2(g) =
1

2

∫
M

(tr2(Ag)− |Ag|2) dvg =
n2 − 4n+ 4

4
FS(g)− n− 2

2
FZ(g).

In dimension 4 one can verify, using Theorem 3.5, that

F2(g) + FW(g) = FRiem(g)−FR̊ic(g) = 8π2χ(M),

so ∇F2(g) = −∇FW(g). It follows that

∇Fλ = ∇FW + λ(∇FZ +∇F2) = ∇FW + λ∇FS = ∇FW +
λ

24
∇FR. (3.4)

On the other hand, substituting ∇FR̊ic in (1.3), we have that 1
2
∇FRiem = ∇FW +

1
24
∇FR, from which

∇Fλ(g) =
1

2
FRiem +

λ− 1

24
FR.

Explicit formulae for the L2 norms of the curvature functionals are available in [Bes87,
Chapter 4.H]:

∇FRiem(g) = −δδ̃Riem−1

2
Riem∨Riem +

1

2
|Riem|2g, (3.5a)

∇FW(g) = −δδ̃W − 1

n− 2
W̊R̊ic− 1

2
(W ∨W − |W|2g), (3.5b)

∇FR(g) = 2δD(Rg)− 2R(Ric−1

4
Rg). (3.5c)

3.1 Remark. In dimension 4 the last term in the expansion of ∇FW is zero. So

∇FW(g) = −δδ̃W − 1

2
W̊R̊ic. (3.6)

Putting everything together, we reach the following theorem.

3.2 Theorem. Let (M4, g0) be a closed Riemannian manifold. The flow (3.1) with the
functional (3.3) has the following form:

∂tg(t) = δδ̃Riemg(t) +
1− λ

6
(∆Rg(t)g(t) +∇2Rg(t)) + Riemg(t) ∗Riemg(t) .

Thanks to Theorem 2.8 and Proposition 2.10, if λ > 0 there is a unique evolving metric
(g(t))t∈[0,T ) which is a maximal time solution of the flow, for a certain 0 < T 6∞.

Using the formulae above we immediately start getting useful pieces of information
about the flow. For example, we see that the volume of the evolving metric is constant, a
result that will be useful in the continuation.

3.3 Lemma. Let (M4, g) be a compact Riemannian manifold. Then

tr(∇Fλ(g)) =
λ

4
∆Rg.
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Proof. Write ∇Fλ(g) = FW(g) + λ
24
FR(g). Substituting equalities (3.5), we immediately

see that the Weyl part vanishes and that the scalar part gives rise to the Laplacian of the
scalar curvature.

3.4 Corollary. Let Mn be a closed manifold and (g(t))t∈[0,T ) a family of metrics solution
of (3.1) with the functional (3.3) and λ > 0. Then Volg(t)(M

n) is constant.

Proof. From Lemma 2.1 and Lemma 3.3 we know that

∂t Volg(t)(M
n) =

λ

8

∫
M

∆Rg dvg.

By Stokes’ theorem, such integral in zero.

3.3 Estimates on the Yamabe constant and curva-

tures

One of the niceties of the functional Fλ is that it gives an easy estimate for the Yamabe
constant. First we mention the Chern–Gauss–Bonnet theorem for 4 dimensions, which is
the analogue for what the Gauss–Bonnet theorem is in 2 dimensions (the Chern–Gauss–
Bonnet formula is actually available for all even–dimensional closed Riemannian manifolds,
but enunciating it in full generality requires far more theory construction than we need).

3.5 Theorem (Chern–Gauss–Bonnet theorem). Let (M4, g) be a closed Riemannian
manifold. Then

8π2χ(M) = FS(g)−FZ(g) + FW(g).

The proof can be found in [Spi99a, Spi99b].

3.6 Lemma. Let (M4, g) be a closed Riemannian manifold. The for all λ > 0

Y (M, [g])2 > 24((1− λ)8π2χ(M)−Fλ(g)). (3.7)

Proof. Take a Yamabe minimizer ĝ ∈ [g], which has constant scalar curvature. From (1.4)
we know that

Y (M, [ĝ])2 =

∫
M

R2
ĝ dvg > 24

(
1

24
FR(ĝ)− 1

2
FR̊ic(ĝ)

)
= 24F2(ĝ).

Now, we already know that the Yamabe constant is a conformal invariant. Since the
energy of the Weyl tensor is conformally invariant in dimension 4, from (3.6) we know
that F2 is a conformal invariant too. Thus the same inequality is true for g. So

Y (M, [g])2 > 24F2(g)

= 24(λF2(g) + (1− λ)(8π2χ(M)−FW(g)))

> 24((1− λ)8π2χ(M)−Fλ(g)).

A corollary follows immediately.
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3.7 Corollary. Let M4 be a closed manifold and (g(t))t∈[0,T ) a family of metrics solution
of (3.1), with 0 < T 6 ∞. Suppose that Y (M, [g(0)]) = Y0 > 0 and that for g(0) the
right-hand side of (3.7) is non-negative. Then the Yamabe constant is uniformly bounded
from below by Y0 along the flow.

Finally we mention two other lemmas concerning estimates that we will use in the
following sections.

3.8 Lemma. Let M4 be a closed manifold and (g(t))t∈[0,T ) a family of metrics solution of
(3.1) on the functional defined by equation (3.3), with 0 < T 6∞ and 0 < λ < 1. Then
the quantities

FS(g(t)), FZ(g(t)), FW(g(t)) and FRiem(g(t))

are bounded from above along the flow by constants depending only on λ, χ(M) and
Fλ(g(0)).

Proof. As already remarked, from inequality (3.2) we know that Fλ(g(t)) 6 Fλ(g(0)) for
all times t ∈ [0, T ). From the definition of Fλ in equation (3.3) we have

FZ(g(t)) 6
1

λ
Fλ(g(t)) and FZ(g(t)) 6

1

1− λ
Fλ(g(t)),

so the lemma is proved for FZ and FW .
In order to have the result for FS , we exploit the Chern–Gauss–Bonnet formula

(Theorem 3.5) and have

FS(g(t)) = 8π2χ(M) + FZ(g(t))−FW(g(t)) 6 8π2χ(M) + FZ(g(t)).

Finally, FRiem follows, being the sum of the other three.

3.9 Lemma. Let (M4, g) be a closed Riemannian manifold and λ ∈ (0, 1) such that, for
a certain ε > 0,{

λ 6 4
13

Fλ(g) 6 2λ(π2χ(M)− ε)
or

{
λ > 4

13

Fλ(g) 6 8
9
(1− λ)(π2χ(M)− ε).

(3.8)

Then

FW(g) +
1

2
FZ(g) 6

1

8× 24
Y (M, [g])2 − ε.

Proof. If λ 6 4
13

, then 1− λ > 9
13

and 9
13(1−λ)

6 1 6 4
13λ

, so

9

13
FW +

4

13
FZ =

9

13(1− λ)
(1− λ)FW +

4

13λ
λFZ 6

4

13λ
Fλ 6 8

13
(π2χ(M)− ε).

On the other hand, if λ > 4
13

, then 1− λ 6 9
13

and 4
13λ

6 1 6 9
13(1−λ)

, so

9

13
FW +

4

13
FZ =

9

13(1− λ)
(1− λ)FW +

4

13λ
λFZ 6

9

13(1− λ)
Fλ 6 8

13
(π2χ(M)− ε).

In both cases, multiplying by 13
8

and applying Lemma 3.6 with λ = 0 we get the thesis:

FW(g) +
1

2
FZ(g) 6 π2χ(M)− 1

8
FW(g)− ε

=
1

8× 24
Y (M, [g])2 − ε.
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3.4 Critical metrics for the functional

3.10 Theorem. Let (M4, g) be a complete Riemannian manifold with positive Yamabe
constant and λ ∈ [0, 1]. Suppose that Rg ∈ L2(M) and, if λ = 0, suppose it is constant.
Moreover, suppose that g is critical for Fλ (i.e., ∇Fλ(g) = 0) and that the following
integral pinching holds:

‖Wg‖2
L2 +

1

2
‖Zg‖2

L2 <
1

8× 24
Y (M, [g])2.

Then g is of constant sectional curvature.

The proof will be carried out using the Bochner technique outlined in Section 1.4 to
prove that the traceless Ricci tensor and the Weyl tensor must be zero in the hypotheses
of the theorem.

First we discuss the case of the traceless Ricci tensor.

3.11 Lemma. Let (M4, g) be a Riemannian manifold with constant scalar curvature.
Then

∇Fλ(g) =
1

2
∇∗∇R̊icg − ˚

(Wg + Zg)R̊icg +
1

4
|R̊ic|2g +

2− λ
12

RgR̊ic. (3.9)

Proof. Putting together equations (3.5) and (3.4) and remark 3.1 we have that

∇Fλ(g) = −δδ̃Wg −
1

2
W̊gR̊icg +

λ

12
δD(Rgg)− λ

12
RgR̊ic.

The third term vanishes, since Rg is constant. Moreover we substitute δ̃Wg = −1
2
DR̊icg

(which is Lemma 1.1, to arrive to the following form:

∇Fλ(g) =
1

2
δDR̊icg −

1

2
W̊gR̊icg −

λ

12
RgR̊ic. (3.10)

So the only thing left to do is manipulate this formula in order to find equality (3.9).
Expanding the definition, commuting derivatives and applying Schur’s formula (Lemma

1.1) we have

(δDR̊icg)ij = −∇α∇αR̊icij +∇α∇iR̊icαj

= −∇α∇αR̊icij +∇i∇αR̊icαj − Riemi
α
α
` · R̊ic`j − Riemi

α
j
` · R̊icα`

= −∇α∇αR̊icij +
1

2
∇i∇jRg − Riemi

α
α
` · R̊ic`j − Riemi

α
j
` · R̊icα`

= −∇α∇αR̊icij + (Ricg ◦R̊icg)ij − ( ˚RiemgR̊icg)ij.

We have the easy formula

˚
(g ? u)v = 〈u|v〉 g + tr v · u− u ◦ v − v ◦ u,

from which we obtain

(n− 2)Z̊gR̊icg =
˚

(g ? R̊icg)R̊icg = |R̊icg|2g − 2R̊icg ◦ R̊icg,

˚RiemgR̊icg = W̊gR̊icg + Z̊gR̊icg −
1

n(n− 1)
RgR̊icg.
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Putting together last formulae we find that

δDR̊icg = ∇∗∇R̊icg +
1

n− 1
RgR̊icg −

˚(
Wg +

n

2
Zg
)

R̊icg +
1

2
|R̊icg|2g

and substituting in identity (3.10) we find identity (3.9), which is the thesis.

3.12 Proposition. Let (M4, g) be a complete Riemannian manifold with positive Yamabe
constant and constant scalar curvature, and take λ ∈ [0, 1]. Suppose that g is critical for
Fλ and that the following integral pinching holds:

‖Wg‖2
L2 +

1

2
‖Zg‖2

L2 <
1

8× 24
Y (M, [g])2.

Then we have Zg = R̊icg = 0.

Proof. Since ∇Fλ(g) = 0 and using Lemma 3.11 we get

0 = 〈∇Fλ(g)|R̊icg〉

=
1

2
〈∇∗∇R̊icg|R̊icg〉 − 〈Wg +

1

2
R̊icg ? g|R̊icg ? R̊icg〉+

2− λ
12

Rg|R̊icg|2,

where the second equality follows from the trivial formula 〈T̊ u|v〉 = 〈T |u? v〉. Thus, for
each λ ∈ [0, 1],

〈∇∗∇R̊icg|R̊icg〉+
1

6
Rg|R̊icg|2 6 2

〈
Wg +

1

2
R̊icg ? g

∣∣∣∣ R̊icg ? R̊icg

〉
6 2 ·

∣∣∣∣Wg +
1

2
R̊icg ? g

∣∣∣∣ · ∣∣∣R̊icg ? R̊icg

∣∣∣
= 2 ·

(
|Wg|2 +

1

4
|R̊ic|2

) 1
2

·
∣∣∣R̊icg ? R̊icg

∣∣∣
6 2 ·

(
|Wg|2 +

1

4
|R̊ic|2

) 1
2

· 2√
3
|R̊icg|2.

So we can apply Theorem 1.12. We have to put µ = 1
6
, which gives ε = 0, so Kato

inequality is automatically satisfied (and the volume growth requirement in the complete
case is void). The pinching condition gives the inequality for the function a (and, in
particular, it guarantees that the equality case cannot hold). Thus R̊icg = Zg = 0.

We have now to prove that the Weyl tensor too vanishes using the pinching hypotheses
we are requiring. The partial result R̊ic = 0, together with the constant scalar curvature,
helps us: the formula δWg = −1

2
DR̊icg (see Lemma 1.1) implies that the Weyl tensor is

harmonic, i.e., has zero divergence. This will be used in the following.
Before going on, we have to discuss an improvement of the decomposition (1.2) when

the manifold is 4 dimensional and orientable. A proof of the facts that follow can be
found in [Bes87, Section 1.H]. Fixed an orientation of (Mn, g), consider the associated
volume form dωg. We can then define the Hodge operator ∗ : ΛpT ∗M → Λn−pT ∗M , which
verifies the identity

β ∧ (∗α) = 〈α|β〉 dωg ∀α, β ∈ ΛpT ∗M.
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When n = 4 and p = n− p = 2 and choosing a point x ∈M , the Hodge operator is an
autoadjoint involutive automorphism of the 6–dimensional space Λ2T ∗xM . Thus Λ2T ∗xM
splits orthogonally as the sum of Λ2

+T
∗
xM and Λ2

−T
∗
xM , respectively the two eigenspaces

associated to the eigenvalues 1 and −1. They are both of dimension 3. The Weyl tensor,
seen as an endomorphism of Λ2T ∗M , leaves invariant these two subspaces, so may be
decomposed as Wg = W+

g +W−g , where W±g ∈ End(Λ2
±T
∗M). Thus we can rewrite

equation (1.2) in this form

Riemg = Sg + Zg +W+
g +W−g .

Of course, since the decomposition is orthogonal, |Wg|2 = |W+
g |

2 + |W−g |
2.

3.13 Proposition. Let (M4, g) be a complete and oriented Riemannian manifold with
positive Yamabe constant, constant scalar curvature and R̊ic = 0, and take λ ∈ [0, 1].
Suppose that g is critical for Fλ and the following integral pinching holds:

‖W+
g ‖

2
L2 <

1

24
Y (M, [g])2.

Then we have W+
g = 0.

Proof. The hypothesis R̊ic = 0 implies (as already discussed above) δWg = 0, which
in turn implies δW+

g = 0, since we have the decomposition |δWg|2 = |δW+
g |

2 + |δW−g |
2

(equation (14) in [Der83]). The argument in the proof of Lemma 4 of [GL99] shows such
assumption the following refined Kato inequality holds:

5

3
|d|W+

g ||
2 6 |∇W+

g |
2

(which is equation (11) in the cited paper).
In order to use the Bochner technique, we have to work out an estimate of type (1.5)

for W+
g . Number 16.73 in [Bes87] gives the following Weitzenböck formula:

1

2
∆|W+

g |
2 + |∇W+

g |
2 = −1

2
Rg|W+

g |
2 + 18 detW+

g ,

where the determinant is to be computed considering W+
g as a 3 × 3 matrix acting on

Λ2
+T
∗M as discussed above.

We have to estimate the determinant of W+
g , which is a symmetric and traceless.

Putting it in diagonal form with eigenvalues λ1,2,3, we have that

λ1 + λ2 + λ3 = 0

λ2
1 + λ2

2 + λ2
3 = |W+

g |
2.

One easily shows, using standard constrainted optimization theory, that

detW+
g = λ1λ2λ3 6

1

3
√

6
|W+

g |
3.

Putting this estimate in the Weitzenböck we have:

〈∇∗∇W+
g |W+

g 〉 =
1

2
∆|W+

g |
2 + |∇W+

g |
2 6 −1

2
Rg|W+

g |
2 +
√

6|W+
g |

3,
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so we are going to use Theorem 1.12 with ε = 2
3
, µ = 1

2
and a =

√
6|W+

g |. The only
missing detail is to show the assumption on the growth of the balls what is required
in the complete case. This is easily set using the Bishop–Gromov inequality (Theorem
1.13): since R̊ic = 0, we have that Ric = 1

n
Rg > 0, so the volume growth is at most

quadratic.

3.14 Remark. We notice that reversing the orientation put on M4 changes to Hodge
operator to its opposite, thus swapping W+

g and W−g . Thus, reading the proof in the
mirror, Proposition 3.13 is also true when substituting all “W+

g ” with “W−g ”.

At last, we have all the tools to prove the theorem.

Proof of Theorem 3.10. If λ 6= 0 and g is a critical point for Fλ, then Lemma 3.3 implies
that the scalar curvature is harmonic. If M is compact, then Rg is a positive constant
(since the Yamabe constant is positive). If M is not compact, then Rg must be a non–
negative constant, because it is harmonic and L2 (see Theorem 3 in [Yau76]). So, in any
case, the scalar curvature is constant. From Proposition 3.12 we then know that R̊ic = 0.

It follows that the curvature (and in particular the Weyl tensor) is harmonic, so we
may also apply Proposition 3.13 and have W+

g = 0, perhaps after passing to a two-fold
covering if M4 is not orientable. As noted in remark 3.14, the same argument applies to
W−g , so we actually see that Wg = 0.

Hence, looking at the decomposition of the Riemann tensor, the only surviving
component is the scalar one, which is constant. So M4 has constant sectional curvature.

3.5 Finishing the blow–up analysis

We will now extend the analysis carried in Section 2.6 when the flow is of the type
described above. First, we will see that, provided that the initial energy is not too high,
the blow–up of the Riemann tensor is not possible, so the flow must exist for all times
with bounded derivatives. Then we check that Theorem 3.10 actually apply to our case.

Let (M, gi(t), xi)→ (M∞, g∞(t), x∞) be the pointed C∞ limit resulting from the blow–
up of the flow (3.1) near a singular time 0 < T 6∞. We know that the Yamabe constant
is bounded from below by a positive constant thanks to Corollary 3.7.

If the limit manifold M∞ was compact, by the definition of pointed C∞ convergence, it
would without boundary and thus diffeomorphic to M . But then then metrics gi(t) should
converge to g∞(t), which is impossible since from Corollary 3.4 we know that Volg(t)(M)
is constant and

Volgi(t)(M) = λ
n
2
i Volg(ti+t/λ2i )(M)

tends to infinity.
Thanks to Proposition 1.8, the limit metric g∞ has positive Yamabe constant. Moreover,

it has Riemannian curvature bounded by 1. Then Proposition 1.9 and Lemma 1.7 imply
that it has infinite volume.

3.15 Lemma. The limit flow g∞(t) is constant; i.e., g∞(t) is critical for the functional
Fλ. If T =∞, the lemma is valid also without the hypothesis that λi →∞, provided that
they’re bounded from below by a positive constant.
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Proof. Using equation (3.2) we see that for 0 6 t < T∫ t

0

‖∇Fλ(g(s))‖2
L2 ds =

1

2
(Fλ(g0)−Fλ(g(t))),

so ∫ T

0

‖∇Fλ(g(s))‖2
L2 ds 6

1

2
Fλ(g0) <∞.

With a change of variables we have, for any α > 0,∫ 0

−α
‖∇Fλ(gi(s))‖2

L2 ds =

∫ ti

ti− α

λ2
i

‖∇Fλ(g(s))‖2
L2 ds −→ 0

for ti → T and λi →∞. The second hypothesis is not required when T =∞ if the λi are
bounded from below.

Applying Fatou’s lemma for i → ∞ we have that ‖∇Fλ(g∞(t))‖2
L2 is zero almost

everywhere, so it is actually zero.

Since ∇Fλ(g∞(0)) = 0, it follows from Lemma 3.3 that the scalar curvature of g∞ is
harmonic. But from Lemma 3.8, using FS scale invariance in dimension 4, and Fatou’s
lemma we know that it has bounded L2 norm. Thus it must be constant, by Theorem 3
in [Yau76]. Since g∞ has infinite volume, it must then be zero. Thus, the limit manifold
is scalar–flat.

Then, comparing with formulae (3.5), we have that ∇Fλ(g∞(0)) = 0 degenerates to
∇FW (g∞(0)), which means that the limit manifold is also Bach–flat.

3.16 Theorem. Let (M4, g0) be a closed Riemannian manifold with positive Yamabe
constant and λ ∈ (0, 1) such that{

λ 6 4
13

Fλ(g0) < 2λπ2χ(M)
or

{
λ > 4

13

Fλ(g0) < 8
9
(1− λ)π2χ(M).

(3.11)

Then the flow (3.1) for the functional Fλ in (3.3) exists for all non-negative times
and converges in the C∞ topology to a metric of constant positive curvature.

In particular, M4 is diffeomorphic to the sphere S4 or to the real projective plane PR4.

Proof. The flow exists for at least a small time because of Theorem 3.2.
Suppose that the flow has a singularity for 0 < T 6 ∞: we’ll obtain an absurd

from this, proving that the flow is actually defined for all non-negative times and has all
derivatives bounded on [0,∞).

Since Fλ is decreasing along the flow, the condition (3.8) holds for all the times where
the flow is defined. Such condition is scale–invariant, so it is satisfied also by the rescaled
manifolds intervening in Section 2.6. Thus, by Lemma 3.9, for all rescaled metrics and all
times t where they’re defined we have

FW(gi(t)) +
1

2
FZ(gi(t)) 6

1

8× 24
Y (M, [gi(t)])

2 − ε.

Now, the left–hand side is lower semicontinuous with respect to the pointed C∞
convergence (thanks to Fatou’s lemma), while the right–hand side is upper semicontinuous
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(see Lemma 1.8). So the same inequality passes to the limit manifold (M∞, g∞). We
also recall that we obtained earlier in this section that the limit metric is Bach–flat and
scalar–flat.

Then we apply Theorem 3.10 with λ = 0 (exploiting the Bach–flatness), which means
that M∞ has constant sectional curvature, so it must be completely flat. But this is not
possible, because at least on point x∞ we have |Riemg∞| = 1: as discussed above, this
contradiction shows that the flow is defined on [0,∞) and it has all derivatives bounded
on such domain.

On the other hand, let us see what happens near +∞ when the flow has no singularities.
The analysis of Section 2.6 and the first part of this section is still valid, with the following
differences: since the Riemann tensor doesn’t blow up, we just take ti ↗∞ and λi = 1.
From the definition of pointed C∞ convergence we easily obtain that the limit manifold
M∞ has finite volume, so it is compact. Thus, it is diffeomorphic to M . As before, it is a
critical point for Fλ, although differently from before it’s not scalar–flat and Bach–flat
(since those results required infinite volume).

At last we apply Theorem 3.10 again, proving that the limit metric has constant
sectional curvature. The curvature must be positive because the Yamabe constant is
positive and the manifold is compact. So the proof is complete.

This last corollary is nothing more than the interpretation of Theorem 3.16 in a wholly
metric way.

3.17 Corollary. Let (M4, g) be a closed Riemannian manifold with positive Yamabe
constant with the following integral pinching on the curvature:

‖Wg‖2
L2 +

5

8
‖Zg‖2

L2 <
1

8
‖Sg‖2

L2 . (3.12)

Then it is diffeomorphic to the sphere S4 or to the real projective space PR4.

Proof. We apply Theorem 3.16 with λ = 4
13

. The pinching condition is

9

13
FW(g) +

4

13
FZ(g) <

8

13
π2χ(M) =

1

13
(FS(g)−FZ(g) + FW(g)),

using Chern–Gauss–Bonnet formula (Theorem 3.5).
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[Der83] A. Derdziński, Self-dual Kähler manifolds and Einstein manifolds of dimension
four, Compositio Math. 49 (1983), no. 3, 405–433.

[DeT83] D. M. DeTurck, Deforming metrics in the direction of their Ricci tensors, J.
Diff. Geom. 18 (1983), no. 1, 157–162.

[GHL90] S. Gallot, D. Hulin, and J. Lafontaine, Riemannian geometry, Springer–Verlag,
1990.

[GL99] M. J. Gursky and C. Lebrun, On Einstein manifolds of positive sectional curva-
ture, Ann. Global Anal. Geom. 17 (1999), no. 4, 315–328.

[Ham82] R. S. Hamilton, Three–manifolds with positive Ricci curvature, J. Diff. Geom.
17 (1982), no. 2, 255–306.

43

http://tel.archives-ouvertes.fr/docs/00/77/17/20/PDF/Bour.pdf
http://tel.archives-ouvertes.fr/docs/00/77/17/20/PDF/Bour.pdf


44 Bibliography

[Ham95] , A compactness property for solutions of the Ricci flow, Amer. J. Math.
117 (1995), no. 3, 545–572.

[Heb96] E. Hebey, Sobolev spaces on Riemannian manifolds, Lecture Notes in Mathe-
matics, vol. 1635, Springer–Verlag, Berlin, 1996.

[HP99] G. Huisken and A. Polden, Geometric evolution equations for hypersurfaces, Cal-
culus of variations and geometric evolution problems (Cetraro, 1996), Springer–
Verlag, Berlin, 1999, pp. 45–84.

[Man02] C. Mantegazza, Smooth geometric evolutions of hypersurfaces, Geom. Funct.
Anal. 12 (2002), no. 1, 138–182.

[MM12] C. Mantegazza and L. Martinazzi, A note on quasilinear parabolic equations on
manifolds, Ann. Sc. Norm. Sup. Pisa 11 (5) (2012), 857–874.

[Per02] G. Perelman, The entropy formula for the Ricci flow and its geometric applica-
tions, ArXiv Preprint Server – http://arxiv.org, 2002.

[Per03a] , Finite extinction time for the solutions to the Ricci flow on certain
three–manifolds, ArXiv Preprint Server – http://arxiv.org, 2003.

[Per03b] , Ricci flow with surgery on three–manifolds, ArXiv Preprint Server –
http://arxiv.org, 2003.

[Pet98] P. Petersen, Riemannian geometry, Springer–Verlag, 1998.

[Pol96] A. Polden, Curves and Surfaces of Least Total Curvature and Fourth–Order
Flows, Ph.D. thesis, Mathematisches Institut, Univ. Tübingen, 1996, Arbeitsbere-
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