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Abstract.
We review the energy dependence of strangeness production in nucleus-nucleus colli-
sions and contrast it with the experimental observations in pp and p-A collisions at LHC
energies as a function of the charged particle multiplicities. For the high multiplicity final
states the results from pp and p-Pb reactions systematically approach the values obtained
from Pb-Pb collisions. In statistical models this implies an approach to the thermody-
namic limit, where differences of mean multiplicities between various formalisms, such
as Canonical and Grand Canonical Ensembles, vanish. Furthermore, we report on event-
by-event net-proton fluctuations as measured by STAR at RHIC/BNL and by ALICE
at LHC/CERN and discuss various non-dynamical contributions to these measurements,
which should be properly subtracted before comparison to theoretical calculations on
dynamical net-baryon fluctuations.

1 Strangeness enhancement

The production of strange particles has always been at the focus of high energy nucleus-nucleus
collisions. The enhancement of strange quark production, relative to light u and d quarks, in heavy-
ion collisions, normalized to the corresponding signals from elementary reactions has been among the
first signals for probing the Quark Gluon Plasma (QGP) formation. Indeed, in QGP, the production
of a strange-antistrange quark pair can proceed by the fusion of two gluons or massless light quarks;
q + q̄ � s + s̄, g + g � s + s̄, with q denoting u and d quarks. For the latter only the mass
excess of QQGP = 2ms ≈ 200 MeV is needed. Moreover, in QGP the equilibration of strangeness
is more efficient due to a large gluon density. In hadronic gas (HG), on the other hand, strangeness
production proceeds in free space via e.g. associated production channels N + N → N + Λ + K, with
a considerably larger Q value of QHG = mΛ + mK − mN ≈ 670 MeV. Based on these considerations
it was advocated that strangeness production should be significantly enhanced in QGP relative to that
of a free hadron gas [1–3]. Furthermore, the enhancement was predicted to depend on the strangeness
content of the (anti-)baryons and to appear in a typical hierarchy; EΛ < EΞ < EΩ. The enhancement,
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10 ALICE Collaboration5

The hyperon-to-pion ratios Ξ/π ≡ (Ξ−+Ξ+)/(π−+π+) and Ω/π ≡ (Ω−+Ω+)/(π−+π+), for A–A and pp
collisions both at LHC [30, 47, 48, 52, 53] and RHIC [49, 54, 14] energies, are shown in Fig. 5c as a
function of Npart. They indicate that different mechanisms contribute to the evolution with centrality
of the enhancements as defined above. Indeed, the relative production of strangeness in pp collisions is
larger than at lower energies. The increase in the hyperon-to-pion ratios in A–A relative to pp (∼ 1.6
and 3.3 for Ξ and Ω, respectively) is about half that of the standard enhancement ratio as defined above.
It displays a clear increase in strangeness production relative to pp, rising with centrality up to about
Npart ∼ 150, and apparently saturating thereafter. A small drop is observed in the Ξ/π ratio for the most
central collisions, which is however of limited significance given the size of the systematic errors. Also
shown are the predictions for the hyperon-to-pion ratios at the LHC from the thermal models, based on a
grand canonical approach, described in [55] (full line, with a chemical freeze-out temperature parameter
T = 164 MeV) and [56] (dashed line, with T = 170 MeV). We note that the predictions for T = 164 MeV
agree with the present data while, for this temperature, the proton-to-pion ratio is overpredicted by about
50% [47]. It is now an interesting question whether a grand-canonical thermal model can give a good de-
scription of the complete set of hadron yields in Pb–Pb collisions at LHC energy with a somewhat lower
T value. Alternatively, the low p/π ratio has been addressed in three different approaches: i) suppression
governed by light quark fugacity in a non-equilibrium model [57, 58], ii) baryon-antibaryon annihila-
tion in the hadronic phase, which would have a stronger effect on protons than on multi-strange par-
ticles [59, 60, 61, 62], iii) effects due to pre-hadronic flavour-dependent bound states above the QCD
transition temperature [63, 64].
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Fig. 5: (a,b) Enhancements in the rapidity range |y|< 0.5 as a function of the mean number of participants Npart,
showing LHC (ALICE, full symbols), RHIC and SPS (open symbols) data. The LHC data use interpolated pp
values (see text). Boxes on the dashed line at unity indicate statistical and systematic uncertainties on the pp
or p–Be reference. Error bars on the data points represent the corresponding uncertainties for all the heavy-ion
measurements and those for p–Pb at the SPS. (c) Hyperon-to-pion ratios as a function of Npart, for A–A and pp
collisions at LHC and RHIC energies. The lines mark the thermal model predictions from [55] (full line) and [56]
(dashed line).

6 Conclusions

In summary, the measurement of multi-strange baryon production in heavy-ion collisions at the LHC
and the corresponding strangeness enhancements with respect to pp have been presented. Transverse
momentum spectra of mid-rapidity Ξ−, Ξ+, Ω− and Ω+ particles in Pb–Pb collisions at √sNN = 2.76 TeV
have been measured in five centrality intervals. The spectra are compared with the predictions from

Figure 1. Strangeness enhancements at LHC(ALICE, full symbols), RHIC and SPS (open symbols) in the
rapidity range |y| < 0.5 as a function of the mean number of participant nucleons

〈
Npart

〉
. Boxes on the dashed

line at unity indicate statistical and systematic uncertainties on the pp or p-Be reference. Error bars on the data
points represent the corresponding uncertainties for all the heavy-ion measurements and those for p-Pb at the
SPS. For more details cf. [4] and references therein.

more in particular its predicted hierarchy, was observed experimentally as presented in the right panel
of Figure 1, where it is quantified as the yield of strange particles measured in A-A collisions, per
mean number of participants, 〈N〉part, relative to pp or p-A reactions. In the case of pp reference the
enhancement is therefore defined as:

E =
Yield(A−A)

Yield(pp)

2
〈N〉part

(1)

Intuitively the above prescription suggests an increase of the enhancement with increasing energy of
colliding nuclei, which is at odds with the experimental measurements presented in Figure 1.

1.1 Strangeness suppression as apparent enhancement

As discussed in the previous section the production of strange hadrons appears to be quite different
in pp reactions compared to heavy-ion collisions. This is in particular the case at low energies. The
remarkable success of statistical approach in describing the hadron yields produced in nucleus-nucleus
collisions clearly indicates that for a large statistical systems the conservation laws can be treated
within a Grand Canonical Ensemble (GCE) formulation of statistical mechanics [5]. In this approach
all hadron multiplicities are proportional to the system volume. For a small systems, however, with
small (anti-)strange particle multiplicities, Canonical Ensemble (CE) have to be exploited, in which
the conservation of strangeness is implemented in each micro state, i.e. on an event-by-event basis [6].
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Fig. 2: pT-integrated yield ratios to pions (π+ + π−) as a function of 〈dNch/dη〉 measured in |y| < 0.5. The
error bars show the statistical uncertainty, whereas the empty and dark-shaded boxes show the total systematic
uncertainty and the contribution uncorrelated across multiplicity bins, respectively. The values are compared to
calculations from MC models [30–32] and to results obtained in p–Pb and Pb–Pb collisions at the LHC [6, 10, 11].
For Pb–Pb results the ratio 2Λ / (π++π−) is shown. The indicated uncertainties all represent standard deviations.

The pT-integrated yields are computed from the data in the measured ranges and using extrapolations
to the unmeasured regions. In order to extrapolate to the unmeasured region, the data were fitted with
a Tsallis-Lévy [10] parametrization, which gives the best description of the individual spectra for all
particles and all event classes over the full pT range (Figure 1). Several other fit functions (Boltzmann,
mT-exponential, pT-exponential, blast-wave, Fermi-Dirac, Bose-Einstein) are employed to estimate the
corresponding systematic uncertainties. The fraction of the extrapolated yield for the highest(lowest)
multiplicity event class is about 10(25)%, 16(36)%, 27(47)% for Λ, Ξ and Ω, respectively, and is negli-
gible for K0

S. The uncertainty on the extrapolation amounts to about 2(6)%, 3(10)%, 4(13)% of the total
yield for Λ, Ξ and Ω, respectively, and it is negligible for K0

S. The total systematic uncertainty on the
pT-integrated yields amounts to 5(9)%, 7(12)%, 6(14)% and 9(18)% for K0

S, Λ, Ξ and Ω, respectively. A
significant fraction of this uncertainty is common to all multiplicity classes and it is estimated to be about
5%, 6%, 6% and 9% for K0

S, Λ, Ξ and Ω, respectively. In Figure 2, the ratios of the yields of K0
S, Λ, Ξ

and Ω to the pion (π++π−) yield as a function of 〈dNch/dη〉 are compared to p–Pb and Pb–Pb results at
the LHC [6, 10, 11]. A significant enhancement of strange to non-strange hadron production is observed
with increasing particle multiplicity in pp collisions. The behaviour observed in pp collisions resembles
that of p–Pb collisions at a slightly lower centre-of-mass energy [11], in terms of both the values of the
ratios and their evolution with multiplicity. As no significant dependence on the centre-of-mass energy

4

Figure 2. pT-integrated yield ratios to pions as a function of
〈dNch/dη〉 measured in |y| < 0.5. The error bars show the statis-
tical uncertainty, whereas the empty and dark-shaded boxes show
the total systematic uncertainty and the contribution uncorrelated
across multiplicity bins, respectively. The values are compared to
calculations from MC models and to results obtained in p-Pb and
Pb-Pb collisions at the LHC. The indicated uncertainties all repre-
sent standard deviations. For more details cf. [9] and references
therein.

As a consequence the mean mul-
tiplicities of strange particles in
CE decrease faster with decreasing
volume compared to corresponding
multiplicities in GCE, which means
that the denominator in Eq. 1 be-
comes smaller due to local con-
servation of strangeness in smaller
systems. Hence, the apparent
enhancement observed experimen-
tally is an artefact of canonical sup-
pression in small systems, which
are used as a baseline. Quantita-
tively it was demonstrated that, for
a small values of x, with a good
accuracy the canonical multiplici-
ties are suppressed by a factor of
F = Is(x)/I0(x) with respect to
the corresponding Grand Canonical
values [7, 8]. Here Is(x) denotes
the modified Bessel functions with
order s and argument x is propor-
tional to the volume of the system.
This implies a number of important
predictions: (i) as the strangeness
content of a hadron enters into sup-
pression factor F as an order of the
Bessel function, for a fixed value
of x, the larger the strangeness con-
tent the smaller the suppression fac-
tor and hence the larger the en-
hancement. (ii) the suppression fac-
tor decreases with decreasing en-
ergy which leads to apparent in-
creasing trend of the enhancement
with decreasing energy and (iii) for
large particle multiplicities the ther-
modynamic limit should be reached
where the suppression factor ap-
proaches unity and the differences between CE and GCE multiplicities diminish. These predictions
are consistent with the experimental observations plotted in Figure 1. To shed more light on this, we
present in Figure 2 the yields of K0

s ,Λ,Ξ and Ω normalized to the pion (π+ +π−) yield as a function of
dNch/dη for various systems measured by the ALICE collaboration [9]. A significant enhancement
of strange to non-strange hadron production is observed with increasing particle multiplicity in pp
collisions. Moreover, the behaviour in pp and p-Pb results, albeit the latter measured at slightly lower
center-of-mass energy, are consistent in terms of both the values of the ratios and their evolutions with
multiplicity. At high multiplicities, the yield ratios in pp and p-Pb collisions reach values observed
in Pb-Pb collisions, thus approaching the GCE limit. This observation is in line with the canonical
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strangeness suppression picture and shows that the origin of the strangeness enhancement is indeed
driven by the final state multiplicities rather by the collision system and/or energy. We note that
the concept of canonical strangeness suppression does not apply for a strangeness neutral φ meson.
Nonetheless, experimental results for a φ meson also exhibit an enhancement as a function of event
multiplicity (cf. Ref. [10]), i.e., it behaves like a particle with the finite net-strangeness.

2 Event-by-Event net-proton fluctuations

Perhaps the most challenging problem in our understanding of strongly interacting nuclear matter is
its phase structure and possible existence of a critical point, at which matter undergoes a second-order
phase transition. At the BNL/RHIC and CERN/SPS substantial experimental efforts are devoted to
searches for a QCD critical point in ultra-relativistic heavy-ion collisions. This also serves as a mo-
tivations for the research programs at the future facilities, such as FAIR in Darmstadt and NICA in
Dubna. Phase transitions can be addressed by investigating the response of the system to external
perturbations via fluctuations of conserved charges. Moreover, one of the crucial issues is to estab-
lish the relation between freeze-out and the QCD chiral transition at vanishing net-baryon densities.
This makes fluctuation studies at LHC of particular importance, especially in view of the reliable
theoretical calculations in lattice QCD for vanishing values of baryon chemical potential [11–14]. Al-
thoug LQCD predicts a Skellam behaviour for the second cumulants of net-baryon distributions at a
pseudo-critical temperature of about 155 MeV, this is not the case for higher cumulants. Even on the
level of second cumulants differences between HRG and LQCD results are significant for the ratio of
off-diagonal susceptibilities [13, 14]. At this point we remind that, fluctuations of conserved charges
are predicted in the Grand Canonical Ensemble formulation of thermodynamics [15]. In order to
compare theoretical calculations within GCE, such as the Hadron Resonance Gas (HRG) model [16]
and Lattice QCD (LQCD) [11], to experimental results, the requirements of GCE have to be achieved
in experiments. This is typically done by analysing the experimental data in a finite acceptance by
imposing cuts on rapidity and/or transverse momentum of detected particles. However, if the se-
lected acceptance window is too small, the possible dynamical correlations we are after will also be
strongly reduced [17] and consequently, net-baryons will be distributed according to the difference
of two independent Poisson distributions [18]. We remind that for the Poisson distribution, all its
cumulants are equal to its mean. The probability distribution of the difference X1 - X2 of two random
variables, each generated from statistically independent Poisson distributions, is called the Skellam
distribution. According to the additivity of cumulants, the cumulants of the Skellam distribution will
then be κn(S kellam) = 〈X1〉 + (−1)n 〈X2〉, where 〈X1〉 and 〈X2〉 are mean values of X1 and X2 respec-
tively. On the other hand, the increase of the acceptance will enlarge significance of correlations due
to baryon number conservation. In order to be more sensitive to dynamical fluctuations, the better
approach is to study the fluctuation of conserved charges in a larger acceptance and subtract the cor-
relation part caused by the global conservation laws. This is actually the appropriate way to address
the fluctuation physics when both, trivial and dynamical fluctuations are close to Poisson probability
distributions. To proceed further we provide the necessary definitions. The first four cumulants of
net-baryon ∆nB = nB − nB̄ distribution are defined as:

κ1(∆nB) = 〈∆nB〉
κ2(∆nB) =

〈
(∆nB − 〈∆nB〉)2

〉
(2)

κ3(∆nB) =
〈
(∆nB − 〈∆nB〉)3

〉

κ4(∆nB) =
〈
(∆nB − 〈∆nB〉)4

〉
− 3κ22(∆nB)
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κ4(∆nB) =
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(∆nB − 〈∆nB〉)4

〉
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The second cumulant can be represented as a sum of corresponding cumulants for single baryons
plus the correlation term for joint probability distributions of baryons and antibaryons

κ2(∆nB) = κ2(nB) + κ2(nB̄) − 2 (〈nBnB̄〉 − 〈nB〉 〈nB̄〉) . (3)

Eq. 3 shows that, in the case of missing correlations between baryons and antibaryons, 〈nBnB̄〉 =
〈nB〉 〈nB̄〉, the second cumulant of net-baryons is exactly equal to the sum of the corresponding second
cumulants for baryons and antibaryons. A correlation can emerge, in addition to that originating
from critical fluctuations, from conservation laws. If the experimental acceptance is large enough
the correlation term in Eq. 3 acquires a finite value. Hence we expect that the second cumulant of
net-baryons becomes smaller than the sum of baryons and antibaryons.

We note that in this work net-protons are used as a proxy for net-baryons, which is justified at
higher center-of-mass energies (

√
sNN > 10 GeV) [19].

2.1 Results and discussions

Recently the ALICE collaboration reported on the second cumulants of net-proton distributions, mea-
sured in Pb-Pb collisions at

√
sNN = 2.76 TeV [20]. The analysis of experimental data was performed

with the Identity Method [21–25]. Futhermore, based on the recently proposed model, it was demon-
strated that non-dynamical fluctuations, such as those stemming from unavoidable fluctuations of
participant nucleons are immaterial for the second cumulants of net-protons measured at LHC ener-
gies [18]. The obtained results for the second cumulants of net-protons, normalised to the Skellam
baseline, are presented in the left panel of Figure 3. For pseudorapidity ranges of |η| < 0.4, which
corresponds to ∆η < 0.8, the experimentally measured net-proton distributions follow a Skellam dis-
tribution. This agreement is due to the small acceptance as discussed above. Beyond ∆|η| > 0.8,
however, some deviations from the Skellam baseline are observed. It is argued that these deviations,
as a functions of acceptance, are due to the global baryon conservation, which should be corrected for
before comparison to theoretical calculations within GCE. For the second cumulants the contribution
from the global baryon number conservation depends only on the acceptance factor α =

〈
np

〉
/
〈
N4π

B

〉

with
〈
np

〉
and
〈
N4π

B

〉
referring to the mean number of protons inside the acceptance and the mean

number of baryons in the full phase space respectively [18]:

κ2 (p − p̄)
κ2 (S kellam)

= 1 − α. (4)

For each rapidity range the acceptance factor was then estimated using the total number of baryons as
measured by the ALICE experiment in the pseudorapidity range of |η| < 0.5 [26]. Next, from HIJING
and AMPT simulations, total number was obtained of baryons in the full phase space . The number
of protons, used in the definition of α (cf. Eq. 4), was taken from the experimental analysis for each
rapidity range. Finally, using these values of α the red band in the left panel of Figure 3 was calculated
with Eq. 4. The finite width of the band reflects the difference between the two event generators.
We hence conclude that the reported deviation from Skellam is caused by global baryon number
conservation and that other possible dynamical fluctuations are not visible in the second cumulants of
net-protons measured at LHC energies.

In the right panel of Figure 3 the ratio of fourth to second cumulants, kσ2 = κ4(p − p̄)/κ2(p − p̄)
of net-proton, proton and anti-proton for the 5% most central Au+Au collisions are presented, as
measured by the STAR Collaboration. The data shows strong enhancement at lowest center-of-mass
energy of 7.7 GeV, while results at 19.6, 27 and 39 GeV are below the HRG baseline. For higher
energies, however, the data, within uncertainties, is consistent with unity. Moreover, the transport
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Figure 3. Left panel: Pseudorapidity dependence of the normalised second cumulants of net-protons as measured
by the ALICE experiment at LHC. The red solid line shows the effect of the baryon number conservation. Right
panel: Ratio of fourth to second cumulants as measured by the STAR Collaboration for Au+Au collisions at
different center-of-mass energies.

model UrQMD exhibits smooth decrease with decreasing energy. Few comments are in order at
this point; (i) in order to get rid of participant fluctuations [18, 27], the experimental data of STAR
was corrected with the so called Centrality Bin Width Correction (CBWC) procedure [28, 29]. The
essential idea behind the CBWC is to get rid of the participant fluctuations by subdividing a given
centrality bin into smaller ones and then merging them together incoherently [30]. However, although
CBWC procedure reduces the overall level of fluctuations significantly it cannot fully eliminate the
participant fluctuations; (ii) the same rapidity interval of |y| < 0.5 is used for all energies. This leads
to significant decrease of the fraction of accepted protons with increasing energy and increases the
artefacts of global baryon number conservation at low energies, which drives the results at

√
sNN =

19.6, 27 and 39 GeV below unity. This explanation is also consistent with the energy dependence of
the UrQMD results. Obviously baryon number conservation cannot explain the increase observed at
lower energies. Recently it was argued that independent combination of baryon stopping and partic-
ipant fluctuations also cannot explain this increase, though assumption of the collective stopping of
multiple baryons catches the essential part of the observed structure [31].

3 Conclusions

In summary we reviewed the energy dependence of so-called strangeness enhancement in A-A colli-
sions relative to small interacting systems. We argued that originally proposed idea of the strangeness
enhancements contradicts with the energy dependence of enhancement observed experimentally. On
the other hand, calculations within statistical models in Canonical Ensemble indicates that the ob-
served enhancement is in fact the artefact of strangeness suppression in small systems, which are
used as a baseline to quantify the observed apparent enhancement. Although this explains nearly
all measured signals, including the reported energy dependence, the procedure fails to reproduce the
centrality dependence of strangeness neutral φ meson production. In this case the canonical suppres-
sion is irrelevant, alhough the data indicates a suppression similar to other particles with non-zero net
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Figure 3. Left panel: Pseudorapidity dependence of the normalised second cumulants of net-protons as measured
by the ALICE experiment at LHC. The red solid line shows the effect of the baryon number conservation. Right
panel: Ratio of fourth to second cumulants as measured by the STAR Collaboration for Au+Au collisions at
different center-of-mass energies.

model UrQMD exhibits smooth decrease with decreasing energy. Few comments are in order at
this point; (i) in order to get rid of participant fluctuations [18, 27], the experimental data of STAR
was corrected with the so called Centrality Bin Width Correction (CBWC) procedure [28, 29]. The
essential idea behind the CBWC is to get rid of the participant fluctuations by subdividing a given
centrality bin into smaller ones and then merging them together incoherently [30]. However, although
CBWC procedure reduces the overall level of fluctuations significantly it cannot fully eliminate the
participant fluctuations; (ii) the same rapidity interval of |y| < 0.5 is used for all energies. This leads
to significant decrease of the fraction of accepted protons with increasing energy and increases the
artefacts of global baryon number conservation at low energies, which drives the results at

√
sNN =

19.6, 27 and 39 GeV below unity. This explanation is also consistent with the energy dependence of
the UrQMD results. Obviously baryon number conservation cannot explain the increase observed at
lower energies. Recently it was argued that independent combination of baryon stopping and partic-
ipant fluctuations also cannot explain this increase, though assumption of the collective stopping of
multiple baryons catches the essential part of the observed structure [31].

3 Conclusions

In summary we reviewed the energy dependence of so-called strangeness enhancement in A-A colli-
sions relative to small interacting systems. We argued that originally proposed idea of the strangeness
enhancements contradicts with the energy dependence of enhancement observed experimentally. On
the other hand, calculations within statistical models in Canonical Ensemble indicates that the ob-
served enhancement is in fact the artefact of strangeness suppression in small systems, which are
used as a baseline to quantify the observed apparent enhancement. Although this explains nearly
all measured signals, including the reported energy dependence, the procedure fails to reproduce the
centrality dependence of strangeness neutral φ meson production. In this case the canonical suppres-
sion is irrelevant, alhough the data indicates a suppression similar to other particles with non-zero net

strangeness. Next, we reviewed first measurements of net-proton fluctuations from the ALICE exper-
iment at LHC and discussed preliminary results form the STAR experiment. The measured second
cumulants of net-protons by the ALICE Collaboration, which are used as a proxy for net-baryons,
are, after accounting for baryon number conservation, in agreement with the corresponding second
cumulants of the Skellam distribution. We note that LQCD predicts a Skellam behaviour for the sec-
ond cumulants of net-baryon distributions at a pseudo-critical temperature of about 155 MeV, which
is very close to the freeze-out temperature from the HRG model applied to the ALICE data. Critical
behaviour is predicted by LQCD starting from second off-diagonal cumulants, the analysis of which
is ongoing in ALICE. The non-monotonic energy excitation of fourth to second ratio of cumulants of
net-protons, reported by STAR, can be partially explained by the global baryon number conservation,
while the increase of fluctuations at lower energies still to be understood. It is however expected that
non-dynamical fluctuations, such as those stemming from participant fluctuations are still present in
the final results, because the applied CBWC procedure cannot eliminate them entirely. There is no
general consensus whether or not the observed non-monotonic energy dependence is indeed connected
to the critical phenomena associated with the second order phase transition at the critical point.
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