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Abstract
The equilibrium atomic geometry, electronic properties, electronic orbital states,

and optical properties of graphene and graphene based systems have been com-

prehensively investigated using the density functional theory (DFT) in the frame-

work of plane wave pseudopotential. These properties have been compared with

recently found experimental results and theoretical works done by tight-binding

and DFT methods.

In Chapter 1, a brief theoretical overview about the structural properties of graphene

based systems has been provided. The basic concepts of semiconductor surfaces

have been introduced for the study of graphene on InAs(111) surfaces.

In Chapter 2, explanations of the essential ingredients of the density functional

theory and the plane wave pseudopotential theory have been provided. The main

concepts of geometry optimisation in all calculations have been explained. The

theory of scanning tunnelling microscopy which gives very detailed information

about geometrical structures and electronic states has been described .

In Chapter 3, atomic geometry, electronic structures, and interband optical tran-

sitions for isolated monolayer graphene, bilayer graphene, ABA-stacked trilayer

graphene, and graphite systems have been studied. The electron velocity and ef-

fective mass were estimated using the in-plane electronic band calculation. The

modifications in the electronic properties due to increasing the number of graphene

layers have been discussed. The changes in interband optical transitions have

also been presented for bilayer graphene, trilayer graphene, and graphite with

respect to the monolayer graphene.
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In Chapter 4, a detailed theoretical study of the electronic structures of ABC-

stacked trilayer and N-layer graphene has been presented. The nature of the trig-

onal warping of energy bands slightly above the Fermi level for different layer

thicknesses was examined. The orbital natures of the highest occupied molecular

orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) states have

been investigated.

In Chapter 5, the equilibrium geometry and electronic structure of multilayer

graphene deposited on hexagonal boron nitride substrate have been studied. It

has been found that the graphene sheet is weakly adsorbed on the boron nitride

substrate. Using the in-plane electronic band calculations the carrier velocity and

effective mass were estimated. The importance of the interlayer interaction and

stacking patterns of multilayer graphene/boron nitride has been explained for

band gap and effective mass tuning in multilayer graphene. The interband tran-

sition energies for all systems were also calculated.

In Chapter 6, the atomic geometry and electronic structure of graphene on the

most stable In-vacancy InAs(111)A surface have been investigated. The effect of

the substrate on electronic charge re-distribution around the graphene sheet was

examined. The transparency effect of graphene has also been investigated by

simulating scanning tunnelling microscopy.

Finally, the summary of results and the future works have been outlined in Chap-

ter 7.
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Chapter 1

Introduction

1.1 Introduction

Carbon is one of the most intriguing elements in the Periodic Table in Group IV.

Due to the amazing flexibility of its bonding structure, it is very active in forming

unlimited numbers of molecular compounds and crystalline solids. The elec-

tron configuration of a carbon atom is 1s22s22p2 and thus there are four valence

electrons in the outer shell, two of them occupying 2s state and two of them oc-

cupying 2p states. When carbon atoms come together to form a crystal, one of

the 2s electrons is excited to the 2pz orbital from energy gained from neighbor-

ing nuclei, which has the net effect of lowering the overall energy of the system.

Interactions or bonding subsequently follow between the 2s and 2p orbitals of

neighboring carbon atoms. These interactions or mixing of atomic orbitals are

commonly called hybridisation.

In carbon, there are three possible hybridisations: sp, sp2, and sp3. In the sp hy-

bridisation, the 2s orbital mixes with one of the 2p orbitals resulting in two sp

orbitals and two remaining unchanged p orbitals. In the case of sp2 hybridisation

the 2s orbital and two 2p orbitals are combined leaving the third p orbital un-

changed and form three equivalent hybrids (see Fig. 1.1 (a)). These hybrids are at
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120◦ to each other in a plane. If the hybrids lie in the x − y plane, the unaffected

pz orbital remains normal to the x − y plane. In the sp3 hybridisation, the 2s or-

bital and all three 2p orbitals are mixed with each other, forming four equivalent

hybrids. The hybrids are at 109◦ to each other in tetrahedral arrangement. The

existence of these hybridisations in carbon is what leads to the different bonding

geometries. For instance, sp3 hybridisation favours tetrahedral bonding which

is found in the diamond cubic and wurtzite structures. On the other hand, sp2

hybridisation favours planar structures such as graphene.

Graphene is the one-atom-thick layer of sp2-bonded carbon atoms arranged in a

hexagonal lattice. It can be considered as the mother of the carbon allotropes of

other dimensionalities. The wrapping of graphene into a sphere produces buck-

yballs, rolling of graphene segments with different boundaries produces carbon

nanotubes, and stacking several sheets of graphene, stabilized by weak interlayer

interactions, leads to three-dimensional graphite. Furthermore, cutting graphene

into a small ribbon results in nanoribbons. These crystalline forms are illustrated

in Fig. 1.2.

In graphene, the 2s orbital interacts with the 2px and 2py orbitals to form three

sp2 hybrids. The sp2 interactions result in three bonds called σ-bonds (see Fig. 1.1

(b)), which are stronger than those sp3 bonds in diamonds. The σ-bonds have the

electrons localized along the plane connecting carbon atoms and are responsible

for the great strength and mechanical properties of graphene. The 2pz electrons

forms covalent bonds called π-bonds (see Fig. 1.1 (b)), where the electron cloud

is distributed normal to the plane connecting carbon atoms. The 2pz electrons are

weakly bound to the nuclei and, hence, are relatively delocalized. These delocal-

ized electrons are the ones responsible for the electronic properties of graphene.

Recently, graphene has become one of the most exciting topics of condensed-

matter physics and material science. This is due to its remarkable electronic, me-

chanical and thermal properties [1, 2, 3, 4, 5, 6, 7], in particular its charge carriers
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Figure 1.1: (a) An sp2 hybridised in C atom. (b) σ and π bonding [8].

behave like massless Dirac particles. Until graphene was isolated and observed

in its free form in 2004 by Novoselov et al. [1], it was assumed that graphene was

thermodynamically unstable [9, 10]. In 2010, A. K. Geim and K. S. Novoselov

were awarded the Nobel Prize in Physics for groundbreaking experiments re-

garding the two-dimensional material graphene [11]. The realization of isolated

graphene sheets has opened huge possibilities in electronic device fabrication and

has also shown much promise in replacing silicon-based electronics. Besides this,

most technological applications require graphene to be grown on [13, 14, 15], or
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Figure 1.2: Graphene is a basic building unit for graphitic materials of all other

dimensionalities: 0-dimensional fullerene (left side), 1-dimensional carbon nan-

otube (middle), and 3-dimensional graphite (right side) [12].

transferred to [16, 17], a supporting three-dimensional substrate. Additionally,

the energy band gap tuning in the zero-band gap graphene plays a critical role

in nanoelectronic devices [1, 18]. There are several reports of band gap opening

in graphene with hydrogenation [19], graphene-substrate interaction [20, 21], by

absorption of molecules [22], and by depositing it on a latticed-matched substrate

such as SiO2 or hexagonal boron nitride (h-BN) [23, 24].

In this chapter, I will give an introductory description of the physical structure

of graphene-based systems. I will continue introducing the basic concepts of
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semiconductor surfaces. The reason why the relaxation and reconstruction of

these surfaces will be described in three basic principles. I will only consider

the InAs(111) semiconductor surface which will be interfaced with graphene in

Chapter 6. Furthermore, the concept of periodic boundary condition to theoreti-

cally study the surfaces will be explained.

1.1.1 Graphite

In nature graphite is the most frequent form of graphene. It consists of stacked

sheets of graphene held together by Van der Waals interactions. It is one of the

most stable crystalline solids. C atoms form a honeycomb structure placed on

top of each other to form a three-dimensional solid, but the interaction between

planes is rather weak. There are two known forms of graphite. In the most com-

mon hexagonal crystal form of graphite the layers are stacked in an ABAB... se-

quence which is called Bernal stacking as shown in Fig 1.3 (a). The other one is

the rhombohedral form of graphite in which the graphene (single layer of crys-

talline graphite) layers are stacked in the ABCABC... sequence as shown in Fig.

1.3 (b). The unit cell of graphite is shown Fig. 1.3 (c). There are four C atoms in

its unit cell. The primitive lattice vectors are given by:

a1 = a(1, 0, 0)

a2 = a
(

−1

2
,

√
3

2
, 0
)

a3 = a
(

0, 0,
c

a

)

, (1.1)

where a = 2.461 Å is the lattice constant. The in-plane nearest neighbour distance

between C atoms is 1.421 Å and a3 is perpendicular to the layers (the c-axis) where

the c is 6.708 Å and the interplanar distance c/2. This indicates a weak bonding

between planes compared to the in-plane bonds is that the distance between near-

est neighbor atoms on a plane is a factor of 2.36 larger than the distance between

successive planes.
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Figure 1.3: Crystal structures of (a) AB-stacked and (b) ABC-stacked graphite. (c)

The primitive unit cell is the equilateral parallelogram (solid lines) with a1 and

a2 lattice vectors. (d) The hexagonal Brillouin zone of graphite (b1, b2, and b3 are

reciprocal lattice vectors) with the high symmetry points labelled Γ, K, and H.

The primitive translation vectors of the reciprocal lattice of graphite can be com-

puted from Eq. A.3 and 1.1:

b1 =
2π

a

(

1,
1√
3
, 0
)

b2 =
2π

a

(

0,
2√
3
, 0
)

b3 =
2π

c
(0, 0, 1). (1.2)

Therefore, the reciprocal lattice is hexagonal. The first Brillouin zone is shown in



1.1 Introduction 7

1.3 (d). The high symmetry points are

Γ = {0, 0, 0}

K =

{

1

3
,
1

3
, 0

}

M =

{

0,
1

2
, 0

}

H =

{

1

3
,
1

3
,
1

2

}

A =

{

0, 0,
1

2

}

.

1.1.2 Graphene

Graphene is a single layer of graphite which forms a honeycomb structure with

a hexagonal lattice and two basis C atoms per primitive cell, as shown in Fig. 1.4

(a). The primitive lattice vectors are given by:

a1 = a(1, 0)

a2 = a
(

−1

2
,

√
3

2

)

, (1.3)

where a = 2.4561 Å lattice constant. The nearest neighbor distance is a/
√
3. The

primitive lattice vectors of the reciprocal lattice can be found by using Eq. A.3

and 1.3:

b1 =
2π

a

(

1,
1√
3

)

b2 =
2π

a

(

0,
2√
3

)

. (1.4)

The irreducible part of graphene Brillouin zone is shown in Fig. 1.4 (b), where

the three high symmetry points are

Γ = {0, 0}

K =

{

1

3
,
1

3

}

M =

{

0,
1

2

}

.
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Figure 1.4: (a) The honeycomb structure of graphene. The equilateral parallelo-

gram presents an unit cell with the lattice vectors (a1 and a2). (b) The Brouillin

zone of graphene (b1 and b2 are reciprocal lattice vectors) with indication of the

high-symmetry points.

1.1.3 Hexagonal Boron Nitride

The hexagonal boron nitride (h-BN) structure is similar to the graphite structure.

It is constructed from layers of hexagonal BN networks. These h-BN layers are

arranged on top of each other in an AAAAAA... sequence, such that B atoms

in one layer are bonded to N atoms in the adjacent layer, as shown in Fig. 1.5.

The primitive lattice vectors are given by graphite vectors given in Eq.1.1 with

a = 2.504 Å. The in-plane distance between B-N atoms is 1.45 Å which is quite

close to given C-C distance in graphite. The lattice constant c is 6.661 Å (out-of-

plane distance between two alternative graphene sheets). These h-BN sheets are

separated by the interlayer spacing of c/2 = 3.333 Å. These values are comparable

to those of graphite. The first Brillouin zone of h-BN is shown in Fig. 1.3 (d) with

the high symmetry points.
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Figure 1.5: The lattice structure of hexagonal boron nitride.

1.2 Structure of Clean Semiconductor Surfaces

In nature, real solids do not extend to infinity so that they are terminated on

surfaces. Semiconductor surfaces have played a crucial role, due to their very

intriguing physical properties and the wide range of their technological appli-

cations. In order to generate these surfaces, several methods have been devel-

oped. In the second half of the twentieth century the standard method for gen-

erating semiconductor surface was to cleave a single crystal in an ultra high vac-

uum. This technique was used to produce the natural cleavage planes such as

Si(111) and Ge(111) and the (110) surface of III-V and II-VI semiconductors with

zincblende structure. Since 1970s a number of epitaxial growth techniques have

been used to grow good quality semiconductor surfaces. With these exciting de-

velopments and applications of fascinating surface-sensitive experimental tech-

niques , the field of atomic and electronic structure theory of the semiconductor



1.2 Structure of Clean Semiconductor Surfaces 10

surface has been improved within the last decade.

Therefore, the theory of semiconductor surfaces has been extensively studied for

decades and it is nowadays possible to theoretically determine optimal surface

structures with a good level of confidence by employing total energy minimi-

sation techniques [25]. Additionally, these calculations easily allow one to reveal

trends in the relaxation or reconstruction behavior of semiconductor surfaces and

to identify the origin and physical nature of particular surface states. A very good

review about these techniques was published by Duke [26] in which the struc-

tural properties of semiconductor surfaces were discussed in conjunction with a

number of principles that seem to govern semiconductor surface relaxation and

reconstruction. In consequence, such calculations have proven extremely useful

for suggesting new structural models [27, 28, 29]. Here, I will briefly discuss the

reason for surface relaxation and reconstruction and explain periodic boundary

conditions and slab models for theoretical calculation of surfaces. As an example

of clean semiconductor surfaces, I will only consider the InAs(111) surface which

will be interfaced with graphene in Chapter 6.

1.2.1 The Surface Relaxiaton and Reconstruction

When cutting a bulk crystal along different crystallographic directions, the gen-

erated surface is a different structure from the bulk. In general bonds are broken

and dangling bonds contain less than two electrons as shown schematically in

Fig. 1.6. These dangling orbitals are unstable and surface atoms try to find new

atomic positions to minimise the free energy of the system. These changes of

atomic position generally lead the surface to relax and it may reconstruct. This can

be explained by three fundamental principles [30, 31, 32, 33].
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Figure 1.6: Atomic structure of the (001) face of group IV semiconductors.

Schematic representation of bulk region, surface region, vacuum region, and dan-

gling bonds.

Principle 1: Surface energy can be reduced by atomic relaxation leading to the semicon-

ducting nature of the system

The situation of unpaired electrons in dangling bonds in favour of fully paired or

fully empty dangling bonds can be changed by the process of atomic relaxation.

When the atomic relaxation occurs the surface atoms are displaced from their

bulk positions, but the surface periodicity does not change. In addition to this,

the surface atoms donate the electronic charge in their dangling bond to fully pair

the dangling bond of a neighbouring atom.

Principle 2: Surface reconstruction can reduce the energy by formation of new bonds

leading to a semiconducting nature of the system

When the relaxation of surface atoms leads to a change of surface periodicity, this

is called surface reconstruction. In the surface reconstruction, the dangling bonds

from neighbouring surface atoms are coupled to create new bonds, thus leading
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to fully occupied or fully unoccupied energy states. As a result of this, the surface

periodicity is very different from that in bulk.

Principle 3: Surface relaxation or reconstruction obeys the electron counting rule.

This principle is very helpful for surface relaxation/reconstruction of compound

semiconductors which are characterised by the presence of cations and anions.

According to the electron counting rule (ECR), the electronic energy of compound

semiconductor surfaces is lowered when electronic charge is transferred from less

electronegative cations, whose dangling bonds become fully empty, to more elec-

tronegative anions, whose dangling bonds become fully occupied.

1.2.2 Periodic Boundary conditions and slab models for surfaces

The surface is a slice of material that is infinite in two dimensions, but finite along

the surface normal. The periodic boundary condition is used for calculations of

the surface properties, such as electronic band structure and density of states.

There are two kinds of boundary conditions which are fixed plane boundary con-

dition and Born-von Krman, or periodic, or cyclic, boundary condition. Our ap-

proach to study surfaces applies periodic boundary conditions in all three dimen-

sions. The simple idea is shown in Fig. 1.7, where the supercell contains atoms

along only a fraction of the vertical direction. The atoms in the lower portion of

the supercell fill the entire supercell in the x and y directions, but empty space

has been left above the atoms in the top portion of the supercell. This model is

called a slab model since, when the supercell is repeated in all three dimensions,

it defines a series of stacked slabs of solid material separated by empty spaces.

The empty space separating periodic images of the slab along the z direction is

called the vacuum space. It is important when using such a model that there is

enough vacuum space so that the electron density of the material tails off to zero
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Figure 1.7: A schematic representation of supercell geometry.

in the vacuum and the top of one slab has essentially no effect on the bottom of

the next. In this thesis, a repeated slab geometry is employed with the vacuum

region of 14 Å for graphene based systems. The dipole potential generated in the

middle of the vacuum region due to the asymmetry of the slab is quenched by

introducing the scheme given in Ref. [34].
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1.2.3 InAs(111) Surface

The InAs(111) surface is an electrostatically unstable surface. It reconstructs dif-

ferently, depending on termination and composition. Therefore, it is common to

refer indium terminated surface as InAs(111)A and arsenic terminated surface as

InAs(111)B. The InAs(111)A surface has been found to exhibit only a 2× 2 recon-

struction with missing indium atom, as shown in Fig. 1.8 (a). The InAs(111)B

surface, on the other hand, exhibits 2×2 reconstruction with As-trimer, as shown

in Fig. 1.8 (b). Both the In missing and As-trimer models satisfy the electron

counting rule: all the dangling bonds on the electropositive surface atoms (III)

are unoccupied and all those on the electronegative atoms (V) are doubly occu-

pied.

The primitive lattice vectors in real-space for the reconstructed InAs(111)A 2 × 2

surface are

a1 = a(

√
2

2
,

√

3

2
, 0)

a2 = a
(√

2, 0, 0
)

,

where a is the bulk cubic-lattice constant. The corresponding primitive reciprocal

lattice vectors are

b1 =
2π

a

(

0,

√

2

3
, 0
)

b2 =
2π

a

(

√
2

2
,−

√
6

6
, 0
)

.

In Fig. 1.8 (c) , the Brillouin zones for the InAs(111)A surface is shown. Certain

points in the Brillouin zone are labelled with dedicated letters, where

Γ̄ = {0, 0}

K̄ =

{

2

3
,
1

3

}

M̄ =

{

1

2
, 0

}

.
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Figure 1.8: Top views of the (a) InAs(111)A-(2 × 2) In-vacancy and (b) As trimer

model of the InAs(111)B-(2 × 2) reconstructions. (c) Surface Brillouin zone for

InAs(111)-2×2.

1.3 Outline of the Thesis

Density functional theory (DFT) is a successful approach to finding solutions to

the Schrödinger equation that describes the quantum behaviour of atoms and

molecules. In this thesis, the DFT enables us to understand the electronic struc-

ture of graphene based systems and predict some of the not-as-yet experimentally

discovered structures related to these systems.

This thesis is organised as follows:

• In the first Chapter, a brief theoretical overview about the structural properties



1.3 Outline of the Thesis 16

of graphene based systems is provided. The basic concept of the surfaces such as

relaxation and reconstruction of surfaces and modelling of the semiconductor

surfaces for the theoretical investigations is briefly discussed to study graphene

deposited on InAs(111) semiconductor surface.

• Chapter 2 describes the theoretical background of Density Functional Theory

within the Local Density Approximation (LDA) and the plane wave basis set.

• In Chapter 3, electronic properties and interband optical transitions of multi-

layer graphene systems have been investigated.

• Chapter 4 provides an explanation of the trigonal warping and the effect

of stacking sequences on the electronic properties of ABC stacked multilayer

graphene.

• The energy band gap opening in the multilayer graphene using the single

layer of h-BN has been studied in Chapter 5. Also, the modification of effective

mass and electron velocity are explained for multilayer graphene systems.

• In Chapter 6, the electronic properties and transparency effect of graphene on

InAs(111) surface have been investigated.

• Finally, Chapter 7 contains a summary of the thesis and a plan for possible

future works.



Chapter 2

Theoretical Techniques

2.1 Introduction

In this chapter, the theoretical background behind the ab initio pseudopotential

method used in the present thesis will be discussed and explained in more de-

tail. The main method in this approach is density function theory (DFT) which

provides a powerful technique for ab initio studies of the electronic and ground

states properties of solids. Therefore, the essentials of this method and its im-

plementation are outlined here. Additionally, the theory of scanning tunnelling

microscopy (STM) will be discussed.

2.2 Many-electron Theory

The describing of ions and interacting electrons in a crystalline system is based

on solving a many-body Schrodinger equation

ĤΦi(R, r) = εiΦi(R, r), (2.1)

where Ĥ represents the Hamiltonian, and Φi(R, r) the wave function, for the col-

lection of all the ions at R and electrons at r in the system. This equation can



2.2 Many-electron Theory 18

not be solved without involving several approximations [31, 35, 36]. The Born-

Oppenheimer or adiabatic approximation [37] is presented first to simplify the

problem.

2.2.1 The Adiabatic Approximation

There is a huge difference of mass between atomic nuclei and electrons. This

means that the electrons will respond immediately to the movement of the nuclei.

For this reason, two seperate eigenvalue equations for the electrons and ions can

be written within the adiabatic approximation. Therefore, the Hamiltonian in Eq.

2.1 may be expressed as:

H = Tion + Vion−ion + Tel + Vel−el + Vel−ion, (2.2)

where Tion and Vion−ion represent the kinetic and potential energy operators of the

ions, Tel represents the kinetic energy operator of the electrons, Vel−ion represents

the electron-ion interaction term and Vel−el represents the electron-electron inter-

action. Within the assumed adiabatic approximation the total wavefunction can

be written as a product of the ionic and electronic wavefunctions:

Φ(R, r) = χ(R)Ψ(R, r), (2.3)

where R denotes the positions of all ions (Ri: i=1,...,N) and r denotes the electron

co-ordinates (ri: i=1,...,M). Here Ψ(R, r) is an ionic wave function depending only

on the electronic coordinates r and ionic positions, and the electronic wave func-

tion χ(R) depends on the ionic configuration R. From the Eq. 2.1 and the Eq. 2.3

one gets two coupled Schrödinger equations [38, 39]:

[Ĥion + εel(R)]χ(R) = εχ(R) (2.4)

for the ions, and

[Ĥel]Ψ(R, r) = εelΨ(R, r) (2.5)
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for the electrons. The Hamiltonian for the electrons may be written as

Ĥel = − ~
2

2m

∑

i

∇2
ri
+
∑

i

Vext(ri) +
∑

i

Ve−e(ri). (2.6)

The potential Vext consists of the external potential imposed on the electrons by

nuclear configuration, Ri, Ve−e is the electron-electron interaction, and Vext is the

electron-ion interaction.

2.2.2 Wave-Function Approaches

The many-body eigenvalue problem is still very complicated to solve using the

Born-Oppenheimer approximation due to electron-electron interaction. There-

fore, further approximations need to be applied in Eq. 2.5. Two distinct ap-

proaches, wave-function approach and density functional approach, are presented

in this section. They are variational techniques which reduce the many body

Schrödinger equations to single particle equations.

2.2.2.1 Hartree Theory

Hartree proposed that the total wave function is the direct product of single-

particle wave functions [40]. Therefore, the many-body wave function can be

written as:

Φ(r1, r2, ..., rN) = Φ1(r1)Φ2(r2).....ΦN (rN), (2.7)

from which it follows that the electrons are independent, and interact only via the

mean-field Coulomb potential. This yields one-electron Schrödinger equations of

the form:
(

− ~
2

2m
∇2 + V (r)

)

Φi(r) = εΦi(r), (2.8)

where V (r) is the potential in which the electron moves, this includes both the

nuclear-electron interaction

Vnuc(r) = − Ze2

4πǫo

∑

R

1

|r−R| , (2.9)
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and the mean field arising from the N − 1 other electrons. Similarly the electron

potential is given through

Vele(r) = − e

4πǫo

∫

dr′ρ(r′)
1

|r− r′| , (2.10)

where

ρ(r) =
∑

i

|Φi(r)|2. (2.11)

2.2.2.2 Hartree-Fock Theory

The antisymmetry of the electron wavefunction was not considered in Hartree

approximation. Fock improved this problem in Hartree theory by including the

particle interchange. According to the Pauli exclusion principle, the many-body

wave function is anti-symmetric with respect to interchange of any two electron

coordinates as the following:

Φ1(r1)Φ2(r2).....ΦN (rN) = −Φ1(r2)Φ2(r1).....ΦN (rN). (2.12)

This modification adds an extra term to the Hamiltonian which is known as ex-

change. Combining then Hartree-type wavefunctions to form a properly anti-

symmetrised wavefunction for the system, we obtain the determinant (first intro-

duced by Slater [41]):

Φ(r1, r2, ..., rN) =
1√
N !

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

Φ1(r1) Φ2(r1) . . . ΦN (r1)

Φ1(r2) Φ2(r2) . . . ΦN (r2)

...
... . . . ...

Φ1(rN) Φ2(rN) . . . ΦN(rN)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

. (2.13)

The single particle Hartree-Fock (HF) equation is then written as:

{

− ~
2

2m
∇2+Vnuc(r)+Vele(r)

}

Φi(r)−
∑

j

∫

dr′
Φ∗

j (r
′)Φ∗

i (r
′)Φj(r)

|r− r′| = εiΦi(r). (2.14)

This equation has one extra term compared with the Hartree equation, the last

term of the left-hand side , which is called the exchange term.
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The Hartree-Fock calculations have been carried out for the ground state energy

of atoms, but for solids these calculations are very complicated. Additionally, the

electronic states and total ground state energy of insulators and semiconductors

are found to yield unsatisfactory values as this scheme neglects screening of the

exchange interaction, generally known as the correlation effect [39].

2.2.3 Density Functional Approach

I have discussed the Hartree-Fock method in detail, but, of course, it has its dif-

ficulties. For example, HF is very complex and the correlations between elec-

trons due to Coulomb repulsions are not properly treated. Therefore, the idea of

density function theory (DFT), providing a different way of treating many-body

systems, was proposed. The essential idea behind this theory is that the electron

density contains in principle all the information contained in a many-body wave

function.

The original DFT of quantum systems is the method of Thomas [42] and Fermi

[43] proposed in 1927. Although their approximation is not accurate enough

for present-day electronic structure calculations, the approach illustrates the way

DFT works. In their method, the kinetic energy is considered to be a functional of

the electron density, but in common with the Hartree and HF methods, only in-

corporated electron-electron interaction via a mean field potential. Both Thomas

and Fermi neglected exchange and correlation. Therefore, this was extended by

Dirac [44] in 1930, who formulated the local approximation for exchange still in

use today. This also failed to significantly improve the method. Thereafter, a

modern formulation of DFT is proposed by Hohenberg, Kohn and Sham [45, 46].

This method defines particle density as a fundamental variable for describing

any multi-electron system. This conceptual difference leads to a remarkable re-

duction in difficulty where the density is a function of three variables (cartesian
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coordinates) rather than 3N variables as in the full many-body wave function.

2.2.3.1 Thomas Fermi Theory

In the Thomas and Fermi method, they expressed the total electronic energy

where the kinetic exchange and correlation contributions were taken from the

homogeneous electron gas [35, 36]. They assumed that the electrons move inde-

pendently in an effective electrostatic potential, and the electron-electron interac-

tion energy arises from the electrostatic energy,

Eest[n] =
e2

8πǫo

∫

dr

∫

ρ(r)ρ(r′)

|r− r′| dr
′. (2.15)

Furthermore, the kinetic energy is given by:

T [ρ] =

∫

ρ(r)t[ρ(r)]dr, (2.16)

where t[ρ] is the kinetic energy density for a system of noninteracting electrons

with density ρ. This is given by

t[ρ] =
1

(2π)3

∫

|k|≤kF

~
2k2

2m
dk, (2.17)

where kF is the Fermi wave vector and the density function ρ is mathematically

defined as:

ρ =
4

3(2π)2k3F
. (2.18)

This gives

T [ρ] = Ck

∫

{ρ(r)}5/3dr, (2.19)

where the coefficient Ck can be given as:

Ck =
3~2(3π2)3/2

10m
. (2.20)

Now the function E[n] is minimised under the condition that the number of elec-

trons (N) is kept constant,
∫

ρ(r)dr = N. (2.21)
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Using the method of Lagrange multipliers, it is required that

E[ρ] + λN = T [ρ] + Eest[ρ] +

∫

ρ(r){Vext(r) + λ}dr (2.22)

has a minimum. The corresponding Euler equation is the Thomas-Fermi equation

5

3
Ckρ(r)

2/3 +
e2

4πǫo

∫

ρ(r′)

|r− r′|dr
′ + Vext(r) + λ = 0. (2.23)

The Thomas-Fermi approach is extremely simple, and is qualitatively correct for

atoms. However, it has been shown that the Thomas-Fermi theory does not result

in atoms binding to form molecules or solids.

2.2.3.2 Hohenberg-Kohn-Sham Theory

The approach of Hohenberg-Kohn-Sham (HKS) is to formulate the DFT [45, 46]

as a technique applied in electronic structure theory. The formulation has become

the primary tool for condensed matter and quantum chemistry. The HKS theory

can be expressed in terms of two simple theorems which are as follows:

THEOREM 1. The density as basic variable

For a given non-degenerate ground-state many-body wavefunction Φ, there is a

unique functional of the ground-state electronic charge density. All other ground-

state properties of the system, the kinetic and electron-electron interaction ener-

gies, can be expressed in the functionals of ρ(r). Therefore, one may define a

unique functional F [ρ(r)] as the following:

F [ρ(r)] =< Φ|(T + Vel−el)|Φ >, (2.24)

where T is the kinetic energy operator and Vel−el is the electron-electron interac-

tion operator. This functional F [ρ(r)] is a universal functional in the sense that it

has the same dependence on the electron density for any system, independent of

the external potential concerned. The exact density dependence of this functional
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is, however, unknown. Using this functional, one may then define, for a given

external potential υ(r), the energy functional

E[Vext, ρ(r)] =

∫

ρ(r)υ(r)dr+ F [ρ(r)], (2.25)

where F [ρ(r)] is a universal but unknown functional of the electron density.

THEOREM 2. The energy variational principle

According to this theorem, the ground state energy may be obtained variation-

ally where the density that minimises the total energy is the exact ground state

density. Using these two simple theorems, the total electronic part of the energy

corresponding to the true ground state electronic density can be expressed as:

Eel[Vext, ρ] = T [ρ] +

∫

Vext(r)ρ(r)dr+
e2

8πǫo

∫∫

ρ(r)ρ(r′)

|r − r′| drdr
′ + Exc(ρ), (2.26)

where Exc(ρ) is the exchange-correlation energy. However, there are three major

problems in the solution of the above equation: (i) one needs a suitable method

to obtain the self-consistent charge density function ρ, (ii) there is no information

about ρ, evaluating T [ρ] is very difficult, and (iii) Exc remains unknown.

The first problem is completely resolved by following the Kohn-Sham (KS) pro-

posal. Using the Variational principle (∂E/∂φ = 0)with φ = φ1(r1)φ2(r2)...φN(rN),

Kohn and Sham got a collection of single-particle equations of non-interacting

electrons as:
(

− ~
2

2m
∇2 + VKS[ρ(r)]

)

φj(r) = εjφj(r), (2.27)

where φj and εj are the KS single-particle wave functions and eigenvalues respec-

tively, and VKS is the KS potential energy which given by:

VKS[ρ(r)] = Vext(r) + VH [ρ(r)] + Vxc[ρ(r)]. (2.28)

Hence the second problem (the kinetic energy) can be determined from:

T [ρ] =
∑

j

〈φj|εj − VKS[ρ]|φj〉. (2.29)
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The third difficulty with the application of the DFT is that the exchange correla-

tion energy is hard to express in terms of the charge density.

2.2.4 Exchange Correlation Functional

As I mentioned in the previous section, the third difficulty is that the functional

Exc is generally unknown. It is the crucial quantity in the Kohn-Sham approach.

In the following section the Local Density Approximation and the Generalised

Gradient Approximation are used to express Exc.

2.2.4.1 Local Density Approximation

The most common approximation for exchange-correlation energy functionalExc,

is known as the local density approximation (LDA). This approximation consid-

ers that the electronic charge density in the system corresponds to that of a ho-

mogeneous electron gas so that ρ(r) is a slowly varying quantity in space. The

Exc can then be expressed as:

Exc[ρ] =

∫

ρ(r)ǫxc[ρ(r)]dr, (2.30)

where ǫxc[ρ(r)] is the exchange-correlation energy per electron of a uniform elec-

tron gas of density ρ. The exchange-correlation potential is then given by:

Vxc[ρ(r)] =
d

dρ(r)
(ρ(r)ǫxc[ρ(r)]), (2.31)

while
1

ρ(r)
=

4π

3
r3s , (2.32)

where rs is the mean interelectronic spacing. Therefore one finds

Vxc[ρ(r)] = ǫxc −
rs
3

dǫxc
drs

. (2.33)

If the LDA scheme is extended to the unrestricted case (i.e. including the spin

orientations), then the obtained scheme is known as the local spin-density ap-

proximation (LSDA). There are several analytical fits for ǫxc(rs). In the following
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different expressions are presented for both ǫx(rs) and ǫc(rs) and similarly an ex-

pression for ǫxc(rs).

1. Kohn-Sham-Gáspár [46, 47] Pure Exchange Energy Expression

ǫx = −0.4582

rs
(Hartree). (2.34)

2. Wigner [48] Correlation Expression

ǫc = − 0.44

7.8 + rs
(Hartree). (2.35)

3. Slater [49] Exchange-Correlation Expression

ǫxc = −α0.68725
rs

(Hartree), (2.36)

where α is the adjusting parameter and its value is in the range of (2
3
, 1).

4. Ceperley-Alder [50] Correlation Expression as parametrised by Perdew and

Zunger [51]

The ǫxc is written in two parts:

ǫxc = ǫx + ǫc (2.37)

with

ǫx = −0.4582

rs
(2.38)

in Hartrees and

ǫc =











−0.1423/(1 + 1.0529
√
rs + 0.3334rs) for rs ≥ 1,

−0.0480 + 0.0311 ln rs − 0.0116rs + 0.0020rs ln rs for rs < 1,

in Hartrees. The parameter rs is related to the density through the relation ρ−1=4π
3

r3s.

The exchange-correlation potential is obtained as

Vxc = ǫxc −
rs
3

dǫxc
drs

(2.39)
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2.2.4.2 Generalised Gradient Approximation

The best known class of functionals after the LDA uses information about the lo-

cal electron density and the local gradient in the electron density; this approach

defines a generalized gradient approximation (GGA). Perdew et al. [52] con-

structed the concept of the GGA. The exchange part is defined as:

EGGA
x =

∫

ρǫunifx (ρ)Fx(s)dr, (2.40)

where

ǫunifx (ρ) = −3kF
4π

, (2.41)

kF = (3π2ρ)1/3, (2.42)

s =
∇ρ
2kFρ

, (2.43)

and

Fx = 1 + κ− κ

1 + ηs2

κ

. (2.44)

The values of constants are κ = 0.084 and η = 0.21951.

Similarly the correlation part of GGA is defined as following:

EGGA
c =

∫

ρ[ǫunifc (rs) +H(rs, t)]dr, (2.45)

where

H = γln
{

1 +
β

γ
t2
[ 1 + At2

1 + At2 + A2t4

]}

, (2.46)

A =
β

γ
[exp−(ǫunif

c /γ) − 1]−1, (2.47)

t =
|∇ρ(r)|
2ks

ρ(r), (2.48)

and

ks =
4kF
π
. (2.49)
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The values of constants are γ = 0.031091 and β = 0.066725. When the spin orien-

tation is considered in this scheme, then the method is called the spin generalised

gradient approximation (σGGA).

Comparison between LDA and GGA: In 1992, Garcia et al. found that GGA does not

provide a consistent and unequivocal improvement over the LDA in the calcu-

lated structural properties of crystalline solids [53]. However, the GGA is better

than the simple LDA in describing the binding energy of molecules [54], acti-

vation energy barriers [55] and magnetic structures [56]. Despite these successes,

the GGA sometimes overcorrects the LDA results for solids [57, 58]. Furthermore,

the structural and electronic properties of graphite and hexagonal Boron Nitride

have been already analysed by using LDA and GGA [59, 60, 61, 62, 63, 64]. It

was found that GGA calculations give little or no bonding whereas LDA gives

reasonable results for bonding energies and interatomic distances, comparable to

experimental values (the relative difference being smaller than 0.1%). The reason

for the failure of GGA was intuitively clear: the semilocal gradient approximation

cannot describe well the inherently non-local interaction.

In this thesis, I mainly worked with the LDA with the Ceperley-Alder [50] corre-

lation expression as parametrised by Perdew and Zunger [51] which is the most

common and considered to be provide better results verified by Refs. [65, 66].

2.3 Electron-Ion Interaction

In an attempt to solve the KS equation, one has to consider two important is-

sues: (i) how to treat the electron-ion interaction or what is known as the external

potential Vext(r), and (ii) finding a new mathematical way to represent the single-

particle orbitals. To solve the first issue, I will consider and discuss the electron-

ion interaction and then focus on two main theories related to this subject. There
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are two common approaches used to treat Vext: all-electron and pseudopotential

approaches.

2.3.1 All-electron methods

This method deals explicitly with all electrons in the system (valence and core

electrons). It is the so called all electron method. In this method, there are

different successful schemes which are the Linear Muffin-Tin Orbital approach

(LMTO) [67] and the Full Potential Linearised Augmented Plane Wave approach

(FLAPW) [68]. In these schemes, the choice of basis function is primarly different

to construct single-particle wave function. Skriver [69] has described the LMTO

method which has successfully been applied to the study of the electronic and

ground-state properties of metals and semiconductors. In this approach (LMTO),

the problem is broken up into different constituent parts. The Schrödinger equa-

tion is solved for the isolated atoms inside a spherical region around each atom,

whereas the free electron Schrödinger equation is solved in the interstitial re-

gions. The other method (FLAPW) is used by Wimmer et al. [70]. According

to this method, the atomic Schrödinger equation is solved inside a spherical re-

gion around each atom and using a plane wave basis in the interstitial regions.

The FLAPW method is very well described by Wei et al. [71] to calculate energy

bands, equilibrium lattice constant, bulk modulus, and cohesive energy of Tung-

sten.

2.3.2 Pseudopotential Method

In the pseudopotential method for a solid, one considers the ion cores as a back-

ground in which the valence electrons move. These valence electrons actively

participate in determining the chemical and physical properties of molecules and

solids. This has led to the idea of the pseudopotential method: the interaction be-
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tween the valence electrons and the ion core is treated with the pseudopotential

which allows us to understand why the electron-ion core interaction is appar-

ently so weak. The fact that pseudopotentials are not unique allows the freedom

to choose forms that simplify the calculations and the interpretation of the result-

ing electronic structure.

2.3.2.1 Non-Uniqueness of Pseudopotentials

The single-particle Kohn-Sham equation was given in Eq. 2.27. By considering

a proper transformation of this equation, the concept of pseudopotential can be

devoloped. The Eq. 2.27 can be written as

hφ = εφ (2.50)

with

h = t0[ρ] + vKS[ρ]

= t0[ρ]−
1

4πε0

Znucle
2

r
+ vH [ρ] + vxc[ρ], (2.51)

where Znucl is the atomic number and the Hamiltonian is the sum of the single

particle kinetic energy operator t0 and the effective Kohn-Sham potential operator

vKS. The second term in Eq. 2.51 represents the Coulomb potential experienced

by an electron positioned at r with respect to the nuclear site and vKS represents

an ’all electron’ attractive potential which can be denoted as vA.

For the developing of the pseudopotential concept we express the total number

of electrons (Znucl) as a sum of core (Zcore) and valence (Z) electrons:

Znucl = Zcore + Z. (2.52)

We then expand the single-particle wave function φ as

φ = ψ +
∑

c

αcψc (2.53)
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where ψ is a smooth part corresponding to valence electron states, ψc is a core

function corresponding to one of the bound states in the ion core and the αc are

determined by the following condition,

< φ|ψc >= 0. (2.54)

By using Eqs. 2.53 and 2.54, Eq. 2.50 can be rewritten as

hψ +
∑

c

(ε−Ec)|ψc >< ψc|ψ = εψ (2.55)

with Ec as the eigenvalue of a core state. Eq. 2.55 can be represented as

(h+ vR)ψ = εψ (2.56)

where vR is a repulsive potential operator. We can further express Eq. 2.56 as

(t0 + vPS)ψ = εψ. (2.57)

The operator

vPS = vA + vR = vA +
∑

c

(ε− Ec)|ψc >< ψc| (2.58)

represents a weak attractive potential, denoting the balance between the attrac-

tive potential vA and the repulsive potential vR, and is called a pseudopotential,

first discussed by Phillips and Kleinman [72] and by Antonc̆ik [73].

There is an enormous freedom to define the potential vps, depending on how ef-

fective the cancellation is. Although pseudopotentials gained differently and re-

flecting different degrees of cancellation, they often produces similar results. This

reflects the non-uniqueness of pseudopotentials. This feature of pseudopotentials

has been utilised extensively in various applications, resulting in the develop-

ment of different types of pseudopotentials. Here I will discuss local, non-local,

norm-conserving, and ultrasoft pseudopotentials.
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2.3.2.2 Local and non-local Pseudopotentials

The pseudopotential was expressed in the equation 2.58. This can be rewritten in

the following form

V ps =
Zce

r
Î +

∑

c

(εv − εc)|ϕc〉〈ϕc|, (2.59)

where Î is the identity operator. As clearly seen from the above equation, this

pseudopotential acts differently on wave functions of different angular momen-

tum. The most general form of a pseudopotential of this kind is given as

V ps(r) =
∞
∑

l=0

l
∑

m=−l

vlps|lm〉〈lm| =
∞
∑

l=0

vlps(r)Pl, (2.60)

where vlps(r)is the pseudopotential corresponding to the angular component l and

the operator

Pl =

l
∑

m=−l

|lm〉〈lm| (2.61)

is a projection operator onto the l th angular momentum subspace. This equation

means that when Vps acts on the electronic wave function, the projection operator

Pl selects the lth angular component of the wave function, which is then multi-

plied by the corresponding pseudopotential vlps(r). Pseudopotentials of this form

are known as non-local because they act differently on the various angular com-

ponents of the wave function. In practice vlps(r) is a local operator in the radial

coordinate. Therefore, a better name for this type of expression is a semi-local

pseudopotential. However, if all the angular components of the pseudopotential

are taken to be the same (or if only l=0 is considered), then the pseudopotential is

said to be a local pseudopotential.

2.3.2.3 Ultrasoft Pseudopotentials

One goal of pseudopotentials is to create pseudo-wavefunctions that are as smooth

as possible and accurate. Norm-conserving pseudopotentials achieve the goal of
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accuracy, usually at some sacrifice of smoothness. Therefore, a different approach

known as ultrasoft (US) pseudopotentials was developed by Vanderbilt [74, 75].

2.3.2.4 Norm-conserving Pseudopotentials

Most modern pseudopotential calculations are based upon a norm-conserving

potential. The requirment of norm-conservation is the key step in making accu-

rate, transferable pseudopotentials, which is essential so that a pseudopotential

constructed in one enviroment can faithfully describe the valence properties in

different environments including atoms, ions, molecules, and condensed matter.

The first form of norm-conserving pseudopotential was established by Hamann,

Schlüter and Chiang (HSC) [76]. However, there are other forms of this kind of

pseudopotential, for example, Bachelet, Hamann, and Schlüter pseudopotential

(BHS) [77], Troullier-Martins pseudopotential (TM) [78] and Kleinman-Bylander

(KB) pseudopotential [79].

In this thesis, all the DFT calculations are performed using the KB pseudopoten-

tials. Kleinman and Bylander suggested that it is possible to construct a form of

non-local (both in angular and radial coordinates) and fully separable pseudopo-

tential. The advantage of this form lies in the computational ease and computer

storage saving when evaluating pseudopotential matrix elements in momentum

space. For instance, with N plane waves in the basis, the number of matrix el-

ements scales as N in the KB form and as N2 in the semi-local (non-local in an-

gular coordinates but local in the radial coordinate) form. Obviously, therefore,

use of the KB form brings a great detail of computational saving for large-scale

electronic structure and total energy calculations [80]. A detailed analysis and

discussion of the appropriateness of using the KB separable pseudopotentials for

large-size system were given in Ref. [81].

The accuracy of the pseudopotential, or its transferability, may be gauged by its

ability to reproduce the results for a given element in a wide range of environ-
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ments, e.g. a pseudopotential for the carbon atom should give accurate results

when used in diamond, graphene or graphite. Although ultrasoft pseudopoten-

tials reduce the basis-set size further and achieve convergence faster, they are

less transferable compared to the KB pseudopotentials. In the work of Ref. [82]

the equilibrium lattice constant, bulk modulus and cohesive energy for face cen-

tred cubic (fcc) Cu and diamond has been calculated using norm-conserving and

ultrasoft pseudopotentials. They found the cohesive energy for fcc Cu and dia-

mond changes by approximately 0.1 eV. More detail about the theory and appli-

cations of pseudopotentials can be also found in Refs. [31, 83].

2.3.2.5 Basis Set

In an attempt to solve Kohn-Sham equations with pseudopotentials for a crys-

talline material, it is necessary to choose a basis set in which to express the elec-

tron wavefunctions. There are basically three different choices to express the

wavefunction.

1) Express φ as a linear combination of plane waves (LCPWs).

2) Express φ as a linear combination of atomic orbitals (LCAOs).

3) Express φ as a linear combination of some plane waves and some atomic or-

bitals.

Due to the simplicity and appropriateness in modern electronic structure calcu-

lations, one of the most used choices is the plane-wave basis set [31]. In such a

basis we express the single-particle wave function Ψk(r) at a point r in a crystal

as follows

Ψj(k, r) =
1√
N0Ω

∑

G

Aj(k +G)ei(k+G)·r, (2.62)

where N0 is the number of unit cells, Ω is the volume of the chosen unit cell, k is

the electronic wave vector lying within the first Brillouin zone, j denotes the band

index, G is a reciprocal lattice vector, and Aj(k+G) are the Fourier coefficients.
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2.4 Momentum Space Formalism of Kohn-Sham Equa-

tion

Using pseudopotential approach within plane-wave basis, the Kohn-Sham equa-

tion Eq. 2.57 for a crystal can be expressed in momentum space as follows

∑

G′

HG,G′(k)Aj(k+G′) = εj(k)Aj(k+G) (2.63)

with

HG,G′(k) =
~
2

2m
|k+G|2δG,G′ + Vps(k+G,k+G′). (2.64)

In the above equation Vps is the screened pseudopotential. In general it is a non-

local potential and a Fourier component of this potential can be expressed as

Vps(k+G,k+G′) = Vps(k+G,k+G′) + VH(G−G′) + Vxc(G−G′)

= V ps
ionic(k+G,k+G′) + Vscreen(G−G′),

where Vps is the Fourier component of the non-local ionic (i.e. unscreened) crystal

pseudopotential, and VH(G) and Vxc(G) are (local) Fourier components of the

Hartree and exchange correlation potentials, respectively. Clearly, in order to

calculate various properties of solids we would need to use the non-local, ionic

crystal pseudopotential matrix elements Vps(G′ − G) with respect to the plane-

wave basis.

2.4.1 Energy Cut-off

In section 2.3.2.5, the KS wave function was expressed in terms of a plane-wave

basis set. In order to get more accurate results, an infinite number of plane waves

is required which means there is an infinite number of reciprocal lattice vectors

G. Therefore, the number of plane waves is considered by imposing an upper

cut-off to the kinetic energy defined as

~
2

2m
|k+G|2 < Ecut. (2.65)
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The plane wave expansion can be truncated to contain the plane waves that con-

sist of the kinetic energy less than the energy cut-off. However the truncation of

the plane wave expansion at a small energy cut-off Ecut will lead to an error when

computing the total energies of system. This error can be decreased with increas-

ing the cut-off energy. In this thesis, different cut-off energies have been tested

by calculating total energy of graphene based systems. The cut-off energies of 45

Ryd, 40 Ryd, and 20 Ryd are found to be suitable for Chapters 3 and 5, Chap-

ter 4, and Chapter 6, respectively. In Chapter 3, an example of the convergence

of total energy versus cut-off energy calculation will be represented in detail for

graphene.

2.4.2 k points for Brillouin Zone Summation

Evaluation of many quantities in solids, such as energy and density require in-

tegrating periodic functions of a Bloch wave vector over an entire BZ. Several

numerical techniques have been adopted for BZ integration such as Baldereschi

[84], Chadi and Cohen [85], Cunningham [86], and Monkhorst and Pack [87].

They have presented schemes for generating special k-points in the IBZ which

would give an excellent approximation to the zone average of an arbitray pe-

riodic function. A good description of special k-points for crystals of different

symmetries and their use in the calculation of electronic structure and physical

properties of solids is presented by Evarestov and Smirnov [88]. All calculations

within the present thesis were carried out using the Monkhorst and Pack method.

Monkhorst and Pack considered the special points in the form:

kp = up1b1 + up2b2 + up3b3 + k0, (2.66)

where bi are the reciprocal translational vectors and k0 is an arbitrary vector. For

the cubic system, the coefficients upi will be determined as follows:

upi =
2pi − q − 1

2q
, (2.67)
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where pi=1, 2, 3,..., q and i=1, 2, 3. The integer q evaluates the number of special

points in the set. For the hexagonal system, the coefficients upi with i=1, 2 are

given as:

upi =
pi − 1

q
, (2.68)

and upi for i=3 is given as:

upi =
2pi − q − 1

2q
, (2.69)

where pi=1,2,3,...,q. At this particular stage, another important quantity must be

defined. For each special k point, there is a factor associated with it which is

known as the weight factor. This factor satisfies the following:

f =

N
∑

i=1

wif(ki) + remainder, (2.70)

where f is the average of a periodic function f(k) and wi is the weight factor

(
∑

wi = 1). The sum runs over all N chosen k points. Computational experi-

ments show that the smaller the ′remainder′ term, the better the numerical inte-

gration technique.

In this thesis, n × n × 1 or n × n × 2 Monkhorst–Pack sampling of the BZ is

used for graphene based systems. For smaller n, however, the total energy varies

considerably as n is changed which is a clear indication that the n is insufficient

to give a well-converged result. Therefore, the convergence of total energy with

respect to n will be obtained for each systems and an example of this calculation

will be given in Chapter 3 for graphene.

2.4.3 Self Consistency

Considering the trial plane-wave function in Eq. 2.62 and using the pseudopten-

tial approach described in section 2.3.2 we can now begin to solve the KS equa-

tion. Although the solutions of KS equations provide the ground state charge

density, they can not be taken as the desired results because one can obtain a
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more reliable and stable result by using the charge density which is achieved by

iterating the solutions of KS equations. This method is called self-consistent field

(SCF) approach. The iterative way is outlined in the following algorithm:

(i) Define an initial, trial electron density, n(r).

(ii) Solve the Kohn Sham equations defined using the trial electron density to find

the single-particle wave functions, φ(r).

(iii) Calculate the electron density defined by the Kohn Sham single-particle wave

functions from step 2, nKS(r).

(iv) Compare the calculated electron density, nKS(r), with the electron density

used in solving the Kohn Sham equations, n(r). If the two densities are the same,

then this is the ground-state electron density, and it can be used to compute the

total energy. If the two densities are different, then the trial electron density must

be updated in some way. Once this is done, the process begins again from step

2. However, this procedure does not usually converge. Because of the long-range

nature of the Coulomb interaction, a small change in the input density can lead to

a relatively large change in the output density. Therefore, a new charge density

needs to be mixed with the input and output density in an appropriate manner

to obtain a more stable charge density. There are two main categories of mixing

schemes: linear and non-linear schemes. A very good review of these schemes

can be found in Ref. [83]. In our calculations we use the Broyden’s Jacobian

update scheme: one of the most appealing non-linear mixing approaches for self

consistent field convergence acceleration. This scheme has been discussed by

several groups such as Bendt and Zunger [89], Srivastava [90], Singh et. al. [91],

and Eyert [92]. In our computational code the method presented by Srivastava

[90] is used.
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2.5 Total Energy and Hellmann-Feynman Forces

Once the solution of KS equations is achieved self-consistently by using the plane-

wave pseudopotential scheme, the total energy of the system and Hellmann-

Feynman forces [93] on atoms can be evaluated. The total energy of system can

be expressed in momentum space as

Etot = Eion−ion + Eele

=
e2

8πǫ0

∑

p,b,b′

ZbZb′

|p+ τb − τb′ |

+
~
2

2m

sp
∑

k

occ
∑

j

w(k, j)
∑

G

|Aj(k +G)|2|k+G|2

+
1

M

sp
∑

k

occ
∑

j

w(k, j)
∑

G,G′

∑

b

A∗
j (k+G′)Aj(k+G)

×exp[i(G−G′.τb)]
∑

l

vb,l(k +G,k+G′)

+
e2

8πǫ0

∑

G

|ρ(G)|2
|G|2 +

∑

G

ρ∗(G)ǫxc(G), (2.71)

where vb is the pseudopotential due to the bth atom at site τb in the unit cell and

ρ(G) is the Fourier coefficient of the valence charge density which can be evalu-

ated by using a special k-points scheme

ρ(G) =

sp
∑

k

occ
∑

j

w(k, j)ρkj(G). (2.72)

Equation 2.71 can be rewritten:

Etot =

sp
∑

k

occ
∑

j

ǫj −E ′
H +∆Exc + γE + E0, (2.73)

where

E ′
H =

e2

8πǫ0

∑

G 6=0

|ρ(G)|2

∆Exc =
1

4πǫ0

∑

G

ρ∗(G)[ǫxc(G)− Vxc(G)]

γE = Eion−ion −
1

8πǫ0

1

Ωat

∑

b

∫

dr
Z2

b e
2

r
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E0 =
1

M

1

Ωat

∑

b

Zbe
∑

b

∫

dr (vb(r) +
1

4πǫ0

Zbe
2

r
). (2.74)

In the above the Ewald energy γE is obtained by removing the divergence from

the ion-ion Coulomb interaction energy Eion−ion and adding it to have the finite

term E0.

The derivative of the total energy with respect to the space element gives force

acting on a system. Therefore, the Hellmann-Feynman force (Fb = F ele
b + F ion

b )

acting on the bth atom in the unit cell is simply obtained by differentiating the

total energy (Eq. 2.71) with respect to τb

Fb = −∂Etot

∂τb
. (2.75)

The electronic part of the Hellmann-Feynman force can be expressed as:

F ele
b = − 1

4πǫ0
Re

{

i

M

sp
∑

k

occ
∑

j

w(k, j)
∑

G,G′

A∗
j (k+G′)Aj(k+G)

+(G−G′)exp[i(G−G′) · τb]
∑

l

vb,l(k+G,k+G′)

}

, (2.76)

whereas the ionic part is obtained as:

F ion
b =

e2Zb

4πǫ0

∑

b′ 6=b

Zb′

{

4π

Ω

′

∑

G

[

G

|G|2 sin[G · (τb − τb′)]exp(−
|G|2
4η2

)

]

+
∑

p

[

x erfc(ηx)

x2
+

2ηx√
πx2

exp(−|η|x2)
]

x=p−τb−τb′

}

, (2.77)

where η is a control parameter which yields the convergence of the summations.

2.6 Geometry Optimisation Scheme

We have so far only described DFT calculations in which the position of ev-

ery atom in the supercell is fixed. This is fine for a regular periodic structure

where each atom has the same surroundings and thus there is no force. How-

ever, a slight departure from the regularity in atomic positions would lead to
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finite forces on atoms within each unit cell. Due to these forces, the geometry

of the unit cell needs to be optimised, as all atoms in the supercell would like to

settle down to zero force configuration, inducing to a configuration with a min-

imum in total energy. This optimisation can be done by using total energy and

Hellmann-Feynman forces techniques. There are two main iterative adjustments

to determine the optimised geometry of any studied system. In the first itera-

tive adjustment, the KS equations are solved to achieve a reasonably good level

of self-consistency through adjustment of charge density. In the second iterative

adjustment, the optimised geometry is determined by altering the atomic posi-

tions in response to the resulting force. These iterations are repeated until the

fully relaxed atomic geometry is obtained. The geometry optimisation procedure

is shown in Fig. 2.1. Although there are different approaches to geometry op-

timisation, Bendt-Zunger’s conjugate gradient scheme [94] and Car-Parrinello’s

molecular dynamics approach [95, 96] are the most extensively.

2.7 Our Computational Code

Our calculations have been done using a sophisticated LDA computer code which

was originated by Prof. G. P. Srivastava, has undergone over fifteen years of de-

velopment and is continually being refined to extend its accuracy and range of

applicability. Essentially, this code performs the hugely successful density func-

tional theory (DFT) of Kohn-Sham. The code has been used to successfully pre-

dict properties of various materials such as the energies, forces, band structures,

densities of states, and charge densities. In order to compute these properties,

the code solves the Kohn-Sham equation self-consistently using plane-waves and

Kleinman-Bylander pseudopotential as explained in detail previously [30]. Self-

consistency simply means that the charge density generated by an external po-

tential is the same as the charge density that generated that potential, to within
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Figure 2.1: Flow chart explaining the iterations of optimising procedure.
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some tolerance.

Our method uses the KB pseudopotentials and a model for the crystal structure

as the starting point of the calculation. After the wave functions have been ob-

tained the contribution of the valence electrons to the potential is calculated. It is

then used to evaluate the total one-electron potential, which is compared with the

starting potential. Self-consistency is achieved when the calculated one-electron

potential agrees with the sarting potential.

After the solutions of the Kohn-Sham equation are obtained for a given ionic

configuration self-consistently, the forces on the ions are calculated using the

Hellmann-Feynman theorem. Using these forces as a guide the code then per-

forms geometry optimisation which was described in section 2.6. In the optimi-

sation, atoms are allowed to move until the residual forces between any atoms

are smaller than the convergence in eV/Å. In this thesis, relaxed atomic positions

for all systems are obtained within a force convergence criterion of 50 meV/Å.

For graphene related systems, the interaction between layers and substrates is

expected to be better described by the van der Waals (vdW) interaction. This

interaction is weak compared with the covalent interaction and relatively long

ranged. Due to the complexity of the vdW interaction, its quantum nature, and

its nonlocal characteristics, it remains a real challenge to determine such interac-

tion in the DFT. Therefore, various techniques have been proposed to overcome

this problem, but there is no real satisfactory solution until now. For instance,

the parametrised form proposed by Grimme [97], with further improvement by

Scheffler et al. [98, 99], has been employed by several groups. Dion et al. [100], on

the other hand, proposed a new approach to accurately describe the vdW forces

within the density functional theory (vdW-DFT). In this scheme, the non-local

(long ranged) interactions have been expressed in terms of a density-density in-

teraction formula, with further development of the formulation presented in Ref.

[101]. The vdW-DFT scheme has been applied to graphite and a large number of
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graphene/metal systems [102, 103, 104, 105]. However, systematic improvement

of results from the vdW-DFT theory has not yet been evidenced for all systems.

For example, agreement between theory and experiment for interlayer spacing

in graphite is less favourable from the vdW-DFT theory than from the LDA-DFT

theory [105]. For graphene/metal systems that LDA finds to be weakly bonded,

both LDA-DFT and vdW-DFT methods are reported to result in very similar inter-

layer spacings and band structures, despite the LDA-DFT calculations underesti-

mating the adhesion energy [106, 107]. On the other hand, some previous studies

have advocated the suitability of DFT-LDA approach to describe the energetic

and structural properties of graphitic systems where the long range interactions

are ruled by π − π stacking interactions [60, 108]. Thus, with the above consid-

erations in mind we have performed calculations using the LDA-DFT scheme in

our computational code.

2.8 Scanning Tunnelling Microscopy

The scanning tunnelling microscope (STM) was invented by Binnig and Rohrer

in 1982 [109]. This technique was the first to generate real-space images of surface

with atomic resolution. This is achieved by exploiting the quantum-mechanical

electron tunnelling effect of electrons between two states. For STM, electrons

tunnel between states on two separate surfaces between which a potential differ-

ence is applied - one of these surfaces is the STM tip and the other is the sample

under investigation. The tip is rastered across an area of the surface whilst the

tunnelling current is measured to produce a topographic image. For images of

sample surfaces, the STM oparetes in two regimes: constant height and constant

current. In the constant height mode, the tip’s vertical height above the surface

is kept fixed, and the tip is then rastered across the surface, measuring the cur-

rent due to the electron density. In the constant current regime, the STM is pro-
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grammed to adjust the vertical height of the tip such that it registers a selected

current. The tip is slowly rastered across the surface, always allowing the tip to

move vertically to the correct height. This type of method yields excellent struc-

tural information, with an excellent profile of the surface and information about

the bonding between atoms. In our simulated STM images, the constant-height

mode and Tersoff and Hamann theory are considered.

In 1983, Tersoff and Hamann developed a theory of STM which is still widely

used in models for the STM [110, 111]. The Tersoff-Hamann model is shown in

Figure 2.2. This model defines an STM tip centred on r0 with a radius of curvature

of R and at a distance d above the surface. The full expression of the tunnelling

current is given as:

I =
2πe

~

∑

µ,v

f(Eµ)[1− f(Ev + eV )]|Mµ,v|2δ(Eµ − Ev), (2.78)

where f(E) is the Fermi function, V is the bias voltage, |Mµ,v| is the tunnelling

matrix element between the probe ϕµ and surface ϕv states, andEµ andEv are the

energy levels of the probe and surface states in the isolated systems, respectively.

At low temperature, the above expression (Eq. 2.78) can be rewritten as:

I =
2π

~
e2V

∑

µ,v

|Mµ,v|2δ(Ev − EF )δ(Eµ −EF ), (2.79)

where the Fermi level EF is adjusted by the voltage bias V . When the tip wave

functions are localised, then the matrix element is proportional to the local den-

sity of states (LDOS, the amplitude of ϕv) at the Fermi level. Therefore, Eq. 2.79

can be expressed as:

I = 32π3
~
−1e2V φ2Dt(EF )R

2κ−4e2κR ×
∑

v

|ϕv(r0)|2δ(Ev − EF ), (2.80)

where Dt is the density of states per unit volume of the probe tip, R is the radius

of the tip atom, r0 is the tip atom centre, and κ = ~
−1(2mφ)1/2 represents the

minimum inverse decay length for the wave function in vacuum, expressed in
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Figure 2.2: The Tersoff-Hamann model of STM, where the tip is modelled as a

locally spherical potential well with radius of curvature R and at a distance d

above the surface.

terms of φ, the work function between tip and sample’s surface. This equation

can be rewritten as:

I ∝
∑

v

ρvδ(Ev − EF ), (2.81)

or

I ∝ LDOS. (2.82)

2.9 Summary

In this Chapter, the theoretical background for the methods used in this research

is presented. Mainly, the density functional theory (DFT) and its essential in-

gredients are outlined. Furthermore, the self-consistent solution of Kohn-Sham

(KS) equations, the total energy, the Hellmann-Feynman forces acting on atoms,

and the geometry optimisation scheme within the planewave pseudopotential
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framework are explained. Lastly, the theory of STM which gives very detailed

information about geometrical structures and electronic states of surfaces is de-

scribed.



Chapter 3

Electronic Properties and Interband

Optical Transitions of Multilayer

Graphene and Graphite

3.1 Introduction

One of the most remarkable properties of monolayer graphene (MLG) is its lin-

ear dispersion of the electron and hole states close to the K point (the so-called

Dirac point) of its Brillouin zone, originating from π and π∗ bondings between the

two carbon basis atoms within the hexagonal primitive unit cell. This results in

the valence electrons behaving as massless Dirac particles with very large Fermi

velocity [112].

More recently, the attention has been given to electronic properties of graphene

multilayers such as bilayer and trilayer [113]. The AB-stacked bilayer graphene

(BLG) and ABA-stacked trilayer graphene (TLG) show some unusual electronic

properties which are quite different from those of MLG. In the BLG, there is no

band gap between its conduction and valence bands but they show quadratic

and linear behaviour at the K point. In the TLG, there is more complex interlayer
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interactions that supply a richer electronic structure than those for MLG and TLG

systems.

As we have described in section 1.1.1, graphite can be obtained by simply stack-

ing graphene layers in a periodic manner. The electronic properties of graphite

have been studied extensively for a long time. The first theoretical study was

done by Wallace in 1947 [114]. After a few years, the Slonczewski-Weiss-McClure

(SWM) model was introduced to describe the band structure of graphite [115,

116], but, the assignment of the electron and hole states within this model was

opposite to what is agreed today. In 1968, Schroeder et al. established the cur-

rently accepted locations of electron and hole pockets [117]. Furthermore, the

SWM model was not able to describe the van der Waals interactions between

graphene sheets. Thus, recently, this model has been revisited by Rydberg et al.

[118]. They recommended the replacement of GGA as a standard method in total-

energy calculations with vdW-DF for descriptions of layered systems.

Predictions of observable properties by density-functional theory calculations are

used increasingly often in experimental condensed-matter physics and materials

engineering as reliable data. In condensed-matter physics, the DFT is not only

used to understand the observed behavior of solids, but increasingly more to

predict characteristics of compounds that have not yet been determined experi-

mentally. In both cases DFT results provide a point of reference, either to analyze

data from measurements or to plan future experiments. Increasingly more ex-

perimental scientists in these fields therefore face the natural question: what is

the expected error for DFT predictions? Information and experience about this

question is scattered over two decades of literature but in DFT applications this

is much less common practice. The DFT as such is an exact reformulation of

quantum physics. From a purely theoretical point of view, it should lead to exact

predictions, with no need for an error estimate. It is therefore essential to have

a quantitative idea of the expected deviation between a DFT prediction of a cer-
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tain property and the corresponding experimental value. This leads to a practical

protocol that allows any scientist - experimental or theoretical - to determine jus-

tifiable error estimates for many basic property predictions, without having to

perform additional DFT calculations. For several properties of each crystal, the

difference between DFT results and experimental values is assessed [119, 120].

The atomic and electronic structures of monolayer, bilayer, trilayer graphene and

graphite are studied extensively using our computational code as explained in

Chapter 2. From these theoretical studies, electron effective masses and veloci-

ties have been estimated. These results are compared with experimental data re-

cently measured for one to four monolayers of graphene by using angle-resolved

photoemission spectroscopy (ARPES) [121]. While the experimental interband

optical transition values are available for monolayer graphene [122] there is no

experimental study focussing on these values for other multilayer graphene sys-

tems. Therefore, for the first time in literature, the interband optical transitions

have been investigated theoretically for bilayer, trilayer graphene and graphite

systems in this Chapter.

In this Chapter, I will also present an estimate of computational errors in the DFT

with local density approximation for multilayer graphene systems. Here the er-

rors mean benchmark studies, examining different parameters used to obtained

presented results for the multilayer graphene systems. These studies were al-

ready done during my PhD research and an example of these calculations is pre-

sented in this Chapter.

3.2 Results and Discussion

Before presenting any results, it is important to ensure that the system is in equi-

librium. One way to do this is to minimise the energy and calculate the equilib-

rium parameters of the system that corresponds to the minimum energy. There-
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fore, the convergence of the system is checked by calculating total energy versus

kinetic energy cut-off and total energy versus the size of the Monkhorst-Pack k-

points set.

Figure 3.1 shows computed total energy of graphene with respect to the conver-

gence of cut-off energy. Higher cut-off energies give marginally lower energies

with 65 Ryd giving lower energies than 45 Ryd. However the differences become

very small (less than 3.8×10−3 Ryd) and do not effect the accuracy of the results.

Therefore, I choose 45 Ryd cut-off energy to reduce computational cost.

The convergence of the computed total energy of graphene as a function of the

parameter n in the choices of the Monkhorst-Pack k-points set is shown in Fig.

3.2. When n ≥ 24, the total energy of graphene seems to be (almost) independent

of the number of k points. More specifically the variation in the energy as n varies

in the range of 24≤n≤54 is less than 10−4 Ryd. For smaller numbers of k-points,

however, the energy varies considerably as the number of k-point is changed. I

used a uniform mesh of 36×36×1 of k-points for the monolayer graphene since

it gives good convergence at a reasonable computational cost. Because of the

quasi two-dimensional structure of multilayer graphene, we use the 36×36×2

grid instead of the 36×36×1. We found that the 36×36×2 grid provides a slightly

better sampling for calculations of charge density results for multilayer graphene.

This grid also results in differences of 2 meV and 3.4 meV in the energy band

gap (at K) and dispersion (along K-H), respectively for ABC-stacked multilayer

graphene.

For Ecut=45 Ryd and the k-mesh 36×36×1 the variation of total energy with a few

values of the lattice constant a is shown in Fig. 3.3. Following standard practice

[65] we fitted the results to the cubic spline curve and thus determined the equi-

librium lattice constant at 2.460 Å corresponding to the lowest energy value. To

verify that this determined value a is accurate, we made total energy calculations

for a large number of a values in the range 2.443 - 2.467 Å. The results are shown
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Figure 3.1: Total energy of graphene with a lattice constant of 2.46 Å using

36×36×1 k-points as a function of the cut-off energy. Filled symbols represent

numerically calculated data points and lines are joining to the data points.
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Figure 3.2: Total energies for graphene with a lattice constant of 2.46 Å and

Ecut=45 Ryd as a function of the parameter n in the choices of the Monkhorst-

Pack k-points set, n× n×1. Filled symbols represent numerically calculated data

points and lines are joining to the data points.
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Figure 3.3: Total energy of graphene with Ecut=45 and 36×36×1 k-points as a

function of the lattice parameter, a. The circle filled symbols show numerically

calculated data points, while the curve shows the fits of the DFT data. The arrow

indicates the equilibrium value of a corresponding to the minimum of the total

energy.
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in Fig. 3.4. Within the numerical noise of calculated values we note that energy

minimum occurs for a=2.458 Å. Thus, we establish that the error margin in our

numerical estimate is 0.002 Å. Therefore, we quote our numerical estimate of a as

a=(2.460±0.002) Å.

In terms of k-integration, insulators and semiconductors are well-behaved in the

sense that the density of states goes to zero smoothly before the gap and the

integration of a smooth function usually does not cause problems. For metals on

the other hand, resolution of functions to be integrated in planewaves can be very

hard and the functions need first to be multiplied by a sharp Fermi occupation.

In our work eigenvalues at the special k-points are thermally smeared by 3 meV

for Brillouin zone integration.

3.2.1 Graphene

The electron dispersion curves are shown in Fig. 3.5. The π and π∗ bands, formed

by the combination of the pz orbitals of the two basis C atoms per primitive hexag-

onal unit cell, are degenerate at the K point of the Brillouin zone and Fermi level.

The dispersion around the K point is linear for both electron and hole bands. The

error analysis of the band structure of graphene given in Fig. 3.5 (a) very close

to K point is represented in Figs. 3.6 and 3.7. The results in Fig. 3.6 clearly in-

dicate that almost identical results for the relative positions of π/π∗ bands can

be obtained for any values of Ecut at 30 Ryd or larger. However, when the small

cut-off of 20 Ryd is considered, some small differences in the dispersion of π∗ is

noted. We estimate that the π∗ band with 20 Ryd cut-off is 0.087 eV higher than

the result obtained from 45 Ryd at k=K+2 nm−1. It is however conforting to note

that the important physics of the π/π∗ bands close to K point can be equally well

studied even for Ecut=20 Ryd. Moreover, there is no significant difference in the

calculated energy band when different sets of the Monkhorst-Pack k-points are
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Figure 3.4: Total energy of graphene as a function of the lattice parameter, a. The

circle filled symbols show numerically calculated data points. Line is joining to

the data points.
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used, as shown in Fig. 3.7. The linear dispersion for electron band is in good

agreement with theoretical results obtained by Latil and Henrard [123] and the

ARPES measurements [121] as presented in Fig. 3.5.

In order to estimate the Fermi velocity, I have made a fit of my numerical data

using the linear equation

E = A0k, (3.1)

where k is measured from the K point using the numerical data for our theoretical

lattice constant (a=2.460 Å) in Fig. 3.8 for two different ranges of energy above the

Dirac point, explicitly up to 0.441 eV and up to 0.192 eV. Using the XMGRACE

plotting software available on our computer system, I estimated A0=0.612 eV nm

within the RMS error of 0.5% for the first range and A0=0.566 eV nm within the

RMS error of 0.44% for the second range. Note that XMGRACE uses the simple

least squares fit procedure to produce RMS errors. Therefore the errors quoted

where this procedure has been used neglect any error bars in the original data

points. With Eq. 3.1 the Fermi velocity can be found as

vF =
1

~

∂E

∂k

=
A0

~
. (3.2)

The numerical estimate for velocity is, thus, 0.93(±0.07)×106 m/s. The estimate

for velocity, following the above mentioned steps, changes to 0.87(±0.02)×106

m/s when we use the slightly different lattice constant of a=2.462 Å (0.1% larger).

When we use a=2.458 Å (0.1% smaller) the same procedure gives me velocity as

0.89(±0.08)×106 m/s. Therefore, we estimate that 0.1% error in the lattice con-

stant results in 5% error in the estimate of the velocity. We, thus, notice that

an error margin of 7% can occur due to sampling of the numerical data up to

different energy range above the Dirac point and only 5% error due to 0.1% er-

ror in the lattice constant. Based upon this it is clear that a maximum of 12%

error can be expected in our theoretical estimate of velocity. It is interesting to
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Figure 3.5: (a) The electronic structure of graphene. (b) Dispersion curve for the

π/π∗ bands close to the K point. The filled symbols show numerically calculated

data points and the line shows a linear fit of the DFT data. The filled triangle

symbols represent experimental data read from Ref. [121].
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Figure 3.6: Dispersion curve for the π/π∗ bands very close to the K point using

different cut-off energies. The filled symbols show numerically calculated data

points and lines are joining to the data points.
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Figure 3.7: Dispersion curve for the π/π∗ bands very close to the K point using

different the Monkhorst-Pack k-points. The filled and unfilled symbols show

numerically calculated data points and lines are joining to the data points.
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note that there is a 10% spread in reported experimental values of the veloc-

ity [14, 112, 124, 125, 126, 127]. Our results compare very well with other LDA

works using different computer codes based on similar (plane wave pseudopo-

tential) method [128, 129]. Our results as well as other theoretical results are

slightly below the range of experimental values (1.0×106 m/s and 1.1×106 m/s

obtained from various different techniques) available [14, 112, 124, 125, 126, 127].

The agreement between theory and experiment has been reported to improve by

adapting a theory beyond the DFT [128, 129]. However, that theory is beyond the

scope of this thesis.

By changing lattice constant around the theoretical equilibrium lattice constant

(a=2.460 Å), we find that the zero band gap at the K point splits. Figure 3.9

shows under the homogeneous compression of 0.1% (a=2.458 Å) and streching

of 0.24% (a=2.466 Å) band gaps of 24 meV and 38 meV, respectively, are obtained.

The band gap opening under homogeneous compression is supported by another

theoretical work, using a similar theoretical method, for bilayer graphene [130].

3.2.2 Bilayer Graphene

We considered bilayer graphene using the AB stacking model. Following the

same procedure in finding the equilibrium lattice constant of graphene in section

3.2.1 we determined the inter-layer distance (d) between adjacent layers in BLG as

a value of 3.330 Å with our theoretical lattice constant of 2.460 Å for graphene. To

verify the accurancy of this determined value, we made total energy calculations

for a large number of d values in the range 3.270 - 3.386 Å. As shown in Fig. 3.10,

within the numerical noise of calculated values we found that energy minimum

occurs for 3.344 Å. Therefore, the error margin in our numerical estimate of inter-

layer distance is 0.014 Å. This value is in agreement with several previous ab

initio calculations [131, 132].
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Figure 3.8: The polynomial fit of the π∗ bands using two ranges of energies (up to

0.192 eV and up to 0.441 eV) above the K point for graphene. The symbols show

numerically calculated data points and the line shows a linear fit of the DFT data.
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Figure 3.9: Dispersion curve for the π/π∗ bands in graphene very close to the K

point using using lattice constants of a=2.458 Å, a=2.460 Å and a=2.466 Å. The

filled symbols show numerically calculated data points and lines are joining to

the data points.
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Figure 3.10: Total energy of bilayer graphene as a function of the interlayer dis-

tance. The circle filled symbols show numerically calculated data points. Line is

joining to the data points.
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Due to four basis atoms in its unit cell, there are two pairs of π/π∗ bands, as

shown in Fig. 3.11 (a). We find that the inner pair of the π/π∗ bands is degenerate

at the K point. From our theoretical calculations, with d=3.330 Å, we note that

homogeneous compression or stretching of bilayer graphene by 0.1% (a=2.458)

and 0.24% (a=2.466), respectively, the degeneracy of the bands is not changed.

For the outer pair of the π/π∗ bands at the K point the band gap of 0.716 eV is ob-

tained for a=2.460 Å. This band gap is increased by 2.1 % with the homogeneous

compression of 0.1% (a=2.458 Å) and by 1 % with streching of 0.24% (a=2.466 Å),

as shown in Fig. 3.12. In addition using different values of the lattice parameter

a and interlayer distance d close to our equilibrium values, the variation of the

band gap between the outer pair of π/π∗ bands is examined. As the results are

listed in Tab. 3.1, we judged that the maximum error in our estimate of the gap is

26 meV.

To explain the behaviour of the π/π∗ bands very close to the K point, the numer-

ical data for our theoretical lattice constant (a=2.460 Å) for energies up to 0.07 eV

using the data in top panel of Fig. 3.13 and up to 0.34 eV using the data in bottom

panel of Fig. 3.13 above the K point is fitted by following equation

E = A0k + A1k
2. (3.3)

Using the same method as described in section 3.2.1, I estimated A0=0.296 eV nm

within the RMS error of 0.43% and A1=3.36 eV nm2 within the RMS error of 0.49%

for the energies up to 0.07 eV above the K point. For the other energy, A0=0.63

eV nm within the RMS error of 0.41% and A1=2.56 eV nm2 within the RMS error

of 0.47% is estimated. Therefore, the in-plane dispersion relation of the inner π∗

band close to the K point has a mixture of quadratic and linear behaviour. Using



3.2 Results and Discussion 66

Figure 3.11: (a) Electronic band structure of bilayer graphene. (b) The inner-pair

of bands very close to the K point. The filled symbols show numerically calcu-

lated data points and lines are joining to the data points.
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Figure 3.12: The inner and outer pair of π/π∗ bands close to the K point for bilayer

graphene with using lattice constants of a=2.458 Å, a=2.460 Å and a=2.466 Å. The

filled symbols show numerically calculated data points and lines are joining to

the data points.
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Table 3.1: The energy band gap between the outer pair of the π/π∗ bands in bi-

layer graphene at the K point for different values of the lattice parameter a and

interlayer distance d around the equilibrium values.

a (Å) d (Å) Eg (eV)

3.320 0.7334

2.458 3.330 0.7310

3.340 0.7120

3.344 0.7085

3.320 0.7340

2.460 3.330 0.7160

3.340 0.7130

3.344 0.7086

3.320 0.7337

2.462 3.330 0.7232

3.340 0.7127

3.344 0.7088

Eq. 3.3, the effective mass can be found as

m∗ =
~
2

∂2E
∂2k

(3.4)

=
1

2

~
2

A1
. (3.5)

I made calculations for three different lattice constants. Following the procedure

with the data in the top and bottom panels of Fig. 3.13, the obtained results

are listed in the Tab. 3.2. From these results it is obvious that estimate of the

effective mass is robust against to choices of a, provided that the same range

of energy values are considered in the calculations. However, there is a clear

difference in m∗ when the energy range is changed (in the top or bottom panel of
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Table 3.2: Effective masses of bilayer graphene for different lattice constans.

a (Å) Number of data points m∗

2.458 5 0.0245me

8 0.0354me

2.460 5 0.0230me

8 0.0300me

2.466 5 0.0268me

8 0.0341me

Fig. 3.13). From the data presented in the Tab. 3.2 our estimate of the effective

mass is m∗=0.029(±0.006)me. This value is close to the estimate of m∗=0.037me

made by Koshino et al. [133, 134], who used an inter-layer distance of 3.34 Å,

which is larger than what we used in our works. Our effective mass also has

good agreement with the estimate made by McCann et al. [135] by using a tight

binding approach.

3.2.3 Trilayer Graphene

There are two possible atomic-layer stackings for trilayer graphene: ABA and

ABC. It is thought that during the mechanical exfoliation process both stackings

are produced, though the ABA stacking is much more prevalent [136, 137, 138].

Indeed, theoretical calculations reveal that the total energies of both stackings

are quite similar with the ABA stacking being slightly more energetically stable

[139]. We, thus, modelled the ABA-stacked trilayer graphene with our theoretical

inter-layer distance of 3.33 Å in agreement with Refs. [133, 137]. This distance is

determined by following the same procedure for interlayer distance of bilayer

graphene in section 3.2.2. Figure 3.14 shows the convergence of the total energy

versus interlayer distance of ABA-stacked trilayer.
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Figure 3.13: The polynomial fit of the π∗ bands using two ranges of energies (up

to 0.08 eV and up to 0.33 eV) above the K point for bilayer graphene. The square

filled symbols show numerically calculated data points and the line shows a poly-

nomial fit of the DFT data.
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Figure 3.14: Total energy of ABA-stacked trilayer graphene as a function of the

interlayer distance. The circle filled symbols show the DFT data the curve shows

the fits of the DFT data as described in the text.
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The electronic properties of trilayer graphene differ from monolayer graphene

and bilayer graphene. The electronic property strongly depends on the inter-

layer stacking sequence [133, 137]. Due to six C atoms in its unit cell , there are

three pairs of π/π∗ bands around the Fermi level at the K point, as presented in

Fig. 3.15 (a). The inner-most pair of such bands are split at the K point by 19

meV, with lattice constant a=2.460 Å, around the Fermi energy and cross each

other as the in-plane wavevector moves slightly away from the K point towards

the zone centre. As shown in Fig. 3.15 (b), we find that for the values of the

wavenumber in the range 0.06 - 0.25 nm−1 from the K point, there is a co-existence

of electron and hole states. This mixed state occupies a maximum energy range

of 14 meV at 0.15 nm−1 away from the K point. Therefore, the trilayer graphene is

semimetallic. The splitting of the bands at the K point increases very slightly (by

less than 3 meV) for values of a slightly smaller or larger than our equilibrium

a=2.460 Å. Also, the crossing point between the two bands shifts very slightly

away from the K point (by less than 0.007 nm−1) for values of a slightly away

from the equilibrium. The results are shown in Fig. 3.16.

To estimate the effective mass of electron in trilayer graphene, I follow the same

method as described for bilayer graphene in section 3.2.2. I make a polynomial

fit of the numerical data for the π∗ band using two energy ranges (up to 0.0149

eV and up to 0.0462 eV above the K point), as represented in Fig.3.17, using the

following equation,

E = A0k + A1k
2 + A2k

3 + A3, (3.6)

A2=-8.37×10−8 eV nm3 for the energies up to 0.0149 eV above the K point are

estimated within the RMS error of 2.7×10−7% by following the same procedure

as described in section 3.2.1. For the range of energies up to 0.0462 eV above the

K point, I estimated A0=-0.205 eV nm, A1=0.695 eV nm2, and A2=-5.51×10−7 eV

nm3 within the RMS error of 4.29×10−7%. From these results, it is found that

the innermost pair of π/π∗ bands show a mixture of linear and quadratic be-
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Figure 3.15: (a) Electronic band structure of ABA-stacked trilayer graphene. (b)

The inner-most pair of bands close to the K point. The filled symbols show nu-

merically calculated data points and the curves are joining to the data points.
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Figure 3.16: The inner pair of π/π∗ bands close to the K point for trilayer graphene

with using lattice constants of a=2.458 Å, a=2.460 Å and a=2.466 Å. The filled

symbols show numerically calculated data points and lines are joining to the data

points.
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haviour. By using the quadratic term A1 and neglecting the term A2, for our

equilibrium lattice constant of a=2.460 Å the effective electron mass is estimated

as (0.054±0.011)me. A similar result has been obtained by Koshino and McCann

[133] with a tight binding approach. Following the above steps, we obtained

effective mass as (0.052±0.012)me for slightly smaller lattice constant a=2.458 Å

and (0.048±0.014)me for slightly large lattice constant a=2.462 Å. Clearly, the er-

ror margin in the lattice constant generates much smaller error bar in the effective

mass calculations. Overall, therefore, expressed our theoretical estimate of the ef-

fective mass as 0.054me with the maximum error of 0.014me. It is interesting to

note that the effective mass for trilayer graphene is larger than that for bilayer

graphene. This is in agreement with the work of Thompson et al. [140] who ob-

tained increment in the effective mass for different layers (N=2-6).

3.2.4 Graphite

Graphite consists of graphene layers stacked in an ABA configuration as shown

in Fig. 1.3. Using the in-plane lattice constant a=2.460 Å, the distance between

two graphene layers is found to be 3.33 Å by using the method as described in

section 3.2.2. The unit cell of graphite contains four carbon atoms. Therefore,

there are two pairs of π/π∗ bands around the Fermi level at the K point. Figure

3.18 (a) shows the electronic structure of graphite along the KΓMKHΓA. The

inner pair of the π/π∗ bands is degenerate at the K point and shows quadratic

behaviour around the Fermi level close to the K point. This behaviour, thus, sug-

gests that the carriers are normal (massive) electrons. Following the procedure

for determinig the effective mass of trilayer graphene in section 3.2.3 our estima-

tion of the effective electron mass value in graphite is m∗=(0.043±0.009)me using

our equilibrium lattice constant of 2.460 Å. This value has good agreement with

the reported theoretical value of 0.045me [141, 142] and the experimental result



3.2 Results and Discussion 76

Figure 3.17: The polynomial fit of the inner-most π∗ bands up to 0.0149 eV and up

to 0.0462 eV above the K point for ABA-stacked trilayer graphene. The symbols

show numerically calculated data points and the curve shows a polynomial fit of

the DFT data.
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of 0.06me [143]. The error in the estimation of the lattice constant increases the

effective mass to (0.054±0.007)me and (0.052±0.006)me for the lattice constants of

2.458 Å and 2.462 Å, respectively. Therefore, our theoretical estimate of 0.043me

with a possible maximum error of 0.01me. In Fig. 3.18 (b) we also plot the band

structure of graphite along the KH direction in the Brillouin zone. The inner pair

of the π/π∗ bands is degenerate but shows very little dispersion. Moreover, this

band crosses the Fermi level at nearly KH/3, as shown in Fig. 3.19. This behaviour

suggests that the hole state is more lengthened than the electron state. These re-

sults are in agreement with previous first-principles work [141]. For the outer

pair of the π/π∗ bands, we found energy gap of 0.02 eV at the H point and 1.43 eV

at the K point. Furthermore, the π and π∗ bands move upward and downward

along the KH direction, respectively.

The small changes in the lattice constant from the theoretical value of 2.460 Å

increases the band gap both at the K and H point. These changes are given in

Tab. 3.3. It is clear that the gap value is robust within 10 meV with respect to

reasonable errors in the lattice constant.

Table 3.3: The energy band gap values for the outer pair of the π/π∗ bands of

graphite at K and H point with different lattice constants.

a (Å) Band gap at K Band gap at H

2.458 1.436 eV 0.024 eV

2.460 1.430 eV 0.020 eV

2.466 1.438 eV 0.034 eV

3.2.5 Density of States and Interband Optical Transitions

The density of states (DOS) for graphene, BLG, TLG, and graphite are shown

in Fig. 3.20. From our calculations we found a peak at EF -2.286 eV in occu-
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Figure 3.18: Electronic band structure of graphite along (a) the KΓMKHΓA and

(b) the KH directions and close to the Fermi level. Solid line represents the Fermi

level. The filled symbols show numerically calculated data points.
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Figure 3.19: The most inner pair of the π/π∗ bands along to the KH directions.

The filled symbols show numerically calculated data points.
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Figure 3.20: Density of states for (a) graphene (MLG), (b) bilayer graphene (BLG),

(c) ABA-stacked trilayer graphene (TLG), and (d) graphite. These points were

obtained by Gaussian broadening of energy bands (En(k)) by 5 meV for each k-

point included in DOS calculation.
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pied region for graphene. For bilayer graphene, ABA-stacked trilayer graphene,

and graphite shoulders around EF -2.397 eV, EF -2.868 e,V and EF -2.064 eV are

obtained respectively. In the unoccupied region, the peak at EF+1.763 eV in

graphene moves to EF+3.01 eV for TLG. This peak shifted to EF+1.611 eV in

graphite. The energy difference between the two peaks around EF for graphene

increases when the layer thickness increases but it is almost identical in graphite.

The location of the peaks in DOS for all graphene systems are in good agree-

ment with experimental and theoretical studies [144, 145]. These changes pro-

vide a clear evidence that optical properties of graphene will change with the

layer thickness. Furthermore, we found that the energy separation between the

highest occupied (σ) and the lowest unoccupied (σ∗) states at the zone centre is

6.3 and the energy separation between the π and π∗ bands at the M symmetry

point is 4.03 eV as can be seen in Fig. 3.5. These LDA results for the transition en-

ergies should be taken as lower bounds, because of the undersetimation of band

gaps using DFT. Indeed, experimental results for π → π∗ transition in isolated

graphene is reported to be 4.6 eV [122]. Our calculations suggest that the inter-

band transitions (σ → σ∗ and π → π∗) show small changes in BLG, TLG, and

graphite with respect to the MLG.

Table 3.4 presents the computed results for the transition energies σ → σ∗ (at Γ)

and π → π∗(at M) obtained for different k-sampling and lattice constants. As seen

in Tab. 3.5, the error margin for these transition energies for each of these sytems

(MLG, BLG, TLG, and Graphite) is very small. From these error estimates, we

note that the results presented in this thesis for the equilibrium lattice a=2.460 Å

and the choice of the k-sampling are robust against reasonable variations in the

choice of lattice constant and k-sampling.
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Table 3.4: The interband transitions for MLG, BLG, TLG, and graphite. The re-

sults in bold font are for the optimium choice of lattice constant a and k sampling.

System Sampling Method Transition Energies (eV)

σ → σ
∗ (at Γ) π → π

∗ (at M)

k-sampling using a=2.46Å

36×36×1 6.300 4.030

48×48×1 6.362 4.036

MLG a-sampling using k: 36×36×1

2.458 Å 6.330 4.080

2.460 Å 6.300 4.030

2.462 Å 6.363 4.022

k-sampling using a=2.46Å

36×36×1 5.823 3.690

48×48×1 5.823 3.690

36×36×2 5.820 3.690

BLG a-sampling using k: 36×36×2

2.458 Å 5.789 3.707

2.460 Å 5.820 3.690

2.462 Å 5.812 3.685

k-sampling using a=2.46Å

36×36×1 6.013 3.624

48×48×1 6.014 3.624

36×36×2 6.000 3.630

TLG a-sampling using k: 36×36×2

2.458 Å 5.980 3.640

2.460 Å 6.000 3.630

2.462 Å 6.010 3.620

k-sampling using a=2.46Å

36×36×1 6.754 3.560

48×48×1 6.754 3.560

36×36×2 6.690 3.520

Graphite a-sampling using k: 36×36×2

2.458 Å 6.770 3.570

2.460 Å 6.690 3.520

2.462 Å 6.790 3.560
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Table 3.5: Optical transition energies (in eV) between the inner-

most σ and σ∗ bands at Γ, and between the innermost π and π∗ at

M point.

System σ → σ∗1 π → π∗1

MLG 6.30 (0.06) 4.03 (0.05)

BLG 5.82 (0.03) 3.69 (0.02)

TLG 6.00 (0.02) 3.63 (0.02)

Graphite 6.69 (0.08) 3.52 (0.05)

1The values in the parenthesis represent the maximum error estimated

from the results presented in Tab. 3.4 using different sampling schemes.

3.3 Summary

We have presented ab initio calculations to investigate the electronic structure of

graphene, BLG, ABA-stacked TLG, and graphite using the density functional

theory within the local approximation with plane wave pseudopotentials and

periodic boundary conditions. The in-plane electronic band dispersion around

the Fermi level at the K point is linear (Dirac-like) for graphene, and a mixture

of quadratic and linear for BLG, TLG, and quadratic for graphite. The com-

puted electron effective masses for BLG, TLG, and graphite are 0.029(±0.006)me,

0.054(±0.011)me, and 0.043(±0.009)me, respectively. The electron velocity in mono-

layer graphene is 0.93(±0.07)×106 m/s. Our theoretically found values for these

systems are in agreement with experimental results. The modifications in the

electronic properties due to increasing the number of graphene layer is very little.

Our results also suggest that the electronic properties of a graphene sample after

7 atomic layers would approach that of bulk graphite. We showed the changes

in interband optical transitions of BLG, ABA-stacked TLG, and graphite as com-
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pared to MLG.



Chapter 4

The Electronic Structure of

ABC-stacked Multilayer Graphene

and Trigonal Warping

4.1 Introduction

Experiments reveal that the single layer graphene and stacks of graphene layers

can be used in the design of new electronic devices [113, 146, 147]. In addition

to the fascinating development in research on properties of mono- and few-layer

graphene (FLG) has also gained recent attention [148, 149, 150, 151]. The abil-

ity of creating stacks of the individual graphene sheets in FLG provides an extra

degree of freedom on electronic properties [152, 153, 154, 155]. It has been pre-

dicted and suggested that different stacking orders, with distinct lattice symme-

tries, have a substatial effect on the electronic band structure of FLG [152, 153,

154, 155, 156, 157]. Experimentally, the strong influence of stacking order on the

low-energy electronic structure of FLG was recently demonstrated by infrared

(IR) spectroscopy [152]. The band structures of graphene from one to four layers

were also measured using angle-resolved photoemission spectroscopy [158].
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Although the FLG and graphite are mostly Bernal-stacked (AB), trilayer graphene

has two different stacking orders: ABA (Bernal) and ABC (rhombohedral). These

stackings are expected to be metal-like [159] and predicted as two stable config-

urations in Refs. [151, 153, 160]. Even though there are small cohesive energy

differences between these two types of trilayer graphene, recent studies indicate

that they exhibit very different electronic properties that are of interest for tech-

nological applications [153, 154, 161]. Koshino and McCann have made a de-

tailed study of the electronic structure, within an effective mass approximation

and an empirical tight-binding model, of the ABA-stacked graphene [162, 163]

and ABC-stacked multilayer graphene [164, 165]. The work in Ref. [164] shows

that the type of interlayer coupling present in ABC-stacked multilayer with N

layers graphene gives rise to trigonal warping of the energy bands near the Fermi

surface that is both qualitatively and quantitatively different from that in bilayer

graphene. The work in Ref. [164] further suggests that the trigonal warping in

ABC-stacked multilayer graphene is most prominent for the trilayer (i.e. with

N=3).

In this chapter, we examine the band structure of ABC-stacked N-layer graphene

by employing the plane wave pseudopotential method within the density func-

tional scheme. The orbital natures of the highest occupied molecular orbital

(HOMO) and lowest unoccupied molecular orbital (LUMO) states are investi-

gated using partial charge density plots which can be very useful for researchers

to understand the effect of stacking sequences on the multilayer graphene sys-

tems. We show that the dispersion curve of the highest valence and lowest con-

duction bands for the ABC stacked trilayer graphene are a mixture of cubic,

quadratic, and linear behaviours. Moreover, in a unique way, we examine the

nature of the trigonal warping of energy bands slightly above the Fermi level for

different layer thicknesses by using first principles calculations. This is achieved

through an examination of the orbital origins of the highest occupied and lowest
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unoccupied bands at the Dirac (K) point.

4.2 Results

4.2.1 ABC-Stacked Trilayer Graphene

In ABC-stacked trilayer graphene (the N = 3 trilayer case) there are six basis

carbon atoms in its unit cell with two basis carbon atoms in each layer. As il-

lustrated in Fig. 4.1, while the bottom and middle layers of the ABC-stacked

trilayer graphene are arranged in Bernal (AB), the basis C31 in the top layer lies

exactly above the basis C22 in the middle layer and the second basis C32 on the

top layer is at the centre of the hexagon formed by the carbon atoms in the bot-

tom layer. The interlayer separation is found to be 3.33 Å by using our theoretical

lattice constant of 2.458 Å after several total energy calculations. This interlayer

distance is in good agreement with experimentally measured interlayer distance

of graphite [166]. These structural parameters are also in very good agreement,

within our numerical accurancy as discussed before, with the ABA-stacked tri-

layer graphene in the previous chapter.

The electronic band structure was examined close to the Dirac point (the K point

in the Brillouin zone) for wavevectors lying both in the graphene plane as well as

along the surface normal. As represented in Figs. 4.2, along kx two bands lying

close to the Fermi energy cross each other, thus indicating metallic behaviour of

the system. These bands, however, do not cross each other for −kx values, indi-

cating semiconducting behaviour along the K− Γ direction. A similar behaviour

of these bands are also found in the work of Latil and Henrard [153]. Along the

surface normal direction (the K-H direction in the Brillouin zone for the supercell

geometry adopted in our calculations) these two bands cross each other much

closer to the K point, a feature somewhat similar to what is found for graphite in
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Figure 4.1: (a) Atomic structure of ABC-stacked trilayer graphene containing six

basis carbon atoms in the primitive unit cell. (b) Schematic of the unit cell of

ABC-stacked trilayer graphene.



4.2 Results 89

Chapter 3. A polynomial fit of the part of the curve in Fig. 4.3 (a) shows a mixture

of linear, quadratic and cubic terms:

E = a0 + a1kx + a2k
2
x + a3k

3
x, (4.1)

where kx is expressed in nm−1 from the K point, E in eV, and a0=-0.004 eV,

a1=0.0027 eV nm, a2=0.91 eV nm2, a3=4.524 eV nm3 within the RMS error of

0.54%.

As we discussed in Chapter 3, when comparing the result for a=2.458 Å and

a=2.460 Å for the ABA-stacked trilayer graphene we noted small differences in

the band gap at the K point and the crossing point away from the K point between

the two bands around the Fermi energy. Using the same lattice constant as well

as a slightly larger lattice constant a=2.462 Å for ABC-stacked trilayer graphene,

we do not observe any significant change at the band gap at the K point or the

crossing point away from the K point, as shown in Fig. 4.3 (b). There is, however,

a slightly larger band gap for a=2.458 Å for k> 0.18 nm−1. Generally, the changes

in the results for the ABA- and ABC-stacked trilayer graphene follow the same

trend for k>0.18 nm−1. For k<0.18 nm−1 while there is a slight variation in the

gap for ABA-stacked trilayer graphene, there are insignificant changes for ABC-

stacked trilayer graphene.

We calculated the energy contours using 50×50 division around the K point,

which results in consideration of 2500 k-points. For the ABC-stacked trilayer

graphene energy contour plots up to the energy values 0.846 eV above and 0.72

eV below the Fermi level and close to the K point are shown in Fig. 4.4 (a) and

(b), respectively. In this figure, the lowest energy contour appears to be located

at 0.2555 nm−1 from the K point and 45 meV above the Fermi level. These en-

ergy contour plots clearly indicate prominent trigonal warping – stretching of

equienergy lines along directions at 120o from each other. Our first-principles

results have good agreement with the tight-binding results [167].
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Figure 4.2: Band structure of the ABC-stacked trilayer graphene close to K point

(a) along kx, (b) along −kx (the KΓ direction), and (c) along the surface normal

(the KH direction). The Fermi level is set to zero energy. The hexagonal Brillouin

zone is also shown. Filled symbols represent numerically calculated data points.
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Figure 4.3: (a) Band structure of ABC-stacked N=3 layer graphene close to K

point using our equilibrium lattice constant a=2.458 Å and (b) different lattice

constants around the equilibrium value. Filled symbols represent numerically

calculated data points and lines are joining the data points.
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Figure 4.4: The electronic energy contour plots of ABC-stacked trilayer graphene

for (a) the lowest conduction band up to 0.846 eV above the Fermi level and (b)

the highest valence band up to 0.72 eV below the Fermi level. The energy values

(in eV) are indicated on the right hand side with the minimum value shown in

the lighest colour and the highest value with the darkest colour. Electronic charge

density contour plots at the K point are also given for (c) the lowest conduction

band and (d) the highest valence band.
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4.2.2 ABC-Stacked N-layer Graphene

We now model ABC-stacked multilayer graphene. In particular, we consider the

N-layer stacking sequences ABCA, ABCAB, and ABCABC with N=4, N=5 and

N=6, respectively. For the N=4 multilayer the top layer graphene sheet is exactly

above the bottom layer of the ABC-stacked trilayer. In general, for N >3 the top

layer graphene sheet lies exactly above the (N-3)rd layer(s).

The inner-most pair of bands for N=4 are shown in Fig. 4.5 (a). The two bands

are degenerate at the K point at which the Fermi level lies. These bands split by

a maximum of 2.5 meV slightly away from K along kx and then cross each other

at a slightly larger value of the wavevector. This result is also in good agreement

with the work in Ref. [153]. The inaccuracy in the band results can be discussed

by comparing the result for a=2.458 Å, a=2.460 Å, and a=2.462 Å. As presented in

Fig. 4.5 (b), while the degeneracy at the K point is maintained and the position of

crossing between the two bands remains unchanged at other k-points, the band

gap changes by the maximum value of 5.6 meV for the wavevector nearly half

way between the K and the crossing point. The pronounced trigonal warping

seen for N=3 system has been reduced for the N=4 case. Figure 4.6 (a) and (b)

show the energy contour plots up to 0.792 eV above and 0.648 eV below the Fermi

level.

As shown in Fig. 4.7 (a), when the graphene thickness is increased to N=5 lay-

ers, the inner-most pair of bands become quite flat around the Fermi level very

close to the K point. With the increase in the wavevector along kx, these bands

cross each other twice in the close vicinity of the K point. Between the two cross-

ings there is a maximum splitting of approximately 10 meV between these bands.

The amount of this splitting is larger than that for the N=3 and N=4 cases. We

examined possible inaccurancies in the splitting and the crossing point by us-

ing a=2.460 Å and a=2.462 Å. The first crossing point remains unshifted but only
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Figure 4.5: (a) Band structure of ABC-stacked N=4 layer graphene close to K

point using our equilibrium lattice constant a=2.458 Å and (b) different lattice

constants (a=2.460 Å and a=2.462 Å). Filled symbols represent numerically calcu-

lated data points and lines are joining the data points.
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Figure 4.6: The electronic energy contour plots of ABC-stacked N=4 layer

graphene for (a) the lowest conduction band up to 0.792 eV above the Fermi level

and (b) the highest valance band up to 0.648 eV below the Fermi level. The en-

ergy values (in eV) are indicated on the right hand side with the minimum value

shown in the lighest colour and the highest value with the darkest colour. Elec-

tronic charge density contour plots at the K point are also given for (c) the lowest

conduction band and (d) the highest valence band.
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the second crossing point slightly changed for a=2.462 Å, as seen in Fig. 4.7 (b).

The splitting of 3.8 meV at the K point is almost unchanged but the maximum

splitting of 10 meV at k=K+0.19 nm−1 is decreased by 3 meV for a=2.462 and in-

creased by almost 1 meV for a=2.460 Å. The energy contour plots in Fig. 4.8 (a)

and (b) reveal that the trigonal warping present forN=3 is almost lost for theN=5

system.

The electronic band structure of the ABC-stacked 6-layer graphene is presented

in Fig. 4.9 (a). There is a small amount of separation between the two bands

around the Fermi level at the K point. These bands become degenerate slightly

away from K point and remain so for some distance along kx, in contrast with the

N=3, 4, 5 cases. When there is an error in the estimation of the lattice constant a

the changes in the band is very small, as shown in 4.9 (b). The trigonal warping

is found to be quite weak for this system, as seen in Fig. 4.10 (a) and (b).

Figure 4.11 shows the electronic densities of states for the N-layer ABC-stacked

multilayer graphene systems very close to the Dirac point. As illustrated in panel

(a), for the N=3 multilayer we observe two peaks in the occupied region at en-

ergies EF − 3.5 meV and EF − 360 meV. In the unoccupied region two peaks are

obtained at energies EF + 2.5 meV and EF − 340 meV. The gap of 6 meV between

the two peaks closest to the Fermi level is clarified in the inset of panel (a). There

are also two peaks in the density of states very close to the Dirac point for the

N = 4, 5, 6 systems, as shown in panel (b). For N = 4, 5, 6, respectively, there are

sharp peaks at EF − 0.5 meV, EF − 1 meV and EF − 2 meV in the occupied region

and at EF + 0.5 meV, EF + 1 meV and EF + 0.2 meV in the unoccupied region.

In order to examine the origin of the HOMO and LUMO energy states at the K

point, we made partial charge density plots in a vertical plane for ABC-stacked

N-layer graphene. It is found that for N=3 and N=6 both HOMO and LUMO

states are derived from the appropriate combinations of the pz orbitals on the

first basis atom (C11) on the bottommost layer and the second basis atom (C32
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Figure 4.7: (a) Band structure of ABC-stacked N=5 layer graphene close to K

point using our equilibrium lattice constant a=2.458 Å and (b) different lattice

constants (a=2.460 Å and a=2.462 Å). Filled symbols represent numerically calcu-

lated data points and lines are joining the data points.
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Figure 4.8: The electronic energy contour plots of ABC-stacked N=5 layer

graphene for (a) the lowest conduction band up to 0.864 eV above the Fermi level

and (b) the highest valence band up to 0.612 eV below the Fermi level. The en-

ergy values (in eV) are indicated on the right hand side with the minimum value

shown in the lighest colour and the highest value with the darkest colour. Elec-

tronic charge density contour plots at the K point are also given for (c) the lowest

conduction band and (d) the highest valence band.
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Figure 4.9: (a) Band structure of ABC-stacked N=5 layer graphene close to K

point using our equilibrium lattice constant a=2.458 Å and (b) different lattice

constants (a=2.460 Å and a=2.462 Å). Filled symbols represent numerically calcu-

lated data points and lines are joining the data points.
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Figure 4.10: The electronic energy contour plots of ABC-stacked N=6 layer

graphene for (a) the lowest conduction band up to 0.828 eV above the Fermi level

and (b) the highest valence band up to 0.612 eV below the Fermi level. The en-

ergy values (in eV) are indicated on the right hand side with the minimum value

shown in the lighest colour and the highest value with the darkest colour. Elec-

tronic charge density contour plots at the K point are also given for (c) the lowest

conduction band and (d) the highest valence band.
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Figure 4.11: Panel (a) shows the density of states close to the Fermi level for the

ABC-stacked N=3 layer graphene. The two peaks closest to the Fermi level are

zoomed as an inset. Panel (b) shows the results for the two peaks closest to the

Fermi level for the N=4, 5, 6 layer graphene systems. The energy zero is set at the

Fermi level. Filled symbols represent numerically calculated data points.
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or C62) on the topmost layer. In contrast, for N=4 and N=5, both HOMO and

LUMO have maximum contribution from the pz orbital of only one basis atom,

either on the bottommost or the uppermost layer. The largest contribution for

HOMO comes from C11 for N=4 and from C52 for N=5. The largest contribution

for LUMO comes from C42 for N=4 and from C11 for N=5. These features can be

seen in the contour plots presented in the Figs. 4.4-4.10 (c) and (d). Besides our

calculations, the underlying physics behind these locations needs to be studied

in future in more detail.

4.3 Summary

In summary, we have studied the ABC-stacked N-layer graphene by using the

density functional theory within the local approximation and the plane wave

pseudopotential method. The dispersion of π/π∗ bands close to Dirac point is

established to show a mixture of cubic, quadratic, and linear behaviours for the

ABC-stacked trilayer graphene. Equienergy contour plots clearly indicate promi-

nent trigonal warping in the ABC-stacked system– stretching of equienergy lines

along directions at 120o from each other. ABC-stacked systems with layer num-

bers N > 3 are characterised by much reduced level of trigonal warping. Our

first-principles results for the warping of equienergy contours confirm the tight-

binding results presented by Koshino and McCann [164]. Density of states cal-

culations reveal two sharp peaks close to the Fermi level for the systems with

N = 4, 5, 6. From an analysis of partial charge density plots, we have established

that the highest occupied state and the lowest unoccupied state at the K point

originate from the pz orbitals of carbon atoms in the bottom and uppermost lay-

ers of the N=3 and N=6 systems, but only from one of the layers for the N=4 and

N=5 systems.



Chapter 5

Electronic Properties and Interband

Optical Transitions of Multilayer

Graphene on Hexagonal Boron

Nitride

5.1 Introduction

Using a chemical-solution-derived method, starting from single-crystalline h-BN,

Han and co-workers have successfully synthesised BN mono-atomic layer [168].

Alem et al. have also achieved a successful ex-situ isolation of suspended sin-

gle h-BN using a combination of mechanical exfoliation and reactive ion etching

[169]. The h-BN monolayer (MLBN) has a two-dimensional honeycomb structure

similar to graphene but contains two chemically inequivalent atomic species per

unit cell, making it an insulator with a large band gap. It has been theoretically

demonstrated that by depositing graphene on the single or multilayer h-BN a

small band gap can be induced [21, 170, 171]. Furthermore, the successful fabri-

cation of gated graphene layers on h-BN substrates has been demonstrated by re-
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searchers [172, 173, 174]. Graphene/BN heterobilayers have also been grown on

Ru(0001) substrate by chemical vapor deposition technique [175]. More recently,

theoretical investigations of disorder-limited electrical conductivity of monolayer

and bilayer graphene on h-BN substrate have been presented [176]. It is, there-

fore, timely and important to investigate modifications of the electronic proper-

ties of multilayer graphene/h-BN systems.

In this chapter, the equilibrium atomic geometry and electronic structure of mul-

tilayer graphene adsorbed on a monolayer h-BN substrate has been investigated.

When we first started to work on this systems it was not that popular and was

very hard to find any experimental study about it. After a while, single layer h-

BN produced experimentally and started to gain researchers attention. However,

our work was one of the first theoretical study in which the multilayer graphene

interfaced with monolayer h-BN and a detail investigation to describe the inter-

action between these layers provided. Additionally, we concluded that the mono-

layer graphene (MLG) sheets are weakly adsorbed on the MLBN. Furthermore, it

has been shown that it is possible to open a range of band gaps in such a system.

There is no significant difference in the band gap by increasing the number of h-

BN layers. The origin of such gap opening is explained by analysing the planar-

average electronic charge density difference for the multilayer graphene/MLBN

interface along the interface normal. The importance of the interlayer interac-

tion and stacking patterns of graphene/BN is clearly explained. It has been also

shown that the electronic band gap and effective mass of bilayer (BLG) and tri-

layer graphene (TLG) can be modified and tuned by using MLBN as a substrate.

Finally, optical interband transitions for the multilayer graphene on MLBN sys-

tem have been reported.
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5.2 Results and Discussion

Before presenting results, I made several total energy calculation to determine

equilibrium parameters of graphene on h-BN system. As discussed in Chapter

3, from the calculation of total energy versus cut-off energy it is found that the

choice of Ecut= 45 Ryd is totally satisfactory for graphene on h-BN system. Fol-

lowing the procedure described in Chapter 3, using pseudopotentials for C, B,

and N the lattice constant for the joint system is obtained as 2.450±0.003 Å. This

amounts to 1.2% compression of the graphene sheet compared to the equilibrium

in-plane lattice constant for the graphene/BN system.

In Figs. 5.1 (a) and (b) we show the dependence, of the band gap and total energy

for the graphene/h-BN system the parameter n in the choice of the zone-centred

Monkhorst-Pack k-points set. We found that a set n × n × 2, with n ≥ 20 is

required to obtain acceptably converged values of the total energy and band gap.

Same calculation is repated for the set of n×n×1 which changes total energy less

than 3 meV. The reason of using n × n × 2 sets has been discussed in Chapters 3

and 4.

5.2.1 Graphene on Mono- and Multi-layer Boron Nitride

We first modelled the graphene/BN system using three inequivalent orientations

of the graphene sheet with respect to the h-BN are considered which is shown in

Figure 5.2. In configuration α, one carbon basis atom is over B, and the other car-

bon basis atom is over N. In configuration β, one carbon is over N and the other

is centred above the BN hexagon. In configuration γ, one carbon is over B and

the other is centred above the BN hexagon. For these configurations, calculations

were made with the 36×36×2 grid of special k points and the BN layer was held

fixed, and the C atoms were allowed to relax vertically along the substrate nor-

mal direction. The variation of the total energy with the vertical distance between
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Figure 5.1: Dependence of (a) band gap and (b) total energy results for MLG

deposited on MLBN as a function of the parameter n in the zone-centred

Monkhorst-Pack special k-points set. Filled symbols represent numerically cal-

culated data points and lines are joining the data points.
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Figure 5.2: Top: Top view of three inequivalent orientations of the graphene sheet

on the monolayer h-BN surface. Bottom: Variation of the total energy E with

the vertical distance between the graphene sheet and the BN sheet. The filled

symbols show numerically calculated data points, while the curve shows the fits

of the DFT data described in Chapter 3.



5.2 Results and Discussion 108

the graphene sheet and the BN sheet is shown in Fig. 5.2. For all distances, the

lowest-energy configuration is γ. For all three configurations, the energy land-

scape is seen to be flat around the energy minimum. Our theoretical equilibrium

separation (d) is found to be 3.50 Å, 3.40 Å, and 3.22 Å for configurations α, β, and

γ, respectively. The accurancy of these results is examined by making total energy

calculations with a large number of d values around the equilibrium separations.

As the results are represented in Fig. 5.3, within the numerical noise of calculated

values we found the energy minimums at d values of 3.48 Å for configuration α,

3.43 Å for configuration β, and 3.23 Å for configuration γ. We, thus, determine

the error margin in estimating the numerical d values as 0.02 Å, 0.03 Å, and 0.01

Å for configurations α, β, and γ, respectively.

The adsorption energy Eads of the configuration γ is obtained by using the follow-

ing equation

Eads = EMLG/MLBN − EMLBN − EMLG,

where EMLG/MLBN is the total energy of the MLG/MLBN system, EMLBN is the

total energy of the MLBN, and EMLG is the total energy of the MLG. Our calcu-

lations reveal that the estimated binding energy is 43 meV/C for this configu-

ration. It is more stable than either of configurations α and β. The large C-BN

distance of 3.22 Å is consistent with this low binding energy. The various total

energy components (per C atom) are: (pseudo) kinetic energy (-10 meV), electro-

static energy (-11 meV), pseudopotential energy (62 meV), exchange-correlation

energy (-84 meV), where the positive and negative signs indicate unfavourable

and favourable components for binding. Thus, a major part of binding comes

from the exchange-correlation component of the total energy.

Present work calculates atomic buckling within each unitcell. There are four

atoms per unit cell for MLG/MLBN. In our calculation the two basis B and N

atoms are fixed in their equilibrium position and the other two basis carbon atoms
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Figure 5.3: Total energies of graphene on MLBN in (a) configuration α, (b) β, and

(c) γ as a function of the vertical distance d close to our equilibrium values for all

three configurations. Filled symbols represent numerically calculated data points

and lines are joining the data points.
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are allowed to move. After optimisation calculation, one of two basis carbon

atoms in the unit cell went up and the other one went down. The changes along

the z direction for these basis atoms is almost zero thereby there is no buckling

on graphene.

The band structure for the equilibrium geometry of graphene on MLBN, in con-

figuration γ, is shown in Fig. 5.4. As expected, it is a mixture of the band structure

of graphene and two-dimensional h-BN. The adsorption of graphene on the BN

sheet has changed the nature of the electron dispersion curve at and near the K

point in the Brillouin zone (the Dirac point for pristine graphene). There is now a

tiny band gap of 57 meV at the K point. The band structure shows a slightly flat

behaviour in the close vicinity of the K point, and thereafter a linear behaviour

for a reasonable portion of the distance towards the zone centre. This is clari-

fied in Figure 5.4 (b). This shows that the band structure of the MLG/MLBN is

qualitatively identical to graphene. To estimate the electron velocity, I follow the

same method for graphene as described in Chapter 3. The numerical band data

presented in Fig. 5.5 is fitted using following equation

E = A0k + A1. (5.1)

where k is measured from the K point. I estimated A0=0.592 eV nm and A1=0.018

eV within the RMS error of 2.9×10−8% for the energy range up to 0.204 eV above

the K point. For the energy range up to 0.463 eV above the K point A0=0.530 eV

nm and A1=0.021 eV are estimated within the RMS error of 0.1%. Using Eq. 3.2,

our estimation of the electron velocity is 0.90(±0.09)×106 m/s for the equilibrium

lattice constant of 2.450 Å, which is similar to graphene. The 0.12 % error in the

estimation of the equilibrium lattice constant decreases the velocity by 2.2 %. The

robustness of the band gap at the K point is shown in Fig. 5.6 by choosing the

lattice constants within the estimated error margin (a=2.450±0.003 Å). The band

gap at the K point is evaluated 57 meV with the maximum error of 4 meV.
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Figure 5.4: (a) The electronic structure for the equilibrium configuration of

graphene adsorbed on a monolayer h-BN sheet. (b) Dispersion curves for the

π and π∗ bands very close to the K point. The curves for graphene are repro-

duced. Filled symbols represent numerically calculated data points and lines are

joining the data points.
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Figure 5.5: The polynomial fit of the π∗ bands using two ranges of energies (up

to 0.204 eV and up to 0.463 eV) above the K point for MLG/MLBN system. The

symbols show numerically calculated data points and the line shows a polyno-

mial fit of the DFT data as described in the text.
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Figure 5.6: (a) The dispersion of the inner pair of π/π∗ very close to the K point for

MLG/MLBN interface system using different lattice constants around the equi-

librium value of 2.450 Å. Filled symbols represent numerically calculated data

points and lines are joining the data points.
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In reality there exists a lattice mismatch between graphene and h-BN. Such a

lattice mismatch is reported to lead to a Moiré superstructure [177, 178], with a

periodicity much larger than we can afford to make first-principles calculations

for. We have, however, estimated the range of band gap change of our systems by

using the primitive unit cell, viz. the (1×1) cell, but using three lattice constants:

2.45, 2.485, and 2.503 Å which correspond to the equilibrium values for graphene,

graphene/BN and h-BN systems, respectively. The maximum difference in the

band gap values for these lattice constants is found to be 6 meV. Thus we expect

the effect of a realistic lattice mismatch not to alter the band gap result reported

in this work.

Further calculations were made for the interface between monolayer graphene

and thicker layers of h-BN. It was found that the band gap at the K point changes

little. Using the equilibrium lattice constant (a=2.450 Å) we found energy gaps

of 62 meV, 42 meV and 56 meV with the h-BN layer thickness changing to two,

three and four layers, respectively. We do not observe any significant changes

in these band gap when the slightly smaller (a=2.447 Å) or larger (a=2.453 Å)

than the equilibrium lattice constant of a=2.450 Å is used in these interface sys-

tems. We also estimated an effective mass for electron of m∗=0.0047(±0.0008)me

for graphene on four layers of h-BN following the same prodecure for estimating

effective mass of bilayer graphene in Chapter 3. This result is in good agreement

with the value reported by Giovannetti et al. [21]. It is interesting to note that this

value of the effective mass is smaller than bilayer and trilayer graphene [179].

Such a decrease in effective mass could prove significant for an enhancement of

carrier mobility.

In order to understand the origin of the development of the tiny-gap semicon-

ducting nature of the graphene/BN interface, we examined the planar-average

electronic charge density difference for the configurations α and γ along the in-
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terface normal, defined as follows

∆ρ = ρ[MLG/MLBN]− ρ[MLG]− ρ[MLBN], (5.2)

where ρ[MLG/BN], ρ[MLG] and ρ[MLBN] represent the charge density of the

MLG/BN, MLG, and MLBN systems, respectively. As shown in Figure 5.7, there

is a redistribution of the charge density around the graphene sheet: with an in-

crease (decrease) towards (away from) the MLBN sheet. This leads to the de-

velopment of a dipole across the graphene sheet. The magnitude of the dipole

moment per unit cell in the z direction can be computed as follows:

p = −
∫

ρ(z)zdz +
∑

i

Ziezi, (5.3)

where ρ(z) is the valence electron density integrated over the x-y plane [ρ(z) ≥ 0

by definition], Zie is valence charge on the ith atom in the unit cell, −e is the elec-

tronic charge (e > 0), and zi is the z-coordinate of the ith atom. We estimated the

electric dipole moment of magnitude 0.019 Debye for configuration (γ). The cor-

responding development of the electrostatic potential across the graphene sheet

was numerically calculated using the expression

∆V = −4πep. (5.4)

Our estimated magnitude of the dipole potential is 0.102 eV nm−1. It is the de-

velopment of this internal electrostatic potential that produces the band gap of

57 meV for the MLG/MLBN system. This may be interpreted as internal Stark

effect.

There is insignificant difference in the band gap and dipole moment with increas-

ing layer thickness of h-BN. However, for the four-layer BN substrate, the be-

haviour of bands at the K point becomes quadratic. We also considered superlat-

tice (with interlayer spacing 3.22 Å) and nanoribbon formations with MLG and

MLBN using the configuration γ. While the superlattice becomes metallic, the
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Figure 5.7: The variation of the electronic charge density difference ∆ρ across the

graphene sheet, due to graphene/BN interface formation, along the interface nor-

mal direction for (a) the γ and (b) α configurations. Red and black lines indicate

the locations of graphene and a monolayer boron nitride planes, respectively.
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ultrathin armchair nanoribbon (of width 2.45 Å) exhibits a band gap of 1.84 eV at

the zone centre. The band gap of the MLG-MLBN nanoribbon is larger than the

band gap (1.48 eV) of the MLG nanoribbon. While the band gap for the graphene

nanoribbon is produced by the confinement effect, the gap for the MLG-MLBN

nanoribbon is a joint result of confinement and the internal (dipolar) field.

To investigate the development of the electrostatic potential across the graphene

sheet, we calculated the charge density along the B-C bond for the configurations

α and γ. As shown in Figure 5.8, while there is a weak bonding between the B and

C atoms in configuration γ (panel (a)), there is practically no bonding between

them in configuration α (panel (b)). This is consistent with the larger interlayer

separation for configuration α. Thus, we may conclude that the difference in the

symmetry between the two layers affects the electronic asymmetry and leads to

changes in interlayer spacing, total energy, and dipole moment.

5.2.2 Bilayer Graphene on Monolayer Boron Nitride

The atomic structure of the BLG/MLBN system is shown in Fig. 5.9 (a). In this

system, AB-stacked BLG with the interlayer distance of 3.33 Å is deposited on

MLBN by using the most stable configuration of the MLG/MLBN as presented

previously. The distance of 3.22 Å was used between the MLBN and the BLG. To

optimise the structure, the BN layer was held fixed, and the BLG was allowed to

relax. After the optimisation, the bottom and top layers of the BLG are buckled

by 0.01 Å and 0.02 Å, respectively. The binding energy of 27 meV/C is estimated

for the BLG/MLBN system. There is a band gap of 278 meV at the K point for the

lattice constant of a=2.450 Å and inter atomic layer distances mentioned earlier.

The dispersion curves for π/π∗ show a quadratic behaviour near the K point as

presented in Fig. 5.10 (a). The robustness of the band gap at the K point with the

lattice constant a is shown in Fig. 5.10 (b). We establish the maximum error of 21
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Figure 5.8: The electronic charge density (a) along the B-C and (b) B-N bonds for

configuration γ and (c) along the B-C bond for configuration α.
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meV in the band gap due to a possible error margin in the estimate of a.

The results are presented here suggest that the minimum of the lowest conduction

band has shifted from the K point to k=K+0.48 nm−1. By considering data points

up to 0.045 eV and up to 0.081 eV above the minimum as represented in Fig. 5.11

and following the procedure adopted for bilayer graphene in Chapter 3 we es-

timated an effective mass for electron of 0.0021(±0.0003)me for the BLG/MLBN

system using the equilibrium lattice constant of 2.450 Å. This value of the ef-

fective mass is almost ten times smaller than the value of effective mass for the

BLG. These results suggest that the electronic properties of the BLG can be altered

using the MLBN substrate. Using different lattice constant around the equilib-

rium value we noted that the effective mass increased to 0.0025(±0.0002)me and

0.0024(±0.0003)me for the lattice constants a=2.447 Å and a=2.453 Å, respectively.

As I explained the origin of the tiny-gap for the MLG/MLBN system, we simi-

larly found that there is a charge re-distribution around the bottom and top layer

of the BLG (see Fig. 5.7 (b)) and leads to a band gap of 278 meV with the calcu-

lated magnitude of the electrostatic potential of 0.083 eV nm−1. There are both

theoretical and experimental calculations that the application of an external elec-

tric field perpendicular the layers can induce a band gap for BLG [180, 181]. Our

result suggests that a band gap can also be opened without the application of

an external field, but by generating an internal field achieved by synthesising a

monolayer graphene on a binary semiconducting or insulating substrate, such as

a monolayer h-BN.

5.2.3 Trilayer Graphene on Monolayer Boron Nitride

As presented in Fig. 5.12 (a), we modelled TLG/MLBN system. The ABA-stacked

TLG is adsorbed on the MLBN using the configuration of the MLG/MLBN sys-
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Figure 5.9: (a) Lattice structure of BLG on MLBN. (b) The band structure of

BLG/MLBN along the symmetry directions. Filled symbols represent numeri-

cally calculated data points and lines are joining the data points.
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Figure 5.10: (a) The dispersion of the inner pair of π/π∗ near the K point with

the equilibrium lattice constant a=2.450 Å and (b) close to the equilibrium value.

Filled symbols represent numerically calculated data points and lines are joining

the data points.
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Figure 5.11: The polynomial fit of the π∗ bandsfor energies up to 0.045 eV and up

to 0.081 eV above the minimum for BLG/MLBN. The square filled symbols show

numerically calculated data points and the line shows a polynomial fit of the DFT

data.
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tem and the distance of 3.22 Å between the substrate and the TLG. For the inter-

layer distance in the TLG, our theoretical value of 3.33 Å is used. Our relaxation

calculations reveal that only the C atoms on the MLBN buckled by 0.001 Å. We

found the binding energy of 10 meV/C for TLG/MLBN. Figure 5.12 (b) shows

the band structure of TLG/MLBN. We obtained the band gap at the K point of

41 meV with for the lattice constant of a=2.450 Å and interlayer separation men-

tioned earlier. As shown in Fig. 5.13 (a), the behaviour of the highest and the

lowest band slightly away from the K point is mostly linear. Our partial charge

density calculation suggests that these bands at the K point derived from the B

atom on the bottom layer and C atom on the bottom layer of TLG lying above

the B atom. The electron velocity is estimated by following the same procedure

as used for the MLG/MLBN system. We make a polynomial fit using Eq. 5.1 for

our numerical band data for energies up to 0.218 eV and up to 0.464 eV above the

K point, as represented in Fig. 5.14. We, thus, estimate the electron velocity as

0.93(±0.04)×106 m/s using our equilibrium lattice constant of 2.450 Å. Follow-

ing the above step, this electron velocity decreased to 0.89(±0.06)×106 m/s and

0.90(±0.07)×106 m/s using the slightly different lattice constants of 2.447 Å and

2.453 Å, respectively. It is interesting to note that our theoretical value of the elec-

tron velocity for TLG/MLBN almost matches coincidently with graphene. We

also found that the Dirac point is located at K point but is split. Figure 5.13 (b)

shows the robustness of the band gap at the K point against the possible error

in the estimation of in plane lattice constant a. We establsih the maxium error

margin of 28 meV in the band gap at the K point.

For TLG/MLBN system, we calculated the energy band gap tuning of 41 meV is

traced to arise from a charge accumulation between the MLBN and the layer of

TLG closest to MLBN, as seen in Fig. 5.7 (c). We found the dipole moment of

magnitude 0.03 Debye for this system and estimated the electrostatic potential of

0.104 eV nm−1.
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Figure 5.12: (a) The atomic structure of ABA-stacked TLG on the MLBN. (b) Band

structure along KΓM direction. Filled symbols represent numerically calculated

data points and lines are joining the data points.
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Figure 5.13: (a) The dispersion curve of the inner pair of π/π∗ in the vicinity of

K point for TLG/MLBN interface system with the equilibrium lattice constant

a=2.458 Å and (b) around the equilibrium value. Filled symbols represent nu-

merically calculated data points and lines are joining the data points.
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Figure 5.14: The polynomial fit of the π∗ bands for energies up to 0.218 eV and

up to 0.464 eV above the K point for TLG/MLBN system. The symbols show

numerically calculated data points and the line shows a polynomial fit of the

DFT data as described in the text.
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Figure 5.15: The planar-average electronic charge density difference ∆ρ along the

interface normal direction for (a) BLG/MLBN and (b) ABA-TLG/MLBN. Red,

green, and blue lines indicate the location of graphene plane and black line indi-

cates the location of a monolayer boron nitride plane.
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5.3 Density of States and Interband Optical Transi-

tions

The density of states for the MLG/MLBN system, shown in Fig. 5.16 (a), starts

to show deviation from that for isolated graphene for energies larger than 1 eV

from the Fermi level. For the MLG/MLBN system there is a shoulder at EF -

0.655 eV and at EF -4.762 eV and significantly large peaks at EF -3.162 eV and at

EF+3.587 eV, EF+6.162 eV, and EF+7.598 eV. Fig. 5.16 (b) shows the density of

states for the BLG/MLBN sytem. By depositing the BLG on the MLBN two new

peaks are generated at EF+3.122 eV and EF+3.904 eV in the unoccupied region

and the shoulder for the BLG at EF -2.385 eV is shifted to around EF -3.523 eV.

The density of states for the TLG/MLBN system is shown in Fig. 5.16 (c). We

found two shoulders around EF -3.157 eV andEF -3.919 eV in the occupied region

and two shoulders are obtained around EF+2.247 eV and EF+3.883 eV. These

changes indicate that there is an interaction between multilayer graphene and

the MLBN which has also an influence on the optical properties of the MLG, BLG,

and TLG. To investigate this effect we further calculate the interband transitions

(σ → σ∗ at Γ and π → π∗ at and M) for the MLG/MLBN, the BLG/MLBN,

and the TLG/MLBN. Using different k-sampling and lattice constants around

the equilibrium value of 2.45 Å the numerically calculated interband transition

energies are listed in Tab. 5.1 for each system. The error margin due to different

samplings are also presented in Tab. 5.2. The results presented in Tab. 5.1 indicate

that the transition energy results are very well convergenced with respect to k-

point sampling. There is a maximum difference of only 1 meV from the results

obtained using samplings 36×36×1, 48×48×1, and 36×36×2. Consideration of

lattice constant variation of 0.003 Å around the equilibrium value 2.450 Å leads

to the maximum error in σ → σ∗ transition energy of 23 meV for MLG/MLBN, 31

meV for BLG/MLBN, and 35 meV for TLG/MLBN systems. The corresponding
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Figure 5.16: Comparison of the density of states for (a) MLG and MLG/MLBN,

(b) BLG and BLG/MLBN, and (c) TLG and TLG/MLBN. Filled symbols represent

numerically calculated data points and lines are joining the data points.
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errors for the π → π∗ transition energy are 38 meV for MLG/MLBN, 6 meV for

BLG/MLBN, and 10 meV for TLG/MLBN systems.

Comparing our computed transition energies for the MLG, BLG, and TLG sys-

tems as previously given in Chapter 3 in Tab. 3.4, it can be concluded that the

effect of substrate leaves these interband transition energies to remain unchanged

within 0.2 eV.

5.4 Summary

In summary, our detailed ab initio calculations show that the band gap and effec-

tive mass of graphene/h-BN can be tuned by changing interlayer distance, struc-

tural symmetry, and width (e.g. by making nanoribbons). The binding energy

per C atom is found to gradually decrease as the number of graphene layers in-

creases. The zero band-gap graphene turns into a semiconductor when deposited

on a monolayer BN sheet, albeit with a tiny band-gap of 57 meV with the maxi-

mum error of 4 meV. This has been explained by examining the chemical bonding

between B and C atoms, the relative symmetry of the graphene and BN sheets,

and the interlayer separation. No significant changes in the band gap value is

noted when the monolayer graphene is interfaced with h-BN of thicknesses, bi-

layer, trilayer, and four layers. The effect of the BN sheet is to generate an electric

dipole, of moment magnitude 0.019 Debye, across the graphene sheet, leading

to the development of an electrostatic potential of magnitude 137 meV. For the

bilayer graphene interfaced with a monolayer BN, the band gap increases to 278

meV with the maximum error of 21 meV but reduces to 41 meV with the maxi-

mum error of 28 meV for TLG/MLBN. The opening of the band gap in multilayer

graphene is due to the interaction between graphene and its substrate. The dis-

persions of the highest valence and the lowest conduction bands are linear for the

MLG/MLBN and the TLG/MLBN, but show significant quadratic behaviour for
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Table 5.1: The interband transitions for MLG/MLBN, BLG/MLBN, and

TLG/MLBN systems. The results in bold font are for the optimium choice of

lattice constant a and k sampling. The error estimations are with reference to the

results presented in bold.

System Sampling Method Transition Energies (eV)

σ → σ
∗ (at Γ) π → π

∗ (at M)

k-sampling using a=2.450 Å

36×36×1 5.700 4.080

48×48×1 5.700 4.080

36×36×2 5.700 4.080

MLG/MLBN a-sampling using k: 36×36×2

2.447 Å 5.667 4.118

2.450 Å 5.700 4.080

2.453 Å 5.693 4.045

k-sampling using a=2.450 Å

36×36×1 5.840 3.620

48×48×1 5.841 3.621

36×36×2 5.840 3.620

BLG/MLBN a-sampling using k: 36×36×2

2.447 Å 5.810 3.626

2.450 Å 5.840 3.620

2.453 Å 5.871 3.617

k-sampling using a=2.450 Å

36×36×1 5.930 3.800

48×48×1 5.929 3.799

36×36×2 5.930 3.800

TLG/MLBN a-sampling using k: 36×36×2

2.447 Å 5.895 3.810

2.450 Å 5.930 3.800

2.453 Å 5.960 3.794
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Table 5.2: Optical transition energies (in eV) between the inner-

most σ and σ∗ bands at Γ, and between the innermost π and π∗ at

M point.

System σ → σ∗1 π → π∗1

MLG/MLBN 5.700 (0.033) 4.080 (0.038)

BLG/MLBN 5.840 (0.031) 3.620 (0.006)

TLG/MLBN 5.930 (0.035) 3.800 (0.010)

1The values in the parenthesis represent the maximum error estimated

from the results presented in Tab. 5.1 using different sampling schemes.

the BLG/MLBN. Furthermore, the linear dispersion for the MLG/MLBN starts

to acquire quadratic behaviour as the thickness of the BN layer increases. We

estimate an electron effective mass of 0.0047(±0.0008)me for graphene interfaced

with the four-layer thick h-BN and 0.0021(±0.0003)me for BLG/MLBN. Addition-

ally, the electron velocity of 0.090(±0.09)×106 m/s and 0.093(±0.04)×106 m/s are

found for MLG/MLBN and TLG/MLBN systems, respectively. We showed the

changes in interband transition energies of the MLG, BLG, and TLG when they

are deposited on the MLBN substrate.



Chapter 6

Electronic Properties and

Transparency of Graphene on

InAs(111)

6.1 Introduction

A survey by Kim et al. [182] suggests that InAs and CdSe provide two examples

of lattice-matched substrates for zigzag carbon nanotubes in the [110] direction.

It is thus reasonable to consider deposition of a graphene monoloyer on a surface

of InAs or CdSe.

The atomic and electronic structure of graphene can be significantly altered due to

its interface formation with another solid material. There are reports of successful

deposition of graphene on many semiconducting and insulating substrates, in-

cluding silicon carbide [13, 15, 183], silicon dioxide [184] and hydrogen-passivated

silicon [16]. In most cases, the features investigated are large graphene sheets ob-

tained via solution deposition [185]. In a detailed theoretical work, Khomyakov

et al. also studied the electronic charge transfer for graphene sheets adsorbed

on metal surfaces [186]. The interface between graphene and SiC(0001) shows
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large-scale atomic reconstruction due to large lattice mismatch, leading to huge

alteration in its electronic property [15, 187]. He et al. [188] deposited pris-

tine, nanometer-sized graphene pieces in situ onto atomically flat UHV-cleaved

GaAs(110) and InAs(110) substrates with low amounts of extraneous contamina-

tion. In contrast to charge transfer at the graphene/metal interface, experimen-

tal investigations do not find any evidence of doping process for graphene/III-

V(110) semiconductor systems [189]. However, first-principles calculations sug-

gest that graphene can be doped if it is deposited on n- or p-type III-V(110) sub-

strates [190]. Recently, from ab initio studies we have concluded that graphene is

weakly attached to, and is transparent on the InAs(110) surface [191]. Following

these attempts, it would be both important and useful to investigate the stabil-

ity and electronic properties of graphene on other lattice-matched semiconductor

surfaces with different orientations and termination. For example, it would be in-

teresting to examine the interface between graphene and InAs(111) for In as well

as As termination.

In this chapter, we investigate the equilibrium atomic geometry and electronic

structure of the graphene/InAs(111)A interface. The effect of the substrate on

electronic charge redistribution around the graphene sheet is examined in some

detail. For the first time, the transparency effect of graphene has been investi-

gated theoretically by simulating scanning tunnelling microscopy (STM) images.

By analysing the results for graphene/InAs(110) and graphene/InAs(111)A we

deduce the possible orientational dependence of a substrate on the change in the

electronic property of graphene.

6.2 Results

As explained in Section 1.2.2, a repeated slab geometry was employed in the

calculations. The slab contained three bi-layers of the In-terminated (2 × 2) re-
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constructed InAs(111), the graphene sheet on the top, and a fractionally charged

hydrogen layer at the back. The graphene layer experiences a minimal amount

of lattice mismatch with InAs(110) and InAs(111) surfaces as discussed in Refs

[191, 182]. Using the total energy minimisation method as we used for graphene

systems in Chapter 3, the energy minimum is found to be at the lattice constant of

6.018 Å for bulk InAs, as shown in Fig. 6.1. To verify the accurancy of this lattice

constant, I made another total energy calculations for a large number of a values

in the range 5.82 - 6.19 Å. The results are shown in Fig. 6.2. Within the numerical

noise of calculated values we note that energy minimum occurs for a=5.995 Å. As

a result, the error margin in our numerical estimate is 0.023 Å. With our theoret-

ical lattice constant of 6.018 Å for bulk InAs and 2.458 Å for graphene, the lattice

mismatch between the graphene overlayer and the InAs(111)-(2 × 2) substrate

is 0.16 %. The As dangling bonds on the other side of the InAs(111) slab were

saturated with pseudo-hydrogen atoms fractionally charged with 0.75e.

For Brillouin zone integration the eigenvalues at the special k-points were ther-

mally smeared by using a broadening factor of 3 meV in Chapter 3 for graphene

systems which are characterised by small or zero band gap materials. For ob-

taining numerically stable solutions to Khon-Sham equations and related quan-

tities (such as total energy, energy eigen values and density of states) for metal-

lic systems a larger broadening factor becomes almost a necessity. In our work

we found that a broadening factor of 15 meV produces stable solutions when 10

Monkhorst-Pack special k-points with the unshifted 4×4×1 divisions of the su-

percell Brillouin zone are employed. We have also examined the adequacy of the

k-mesh. For example, the binding energy changed very little, from 38 meV/(C

atom) to 37.8 meV/(C atom) when the sampling grid was changed from 4×4×1

to 8×8×1. The DOS calculations were made with the 8×8×1 grid. However, the

band calculations were performed for k-points which correspond to a region very

close to the K point in graphene’s Brillouin zone.
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Figure 6.1: Total energy of bulk InAs as a function of the lattice parameter, a. The

circle filled symbols show numerically calculated data points, while the curve

shows the fits of the DFT data. The arrow indicates the equilibrium value of a

corresponding to the minimum of the total energy.
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Figure 6.2: Total energy of bulk InAs as a function of the lattice parameter a close

to the equilibrium. The circle filled symbols show numerically calculated data

points. Line is joining to the data points
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There are two choices for the surface unit cell. One of them is already shown in

Fig. 1.8 but we use the rectangular unit cell for simplicity as shown in the Fig. 6.3

(a), which can be described with primitive unit vectors

A1 = a(
√
2, 0, 0)

A2 = a(0,

√

3

2
, 0)

A3 = a(0, 0, η),

where a = 6.018 Å and η is an appropriate number. Accordingly, the surface Bril-

louin zone is a square, with Γ̄ as its centre and Ȳ = 2π
a

(0,
√

1
6
, 0) as the edge of

surface Brillouin zone. With the primitive translation vectors for graphene given

in chapter 1.1.2, we note that the centre of the surface Brillouin zone correspond-

ing to the graphene K point (the so-called Dirac point) and the Γ̄− Ȳ direction is

the K −M direction for the graphene Brillouin zone.

6.2.1 Clean InAs(111) Surface

Our computed LDA band gap of bulk InAs at our equilibrium lattice constant

of 6.018 Å is 0.2 eV, which is approximately half of the reported experimental

value of 0.43 eV at 0 K [192]. The error in estimation of the lattice constant re-

sults in the maximum error of 6 meV in the LDA band gap of bulk InAs. The

cleaned InAs(111)A surface is known, both experimentally and theoretically, to

be (2 × 2) reconstructed, with an In vacancy in the In-terminated surface layer

[193, 194, 195]. To start with, we investigated the relaxed atomic coordinates and

the electronic structure of the InAs(111)A-(2×2) system. The presently calculated

band structure in Fig. 6.4 shows the semiconductor behaviour with a band gap of

0.41 eV, which happens to be much larger than our theoretical band gap of 0.2 eV

for bulk InAs. The band gap of the InAs(111)A surface is examined using differ-

ent lattice constants (a=5.995 Å and a=6.041 Å) around the equilibrium value, as

shown in Fig. 6.5. There is no significant change in the band gap (the maximum
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Figure 6.3: Surface unit cell and the Brillouin zone used in this work for (a)

first model of InAs(111)A-(2 × 2) graphene system and (b) second model of

InAs(111)A-(2×2) graphene system. Filled symbols represent numerically calcu-

lated data points and lines are joining to the data points.
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error is 11 meV) at the Γ̄ point. However, we observe small changes in the gap

for k>1.56 nm−1. Calculated band gap for the InAs(110) surface has also been

found to be larger than the bulk band gap of InAs [182, 191]. The increase in the

band gap for the repeated slab geometry can be attributed to the electronic con-

finement effect. The numerical value of the planar average total charge density

along surface normal was found to be extremely small, indicating that there is

virtually no interaction between neighbouring slabs.

6.2.2 Graphene on InAs(111) surface

For placing graphene on the InAs(111)A surface, two possible models are con-

sidered as shown in Fig. 6.3 (a) and (b). In Fig. 6.3 (a) the In and As atoms

can be seen to lie almost directly below carbon hexagon sites, while in Fig. 6.3

(b) the postions of the In and As atoms correspond to the centre of the graphene

hexagon. The adsorption energy Eads of the graphene on the InAs(111) surface

models [referred to further in this chapter as graphene/InAs(111)] is obtained by

using the following equation

Eads = Egraphene/InAs(111) − EInAs(111) −EGraphene,

where Egraphene/InAs(111) is the total energy of the combined system, EInAs(111) is

the total energy of the clean surface, and EGraphene is the total energy of isolated

graphene. Theoretical calculations reveal that the total energies of the geometrical

models in Fig. 6.3 (a) and (b) are quite similar, with the first model being slightly

more energetically stable. We find that deposition of graphene on InAs(111)A is

exothermic for both models. We have estimated the binding energies of 38 meV

per C atom and 29 meV per C atom for the first and second models, respectively.

These estimates are much smaller than the adsorption energy of 400 meV/(C

atom) for the (6,0) carbon nanotube on InAs(111) [182]. However, the present es-

timate of the graphene/InAs(111)A binding energy is comparable to 24 meV/(C
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Figure 6.4: (a) Band structure of the InAs(111)-(2×2) surface and (b) the graphene

on InAs(111)-(2×2) system, with the Fermi energy set to zero. The centre of the

surface Brillouin zone Γ̄ maps onto the K point of graphene Brillouin zone. The

edge of the surface Brillouin zone Ȳ maps onto the M point of graphene Brillouin

zone. Filled symbols represent numerically calculated data points and lines are

joining to the data points.
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Figure 6.5: Band structure of the InAs(111)A-(2×2) surface using differnt lattice

constants around the equilibrium value of 6.018 Å.
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atom) obtained in our earlier work for graphene/InAs(110) [191]. These energy

differences are with in the confidence level of our calculation indicates different

binding strength between overlayer and substrate.

We extended our calculations of the adsorption energy for graphene deposited on

InAs(111)B, the As terminated surface. For this we considered the same supercell

geometry based on the (2×2) surface unit cell, but with 1.75 monolayer coverage

of As termination of the top-end of the slab [196], and the In dangling bonds at

the back end saturated with pseudo-hydrogen atoms fractionally charged with

1.25e. It was found that this process is endothermic, with an adsorption energy

of 60 meV/(C atom).

For the graphene/InAs(111)A system, the adsorbed graphene sheet is buckled

by 0.053 Å and the average vertical C-In distance is 3.077 Å as represented in Fig.

6.6. Typical error margin in surface atomic geometry calculations using the theory

and computational method adopted in this work is in the range of 0.005 Å-0.01 Å

[194, 197]. We have determined this range of error margin by examining atomic

postions in the last three iterations of the ’atomic relaxation’ cycle. We estimate

similar error margin in our calculations of interlayer separation and buckling.

The average C-In interlayer distance is significantly larger than the sum of the

covalent radii of 2.21 Å but smaller than the sum of the van der Waals radii of

3.6 Å for C and In atoms. This result indicates that there is a weak chemical

bonding between the graphene and the InAs(111)A surface. Figure 6.7 shows the

electronic band structure results for the graphene/InAs(111) system along the

Γ̄− Ȳ symmetry direction. A comparison of Fig. 6.4 with Fig. 6.7 clearly suggests

that several electronic states are generated within the InAs band gap close to the

surface Brillouin zone centre Γ̄, rendering the graphene/InAs(111) metallic. This

metallic behaviour has not been experimentally observed. The metallic nature

of the band structure for graphene/InAs(111) arises from the interaction between

the graphene layer and the InAs(111) surface. This is clearly seen from the partial
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Figure 6.6: Detailed atomic layer geometry for graphene deposited on

InAs(111)A-(2×2).

charge density plots in panels (b), (c) and (d) of Fig. 6.7 for the states indicated

v1, v2 and c1 lying within the graphene π and π∗ bands. These states are localised

in the interface region between the graphene and the highest lying In layers, as

indicated in the diagram. The metallic behaviour of electronic structure is also

found for the (6,0) carbon nanotube deposited on the InAs(111) surface [182],

for the graphene/InAs(110) surface [191], and for graphene deposited on SiO2

[198, 199, 200, 201, 202].

In the work of He et al. [188], monolayer graphene has been interfaced in situ

onto UHV-cleaved GaAs(110) and InAs(110) surfaces. They observed a bias-

dependent semi-transparency effect, in that the substrate atomic structure was

clearly visible through the graphene. The apparent height of the nontranspar-

ent graphene above the substrate averaged 3.40 Å and 3.63 Å for GaAs(110) and

InAs(110), respectively. In comparison, for the semi-transparent graphene case,

the apparent height averaged 2.86 Å for GaAs(110) and 2.93 Å for InAs(110).

From their investigations it can be concluded that the height of a semi-transparent

graphene layer is on average 0.5-0.7 Å smaller compared to a nontransparent

graphene layer. These results suggest a stronger tip-graphene-substrate inter-

action for the semi-transparent case. He et al. [188] also noted that the average

semi-transparent height 3.03 Å of graphene above III-V semiconductor surfaces is
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Figure 6.7: In the top panel of the diagram the solid lines represent the band

structure of graphene close to the Dirac point calculated using the (2×2) large

unitcell used for the graphene/InAs system. The partial charge density plots in

panels (b), (c) and (d) clearly indicate that the metallic behaviour of the band

structure within the Dirac lines originates from bonding between the graphene

and In interface layer [atoms are indicated by filled circles]. Filled symbols in

label (a) represent numerically calculated data points. Red lines is reproduced by

using large unit cell of graphene.
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smaller than 3.3 Å obtained for hydrogen-passivated Si(100) [203] and SiC(0001)

[204] surfaces.

As mentioned earlier, the estimated equilibrium distance between the graphene

and InAs(111)A surface is 3.077 Å. Based upon the analysis presented in the pa-

per by He et al., it is tempting to suggest that the InAs(111)A substrate should

be visible through the graphene monolayer. We examined a tip-sample bias-

dependent transparency effect for graphene monolayer features on InAs(111)

where the atomic structure of the substrate beneath the graphene is clearly re-

solved through the graphene monolayer feature by theoretically simulating STM

image at a fixed height and for an energy internal of 2 eV below the calculated

Fermi energy just above the graphene layer. As shown in Fig. 6.8, the occupied

STM image shows that graphene is transparent and the individual As atoms of

the top bi-layer of the InAs(111) slab are clearly visible through the graphene

sheet. A similar conclusion regarding the transparency of graphene was also es-

tablished for the graphene/InAs(110) system in a recent work [191].

We also notice that there is charge redistribution around the graphene layer. This

is due to charge transfer from InAs(111) to graphene layer. This contributes to

bright and dark to hexagonal pattern of carbon atoms in the simulated STM im-

age. This charge re-distribution also leads to the development of a dipole moment

along the surface normal. The total charge displacement has also been noted

across a carbon (6,0) nanotube on the InAs(111) surface [182], G/a-SiO2 systems

[205], and InAs(110) surface [191]. The planar averaged charge density between

graphene sheet and InAs(111) surface is calculated and the charge re-distribution

across the graphene sheet is presented in Fig. 6.9. To investigate this in detail, we

also calculated the difference in total charge density δρ(x, y) due to the interface
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Figure 6.8: (a) Total charge contour plot for graphene/InAs(111) surface in a hor-

izontal plane passing through the graphene. (b) The difference of charge density

in a horizontal plane at the graphene level. (c) Simulated STM image with a bias

of -2 eV just above graphene. (d) Simulated STM image just above the InAs(111)

surface for a bias of -2 eV.
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Figure 6.9: Plot of the difference of the planar averaged charge density δρ(z) =

ρ(z, graphene/InAs)−ρ(z, InAs)−ρ(z, graphene). There is a charge re-distribution

across the graphene sheet. Black, blue, and orange lines indicate the location of

graphene, the first layer and second layer of InAs planes, respectively.
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formation, using the relation

δρ(x, y) = ρ((x, y), graphene/InAs)− ρ((x, y), InAs)

−ρ((x, y), graphene),

where ρ((x, y), graphene/InAs), ρ((x, y), InAs), ρ((x, y), graphene) are total charge

density for graphene/InAs, InAs, and graphene, respectively. As we have dis-

cussed earlier for δρ(z), there is a charge transfer towards graphene from the InAs

surface. There is more charge around graphene upon the interface formation,

seen in the simulated STM image in Fig. 6.8. It is important to note that there is

a small difference between the total charge density plots for graphene/InAs and

δρ(x, y) supporting the transparency effect for graphene.

Based upon our band calculations, the graphene/InAs(111) system is found to be

metallic, with no band gap around the Fermi level at Γ̄ as shown in Fig. 6.7. The

reason for the metallic character is clearly the interaction between the graphene

and the InAs(111) surface. Similar metallic behaviour is also found for the (6,0)

carbon nanotube on the InAs(111) surface [182], the graphene/InAs(110) surface

[191], and graphene on SiO2 [198, 199]. In Fig. 6.10, the numerically calculated

density of states for graphene/InAs(111) is presented. In the occupied region

around the EF - 3.718 eV, a new peak is generated due to the interaction between

graphene and InAs(111) surfaces in combined system. The shoulder obtained for

InAs(111) in the unoccupied region around EF + 1.051 eV is shifted to around EF

+ 2.066 eV. This change also indicates that there is some interaction between the

InAs(111) surface and the graphene sheet.

6.3 Summary

To summarise, we examined the deposition of graphene on InAs(111) with both

In termination (A face) and As termination (B face). The graphene/InAs(111)B
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Figure 6.10: Electronic density of states for graphene, InAs(111)-(2×2) and the

graphene/InAs(111)-(2×2) system. The zero along the energy axis is the Fermi

energy. Changes due the interface formation are indicated by arrows. Filled sym-

bols represent numerically calculated data points. and lines are joining to the

data points.
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system was found to be endothermic. An LDA band gap of 410 meV with the

maximum error of 11 meV is calculated for the InAs(111)A-(2×2) surface. For

the graphene/InAs(111)A system, the graphene sheet lies 3.077 Å above the (111)

surface. The graphene sheet is weakly adsorbed to InAs(111) with the binding en-

ergy of around 38 meV per C atom. Moreover, our band structure shows that this

system is metallic. Due to charge re-distribution between the graphene sheet and

the (111) surface, a dipole moment is generated across the graphene sheet. The

density of states for the graphene/InAs(111) system exhibits new peaks in both

occupied and unoccupied regions within a few eV around the Fermi level, indi-

cating some interaction between the InAs(111) surface and the graphene sheet.

STM simulations suggest that the graphene sheet is transparent for a bias voltage

of 2 eV below the Fermi level.

By comparing the adsorption results presented in this work and in a previous

work [191] we conclude that graphene can be favourably deposited both on the

non-polar surface InAs(110) and the In-terminated polar surface InAs(111)A.
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Figure 6.11: The presented work in this chapter has been selected as a cover page

in Journal of Physics: Condensed Matter, Volume: 24, Number: 48, 5 December

2012.



Chapter 7

Concluding Remarks

In this thesis I employed the plane wave pseudopotential method within the den-

sity functional scheme and local density approximation to investigate the equilib-

rium atomic geometry, electronic properties, and optical properties of graphene

and graphene based systems.

7.1 Summary of Results

The first chapter of this thesis provides a brief theoretical overview about the

structural properties of graphene based systems. The main principles of the sur-

face relaxation and reconstruction surfaces and modelling of the semiconduc-

tor surfaces for study of graphene on surfaces have been briefly discussed. In

Chapter 2, ab initio calculations based on pseudopotentials and the density func-

tional theory have been described. The geometry optimisation scheme within the

plane-wave pseudopotential framework has explained. Additionally, the theory

of scanning tunnelling microscope (STM) has been given which gives very de-

tailed information about geometrical structures and electronic states of surfaces.

In Chapter 3, ab initio calculations to investigate the electronic and optical prop-

erties of monolayer (MLG), bilayer (BLG), trilayer (TLG) graphene and graphite
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have been presented. The in-plane electronic band dispersion around the Fermi

level at the K point is linear (Dirac-like) for graphene, and a mixture of quadratic

and linear for BLG, TLG, and quadratic for graphite. The computed electron

effective masses for BLG, TLG, and graphite are 0.029±0.006me, 0.054±0.011me,

and 0.043±0.009me, respectively. The electron velocity in the MLG are 0.93(±0.07)×106

m/s. Our theoretically found values for these systems are in agreement with

experimental results. The modifications in the electronic properties due to in-

creasing the number of graphene layer is very little. Our results also suggested

that the electronic properties of a graphene sample having more than 7 atomic

layers would approach that of bulk graphite. Furthermore, for the first time in

literature, the interband optical transitions have been investigated theoretically

for bilayer, trilayer graphene and graphite systems and compared to previously

studied monolayer graphene.

In Chapter 4, the ABC-stacked N-layer graphene systems have been studied by

using the density functional theory within the local approximation and the plane

wave pseudopotential method. The dispersion of π/π∗ bands close to the Dirac

point has been established to show a mixture of cubic, quadratic, and linear be-

haviours for the ABC-stacked trilayer graphene. Being primarily in the graphene

research area, the examination of the trigonal warping of energy bands of ABC-

stacked multilayer graphene have been presented by using first principles calcu-

lations. Equienergy contour plots clearly indicate prominent trigonal warping in

the ABC-stacked system– stretching of equienergy lines along directions at 120o

from each other. ABC-stacked systems with layer numbers N > 3 are charac-

terised by much reduced level of trigonal warping. Density of states calculations

revealed two sharp peaks close to the Fermi level for the systems withN = 4, 5, 6.

From an analysis of partial charge density plots, we have established that the

highest occupied state and the lowest unoccupied state at the K point originate

from the pz orbitals of carbon atoms in the bottom and uppermost layers of the
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N=3 and N=6 systems, but only from one of the layers for the N=4 and N=5

systems.

In Chapter 5, the multilayer graphene interfaced with monolayer hexagonal boron

nitride (h-BN) system has been studied, which is actually one of the first theoret-

ical studies in the literature, and a detail investigation of the interaction between

these layers is described. Our detailed ab initio calculations showed that the band

gap and effective mass of graphene on h-BN can be tuned by changing inter-

layer distance, structural symmetry, and width (e.g. by making nanoribbons).

The binding energy per C atom is found to gradually decrease as the number of

graphene layers increases. The zero band-gap graphene turns into a semicon-

ductor when deposited on a monolayer h-BN (MLBN) sheet, albeit with a tiny

band-gap of 57 meV with the maximum error of 4 meV. This has been explained

by examining the chemical bonding between B and C atoms, the relative sym-

metry of the graphene and h-BN sheets, and the interlayer separation. No sig-

nificant changes in the band gap value is noted when the monolayer graphene

is interfaced with h-BN of thicknesses, bilayer, trilayer, and four layers. The ef-

fect of the h-BN sheet is to generate an electric dipole, of moment magnitude

0.019 Debye, across the graphene sheet, leading to the development of an elec-

trostatic potential of magnitude 137 meV. For the BLG interfaced with a MLBN

, the band gap increases to 278 meV with the maximum error of 21 meV but re-

duces to 41 meV with the maximum error of 28 meV for TLG/MLBN. The open-

ing of the band gap in multilayer graphene is due to the interaction between

graphene and its substrate. The dispersions of the highest valence and the low-

est conduction bands are linear for the MLG/MLBN and the TLG/MLBN, but

show significant quadratic behaviour for the BLG/MLBN. The dispersion starts

for the MLG/MLBN to acquire quadratic behaviour as the thickness of the BN

layer increases. We estimate an electron effective mass of 0.0047(±0.0008)me for

graphene interfaced with the four-layer thick h-BN and 0.0021(±0.0003)me for
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BLG/MLBN. Additionally, the electron velocity of 0.090(±0.09)×106 m/s and

0.093(±0.04)×106 m/s are found for MLG/MLBN and TLG/MLBN systems, re-

spectively. We showed the changes in interband transition energies of the MLG,

BLG, and TLG when they deposited on the MLBN substrate.

In Chapter 6, the equilibrium atomic geometry, electronic structure, and trans-

parency of the graphene/InAs(111) interface have been investigated. An LDA

band gap of 410 meV with the maximum error of 11 meV is calculated for the

InAs(111)A-(2×2) surface. For the graphene on InAs(111)A surface, the graphene

sheet lies 3.077 Å above the (111) surface. It is found that the graphene sheet

is weakly adsorbed to InAs(111) with the binding energy of around 38 meV

per C atom. Our band structure shows that this system is metallic. Due to

charge re-distribution between the graphene sheet and the (111) surface, a dipole

moment is generated across the graphene sheet. The density of states for the

graphene/InAs(111) system exhibits new peaks in both occupied and unoccu-

pied regions within a few eV around the Fermi level, indicating some interac-

tion between the InAs(111) surface and the graphene sheet. For the first time,

the transparency effect of graphene has been investigated by simulating scan-

ning tunnelling microscopy (STM) images. STM simulations suggest that the

graphene sheet is transparent for a bias voltage of 2 eV below the Fermi level.

We concluded that graphene can be favourably deposited both on the non-polar

surface InAs(110) and the In-terminated polar surface InAs(111)A. The termina-

tion of a polar semiconductor surface for graphene becomes evident from our

calculations which suggest that the adsorption of graphene on the As-terminated

InAs(111)B surface is endothermic.
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7.2 Future Work

A natural extension of this research can be done by including the van der Waals

(vdW) interactions in the density functional theory calculations performed in the

thesis. Additionally, the theoretical investigation of optical properties studied in

this thesis can be extended. Other possible future works can be listed as:

Multilayer Graphene Sandwiched Between Hexagonal Boron Nitride: van der

Waals study

In recent years graphene has been used as a transparent conductive electrode

in light-emitting diodes [206], as a Hall bar device in a gas sensor device [207]

and as a field effect transistor for radio-frequency applications [208]. To design

graphene based devices graphene must be deposited on a suitable substrate such

as Si02 [209] and hexagonal boron nitride (h-BN) [210]. It has been experimentally

shown that using a mechanical transfer process high quality exfoliated mono- and

bilayer graphene (MLG and BLG) devices on single crystal h-BN substrates have

been fabricated and characterised [210]. Also these devices have enhanced mobil-

ity, reduced carrier inhomogeneity, and reduced intrinsic doping with respect to

SiO2-supported devices. Therefore, it is theoretically worth studying the equib-

librium geometry and electronic properties of multilayer graphene sandwiched

between h-BN layers. The interaction between graphene and h-BN layers is pri-

marly explained by the van der Waals forces. However, until last few year most

theoretical calculations have relied on the local density approximation (LDA) of

density functional theory (DFT) without considering the van der Waals forces

[211, 212]. Although the DFT-LDA results find a good agreement with experi-

mental findings in graphene interfaced with h-BN systems, it is of great interest

to investigate the atomic and electronic structure of these systems including the



7.2 Future Work 158

van der Waals interaction in the DFT calculations and compare previous the DFT-

LDA estimates.

Adsorption of Hydrogen Atoms on Graphene

There are several schemes for tuning a band gap in graphene. For example de-

positing graphene on suitable substrates might induce a band gap but experi-

mentally substrate-induced gaps is still being argued [213]. Another example is

creating a finite size nanoribbons out of graphene to open a band gap but it is

technologically difficult to control the size of nanoribbons [214]. Because of these

drawbacks hydrogenation of graphene might be an alternative way for opening

a band gap. Experimental studies have shown that disordered hydrogen adsorp-

tion on free graphene [215] and supported graphene layers induces a band gap

[216]. It would therefore be interesting and worthwhile to study the atomic and

electronic properties of disordered hydrogen adsorption on graphene and sup-

ported graphene using density functional theory and plane wave pseudopoten-

tial method.

Adsorption of metal atoms on Few-layer Graphene

It is crucial to open a band gap in graphene while keeping its high carrier mo-

bility for many potential device applications [217]. Two approaches have been

proposed to achieve this goal. One of them is the applicaton of an external elec-

tric field perpendicular to the plane of bilayer graphene. It is experimentally ob-

tained that a band gap up to 0.25 eV can be opened in bilayer graphene [218]. This

scheme requires two individual gates to control the band gaps but it is technolog-

ically desirable to control a transistor’s conductance by only one gate. Another

scheme is single-side adsorption of BLG. It is found that single-side adsorption

of metal atoms such as potassium and aluminium on BLG leads to open a band

gap in BLG [219, 220]. This band gap is also tunable with different coverage of
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BLG. Furthermore, using the surface adsorption scheme single-gate BLG-based

FETS have been fabricated. Because of this progress in BLG recent attention has

turned into few-layer graphene. Theoretical and experimental works showed

that a band gap can be opened in ABC-stacked FLG by applying a vertical elec-

tric field [221, 222]. However the electrically tunable band gap is not found in

ABA-stacked FLG. Therefore it would be useful to explore the possiblity of band

gap opening in ABA-stacked and ABC-stacked FLG using single-side adsorption

of metal.



Appendix A

Crystal Structure and Symmetry

One of the most fundamental issues in understanding of the structure of solids

is the arrangement of the atoms that make them up. Based upon the atomic ar-

rangement in the solids, solids can be classified in two classes. In one class, atoms

in the solid are set in an irregular manner, without any long-range order (and to

same extent short range order) in their atomic arrangement. This class of solids

is commonly known as noncrystalline or amorphous materials. In another class,

atoms or group of atoms in a solid are arranged in a regular order. These solids

are referred to as crystalline solids and I will focus on them for the following

sections.

Crystalline solids form in one of fourteen basic structural arrangements, known

as Bravais lattices: three cubic forms (simple, face-centered or body centered),

two tetragonal forms (simple or body-centered), four orthorhombics (simple, body-

, base-, or face-centered), rhombohedral, hexagonal, two monoclinic (simple or

base-centered), and triclinic. All crystal structures can be explained using one of

these basic lattices. For instance, the majority of simple metals form in hexago-

nal, body-centered or face-centered cubic lattices. Additionally, semiconductors

can be found in many different crystal structures with the most important ones as

face-centered cubic (fcc) and hexagonal [223, 224, 225, 226]. Among the varieties
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of semiconductors, IV and III-V groups are the most important ones for many

applications. In IV group, C, Si, and Ge can all occur in the diamond-structure

with the face-centered cubic lattice and two atoms per lattice site. For the III-V

groups, known as compound semiconductors, the most common crystal struc-

ture is zincblende which is described by a face-centred cubic (fcc) lattice with two

different atoms per lattice site as presented in Fig. A.1.

In this section, I will give a brief discussion of crystal structure and symme-

try using the consept of lattice in both real and reciprocal spaces to study the-

oretical modelling of atomic structure and electronic properties of graphene and

graphene based systems. For understanding of the behavior of electrons in solids,

the solution of Schrödinger equation with a suitable potential, which was firstly

done by Bloch, and free electron band structure will be explained.

A.0.1 Lattice and Primitive Unit Cell

A physical crystal can be described as a periodic arrangement of atoms/molecules

in an orderly repeating pattern [223, 224, 227, 228]. For any materials, the crystal

structure is defined by two different components which are lattice and basis. The

lattice is a regular arrangment of points in space, while the basis is a group of

repeating atoms at every point in the lattice to form the crystal structure. The lat-

tice can be generated by three fundamental vectors a1 , a2 and a3 which are called

pirimitive lattice translation vectors. Any two lattice points can be connected by

a vector so called the translational vector and can be written by following form,

T = n1a1 + n2a2 + n3a3, (A.1)

where ni is any integer value.

In the modern theory of solids, the most required obvious symmetry is transla-

tional symmmetry which means that in crystals there is a small basic fundamental

unit that is repeated over and over in three dimensions and makes up a crystal.
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Figure A.1: (a) The zinc-blende structure, (b) the face-centred cubic structure.

When all atoms are of identical species in the zinc-blende structure, it turns into

the diamond structure.
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This basic fundamental unit is called unit cell. If the unit cell is a minimum-

volume of lattice, it is defined the primitive unit cell. We define the term unit

cell as a cell which will fill all space when translated by multiples of the transla-

tional vectors. The difference is that while a primitive unit cell contains one lattice

point, a unit cell may contain more. Additionally, the geometry of the lattice can

be defined by describing repetition of the unit cell according to axial lengths and

interaxial angles. This consideration provides fourteen Bravais lattices in three

dimensions.

In a real three-dimensional crystal, planes are usually defined in terms of Miller

indices which are expressed as a set of three integers between brackets, (hkl). The

Miller indices are determined by taking the reciprocal of the intercepts and then

reduce to the smallest three integers. In the Miller notation, a bar over the top

of an integer is used to show that the plane cuts the axis on the negative side. If

a plane is parallel to one of the crystal axes with no interception,then the corre-

sponding Miller index for that axis is zero. For example, a plane set parallel to the

y-z plane and intercepted at the x-axis is called the (100) plane. For the cubic lat-

tice, miller indices of some important planes are shown in Fig. A.2. Furthermore,

a set of equivalent planes is denoted with curly brackets as hkl. For example, in

the simple cubic lattice (100), (010), (001), (1̄00), (0 1̄0) are (001̄) equivalent and are

denoted by {100}.

A.0.2 Reciprocal Lattice and Brillouin Zone

The reciprocal lattice has the most importance to describe and investigate the

periodic structures, in particular for X-ray diffraction, surface electron diffrac-

tion, phonons and the band structure. It is the quasi-Fourier transformation of

the crystal lattice which is also called direct lattice. As we expressed T vector

in previous section, we define a general translation vector G between any two
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Figure A.2: Miller indices of important planes for the cubic lattice

reciprocal lattice points

G = m1b1 +m2b2 +m3b3, (A.2)

where mi is any integer value, and b1, b2, and b3 are the primitive translation vec-

tors of the reciprocal lattice which can be given directly in terms of the primitive

translation vectors a1, a2, and a3 as

b1 =
2π

Ω
(a2 × a3)

b2 =
2π

Ω
(a3 × a1)

b3 =
2π

Ω
(a1 × a2), (A.3)

where Ω is the volume of the unit cell and given as:

Ω = |a1 · (a2 × a3)|. (A.4)

For an arbitrary reciprocal lattice vector G and a vector T in direct space we find

G·T=2πN, where N is always an integer. This relationship can serve to define one
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Figure A.3: (a) Construction of a two-dimensional Wigner-Seitz cell, (b) filling of

space with WS cells.

set of vectors in terms of another set. This also gives

exp(iG ·T) = 1 (A.5)

for all T and G vectors. Any function that has the periodicity of the Bravis lattice

can be written as

f (r) =
∑

G

f (G)eiG·r, (A.6)

with f(G) the Fourier Transform component. Due to the periodicity of the lattice,

any such function need only be studied for r within the primitive unit cell.

The unit cell of a reciprocal lattice is called Wigner-Seitz (WS) cell or the (first)

Brillouin zone (BZ) which displays the full symmetry of the lattice. The construc-

tion of the WS is shown in Fig. A.3. The volume of a unit cell in the reciprocal lat-

tice is inversely proportional to the volume of a unit cell in the direct lattice. The

first Brillouin zone for a three-dimensional crystal lattice can be constructed by

first drawing the reciprocal lattice vectors from a chosen reciprocal lattice point to

all its nearest-neighboring reciprocal lattice points, and then drawing the bisect-

ing planes perpendicular to each of these reciprocal lattice vectors. The small-

est volume enclosed by these bisecting planes will normally form a polyhedron

about the central reciprocal lattice point, and this polyhedron is called the first
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Brillouin zone or the Wigner Seitz cell of the reciprocal lattice. The Brillouin zones

for the most important lattices are shown in Fig. A.4.

The points of symmetry in the Brillouin zone are labelled with dedicated letters.

The Γ point always denotes a zone centre. Electrons in a solid are perturbed by

the potential of the crystal. The band structure of a solid gives the allowed ener-

gies of electrons as a function of k points. Therefore, points of high symmetry in

the BZ have specific importance. Perhaps the most important, at least for opto-

electronic devices, is at k = 0 which is known as the gamma point Γ [30]. There

are three principal symmetry directions in the fcc BZ, which are the following:

∆ direction: Γ →X: k = 2π
a
(η, 0, 0) where 0 ≤ η ≤ 1

Σ direction: Γ →K: k = 2π
a
(η, η, 0) where 0 ≤ η ≤ 3

4

Λ direction: Γ →L: k = 2π
a
(η, η, η) where 0 ≤ η ≤ 1

2
.

A.0.3 Cubic Crystal Structures

In three dimensions, we already know that the operations of the point group

give us the fourteen 3D Bravais lattices that are categorized into seven crys-

tal classes (trigonal, monoclinic, rhombic, tetragonal, cubic, rhombohedral and

hexagonal). Here the important crystal structures for semiconductor physics will

be discussed. These are diamond (C, Si, Ge) and zincblende (GaAs, InAs, ...)

structures.

The space lattice of diamond is face-centered cubic (fcc) as shown in Fig. A.1.

The base consists of two identical atoms at (0, 0, 0) and (1
4
, 1
4
, 1
4
). It has tetrahedral

point symmetry. A symmetric set of primitive translation vectors can be taken to

be

a1 =
a

2
(0, 1, 1)

a2 =
a

2
(1, 0, 1)

a3 =
a

2
(1, 1, 0), (A.7)
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Figure A.4: Brillouin zones and special k points for (a) fcc lattice and (b) hcp

lattice.
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where a is the cubic lattice constant and the volume of the primitive unit cell is

Ω=a3/4. The diamond structure has an inversion center, located between the two

atoms of the base. The materials that crystallize in the diamond lattice are C, Ge,

Si and alfa-Sn.

Zincblende structure has the same geometry as the diamond crystal structure

except that zinc blende crystals are binary or contains a diatomic base, such as

ZnS. The atoms are tetrahedrally coordinated, a Zn atom is bonded to four S

atoms and vice versa. However, there is no inversion centre in the zincblende

structure. Many important III-V semiconductors, such as GaAs, InAs, AlAs, InP,

GaP and their alloys, but also the II-VI compounds ZnS, ZnSe, ZnTe, HgTe, CdSe

and CdTe crystallize in the zincblende structure.

A.0.4 Bloch’s Theorem

Many important physical and optical properties of a solid can be readily ex-

plained using its energy band structure. In general, the energy band structure

of a solid can be constructed by solving the Schrödinger equation for electrons in

a crystalline solids. In order to solve the Schrödinger equation, the first task is to

find a potential distribution. Because of the periodic arrengment of atoms in the

solids, the periodic potential is best suited for a calculation. This is firstly done

by Bloch in 1928 [229, 230].

The Bloch theorem states that the most generalized solution for a one- electron

Schrödinger equation in a periodic crystal lattice is given by

Φk(r) = uk(r)e
ik·r, (A.8)

where uk(r) is the Bloch function, which has the spatial periodicity of the crys-

tal potential, and k is the wave vector of the electron. The one-electron time-

independent Schrödinger equation for which Φk(r) is a solution is given by

−
(

~
2

2m

)

∇2Φ(r) + V (r)Φ(r) = EΦ(r). (A.9)
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This equation can be rewritten as

−
(

~
2

2m

)

∇2Φk(r) + V (r)Φk(r) = EkΦk(r), (A.10)

where V(r) is the periodic crystal potential, which arises from the presence of ions

at their regular lattice sites, and has the periodicity of the crystal lattice given by

V (r+T) = V (r). (A.11)

Therefore, the general solution of Eq. A.10 is given by Eq. A.8. From Eq. A.8,

it is noted that the electron wave function in a periodic crystal lattice is a plane

wave modulated by the Bloch function. The Bloch function uk(r) is invariant

under translation. It should be pointed out here that the exact shape of uk(r)

depends on the electron energy Ek and the crystal potential V(r) of a crystalline

solid. Thus, the Bloch theorem can be applied to solve the electron wave functions

and energy band structures (i.e., Ek vs. k relation) for the crystalline solids with

periodic potential.

A.0.5 Free Electron Band Structure

In the previous section, the solution of the Schrödinger equation was given by

using the periodic potential for electrons in a crystalline solid. We now consider

electrons which propagate freely, i.e., in a potential-free space. In other words, it

is assumed that no ”wall,” i.e., no potential barrier (V ), restricts the propagation

of the electron wave. Therefore, the Schrödinger equation assumes the following

form:

∇2Φ+

(

2m

~2

)

EΦ = 0, (A.12)

where m is the electronic mass and ~ is the Planck’s constant. The solution of this

equation is

Φ = Aeik·r, (A.13)
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where

k =

√

2mE

~2
. (A.14)

From the above equation, it follows that

E =
~
2

2m
k2. (A.15)

As the relation between E and k is seen in Eq. A.15, the plot of E versus k is

a parabola. A band structure along one k-direction can be displayed in various

zone schemes. The most frequently used scheme is the reduced zone scheme.

Using this scheme the Eq. A.15 can be rewritten as:

E(k) =
~
2

2m
(k +G)2. (A.16)

Here k is the reduced wave vector confined to the first BZ and the G is the re-

ciprocal lattice vectors. It should be mentioned that the band structures of actual

solids are the result of extensive, computer aided calculations. Figure A.5 shows

the calculated energy band structure of InAs and diamond. These bands are cal-

culated using the density functional theory within the pseudopotential method,

as explained later in chapter 2. The various investigators using different starting

potentials arrive at slightly different band structures. Experimental investiga-

tions, such as measurements of the frequency dependence of the optical prop-

erties, can help determine which of the various calculated band structures are

closest to reality.

A.0.6 Density of States

One of the most fundamental properties of a material, which determines many of

its properties, is its density of states. This refers to the number of states per unit

energy in the band structure. The relation between the states and energy is given

by,

N =
V

3π2

(2mE

~2

)3/2

, (A.17)
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Figure A.5: Electronic band structure of bulk InAs, calculated by pseudopotential

technique. Occupied and unoccupied states are shown by black and red curves,

respectively. The symmetry points in the Brillouin zone are explained in section

1.2. Filled symbols represent the numerically calculated data and lines are joining

to the data points.
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where N is the number of states, E is the energy, and V represents the volume of

the crystal [223]. The differentiation of N with respect to the energy E provides

the number of energy states per unit energy in the energy interval dE. However,

the density of these states D(E) per unit volume is given by

D(E) =
1

V

dN

dE
. (A.18)

Using Eqs. A.17 and A.18, we obtain the following within the free electron model:

D(E) =
(2m)3/2

2π2~3
· E1/2. (A.19)

The density of states plotted versus the energy gives only a parabola for three

dimensional solids. In actual crystals, however, the density of states is modified

by the energy conditions within the first Brillouin zone. In Fig. A.6 (b) the DOS

of bulk InAs is shown as an example. The DOS spectra can be measured [231] by

different experimental techniques for instance photoemission experiments.
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Figure A.6: Density of states D(E) for bulk InAs. The zero energy in panel (b)

presents the Fermi level and filled symbols are our numerically calculated datas.

Curves are joining the data points
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