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As a smart combination of cognitive radio networks and wireless sensor networks, recently introduced cognitive radio sensor 
network (CRSN) poses new challenges to the design of topology maintenance techniques for dynamic primary-user activities. 
This paper aims to provide a solution to the energy-efficient spectrum-aware CRSN clustering problem. Specifically, we design 
the clustered structure, establish a network-wide energy consumption model and determine the optimal number of clusters. We 
then employ the ideas from constrained clustering and propose both a centralized spectrum-aware clustering algorithm and a dis-
tributed spectrum-aware clustering (DSAC) protocol. Through extensive simulations, we demonstrate that DSAC can effectively 
form clusters under a dynamic spectrum-aware constraint. Moreover, DSAC exhibits preferable scalability and stability with its 
low complexity and quick convergence under dynamic spectrum variation. 
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As a candidate for next-generation communication networks 
[1], cognitive radio sensor network (CRSN) [2] has attract-
ed worldwide attention. The dynamic virtue of such net-
work poses new technical challenges on the design of its 
routing algorithm. Existing cluster-based routing schemes 
for cognitive radio networks aim to provide joint spectrum 
and routing decisions, but do not consider CRSN’s problem 
of energy scarcity inherited from traditional wireless sensor 
networks. Research work [3] has aimed to minimize the 
number of clusters in a cognitive mesh network while en-
suring the connectivity of all users. Distributed clustering 
for cognitive radio ad hoc networks, in which a clustered 
structure is established according to the local control chan-
nel, has been proposed in [4]. 

By contrast, clustering schemes for non-cognitive WSNs 
are developed with the main objective of minimizing energy 

consumption. However, they are not designed to deal with 
spectrum-aware communications. In pioneering work [5], 
an energy-efficient low-energy adaptive clustering hierarchy 
protocol was proposed. The hybrid, energy-efficient, dis-
tributed clustering approach has been developed [6] to clus-
ter ad hoc sensor networks. Recently, centralized clustering 
schemes, such as k-means clustering [7], have been devel-
oped and found to further improve the network performance 
in terms of energy efficiency.  

The novelty of our proposed clustered structure is two-
fold. On the one hand, the structure is aware of the radio 
environment. On the other hand, the structure should be 
energy efficient. 

The basic assumptions are listed as follows: 
(i) Spectrum-sensing capability: possessing spectrum- 

sensing capability, each CRSN node can correctly determine 
the available channels at its location. 

(ii) Spectrum-aware constraint: CRSN nodes that belong 
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to the same cluster have at least one common channel 
available. 

(iii) Efficient source sensing: the sensed source infor-
mation can be aggregated to the sink node. 

(iv) Energy efficiency: the clusters are organized such 
that the total communication power is minimized. 

To accommodate the unique objectives and requirements 
of the CRSN, we propose an energy-efficient spectrum- 
aware clustering scheme by jointly considering its source- 
sensing task and spectrum-aware nature. The network data 
communication can be categorized into two classes: intra-
cluster communication and intercluster communication. Dur-
ing the intracluster communication phase, all the CRSN 
nodes send their readings of source information to their 
cluster head (CH) through the local common channel. Dur-
ing the intercluster communication phase, the CH transmits 
the aggregated information to the upstream neighbor CH 
using higher power. 

1  Network energy-consumption model 

The network energy consumption comprises three parts: 
multi-task sensing, signaling and data transmission. We 
assume that there are N CRSN nodes and K clusters. The kth 
cluster is denoted ck and has Nk CRSN nodes. The ith node 
of ck is ni

k, whose coordinates are (xi, yi). 
The multi-task sensing-power optimization problem has 

already been investigated [8] and is independent of the 
clustering scheme. For ease of analysis, we assume that the 
sensing result at each node is always correct and we denote 
the minimal multi-task sensing power as PMS. 

The signaling power is mainly used to convey the control 
information, which is crucial for the cluster formation, CH 
selection and channel/distance estimation. These beacon 
signals are broadcast at fixed maximal power in available 
channels. The total power is denoted PSG. 

The data transmission comprises intracluster communi-
cation and intercluster communication. In the intracluster 
communication stage, all CRSN nodes send their readings 
to the CHs through common channels of the cluster. When 
the jth node is selected as the CH (i.e. ik=j), the intracluster 
communication energy of the kth cluster is the sum trans-
mission power of all cluster members (CMs): 
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In our scenario, all CMs adjust their transmission power 
properly to meet the required signal-to-noise ratio while 
saving energy. This can be achieved by first estimating the 
CM-to-CH channel fading and then finely adjusting the 
transmission power amplifier to a required level. Thus, the 
channel fading can be estimated by measuring the strength 
of the received “node beacon”, while the required transmis-
sion power can be calculated using an appropriate channel 

model. Since the distances between CMs and their CH are 
short within a cluster, a free-space channel model is applied 
with d2 power loss. The channel between a CM and CH is 
also assumed to be symmetric. Hence, the required trans-
mission power for the ith node of ck can be expressed as 
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where Pr is the minimal received power required for CH to 
correctly decode the transmitted information; C0 is a con-

stant loss factor and  ,k k
i jd n n  is the Euclidean distance 

between the ith and jth nodes. 
When the jth node is selected as the CH, the intracluster 

power can be rewritten as 
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To balance the power consumption, the CRSN nodes 
take turns to act as the CH, and the probability of the jth 

node being the CH is denoted  CH k
jp n . Statistically, 

the overall average intracluster power consumption of ck is 
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After the CH has collected all sensed source information, 
it compresses and forwards the source information to the 
sink node through the vacant channels shared with upstream 
clusters in the intercluster communication stage. The inter-
cluster communication power is fixed at maximal power to 
improve intercluster connectivity. The sum power for inter-
cluster communication can be expressed as 

 2
inter IC 0 max
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where dmax is the transmission range of the CRSN node. 
CH selection. Before each round of intracluster commu-

nication, we select the CRSN node with maximal residual 
energy as the CH. This maximal residual energy (MRE) rule 
aims to balance the power consumption among different 
CRSN nodes and can substantially extend the network 
lifespan. 

Proposition 1. If the CRSN nodes are initialized with 
equal energy, and we select the CH according to the MRE 
rule, the average intracluster power can be upper-bounded 
by the inequality 

    2
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The proof is intuitive. First, it is obvious that the upper- 
bound can be achieved by fixing each CRSN node’s proba-
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bility of becoming the CH as 1/Nk. We then show that the 
energy consumption can be further reduced when applying 
the MRE rule. As illustrated in Figure 1(a), we assume ni is 
a near-center node and nj is a near-border node. Although ni 
and nj consume the same maximal power in the intercluster 
stage when they are selected as the CH, the near-border nj 
will consume more energy than ni in the intracluster stage. 
This is because the average distance from nj to the remain-
ing nodes is longer than that for ni. As this continues, nj will 
consume more power and have less residual energy than ni. 
According to the MRE rule, ni will have a higher chance of 
being selected as the CH. When ni becomes the CH, the sum 
CM–CH power for the remaining nodes is lower than when 
nj is selected as the CH. Therefore, by selecting ni nodes as 
the CH more often, we can further reduce the sum intra-
cluster power. Moreover, the energy consumption is bal-
anced among all CRSN nodes and the average lifetime is 
extended. 

However, when all CRSN nodes happen to be symmetric, 
as shown in Figure 1(b), each node will have an equal 
probability of becoming CH and the intracluster energy thus 
achieves the upper-bound even if the MRE rule is employed. 
Since the sensor nodes are usually randomly deployed and 
their structure is unknown beforehand, we define the sum 
intracluster power using its upper bound. After some further 
derivation, the sum intracluster power consumption can be 
simplified as 
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the kth cluster. Therefore, the network-wide energy con-
sumption can be rewritten as 
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where tMS is the sensing time, tSG is the signaling time, and 
tDATA is the data transmission time. 

Since the multi-task sensing power and signaling power 
do not depend on the choice of clustering scheme, the aver-
age network-wide energy is mainly affected by the data 
transmission power from the clustering perspective; i.e. 

   network inter intraMinimize MinimizeE P P  . 

2  Energy-efficient optimization problem 

2.1  Optimal number of clusters 

We have N CRSN nodes and need to partition them into K 
clusters. How many clusters should be created is a critical 
consideration in our energy-saving task. For instance, if K= 
N, then each CRSN node is an independent cluster and all 
CRSN nodes act as CHs and have to transmit at maximal 
power. By contrast, if K=1, then all N CRSN nodes form a 
single cluster and the intracluster communication energy 
will be too high owing to long intracluster distances. Both 
extreme cases will result in excessive energy consumption. 
Therefore, the optimal number of clusters should be properly 
chosen to minimize network-wide energy. For uniformly 
distributed CRSN nodes, we can analytically derive the op-
timal number of clusters. 

The expectation of data transmission power is 
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It is reasonable to assume that the randomly deployed 
CRSN nodes are uniformly distributed in the two-dimen-     
sional area around the center point, and the density  is pre- 
determined by the application-specific source-sensing re-
quirement. Therefore 
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Figure 1  Intracluster communication. (a) Asymmetry cluster; (b) symmetry cluster. 
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where d is the average span of a cluster. Since there are N/K 
nodes per cluster on average, and the density of CRSN 
nodes is , then the area of the cluster can be estimated as 
d2=N/K. 

Substituting the above formulations into eq. (9), we get 
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Thus, the optimal number of clusters can be estimated by 
setting the derivative of eq. (11) with respect to K to zero. 
The result should be rounded to an integer: 
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2.2  Clustering to minimize the network-wide energy 

After the optimal number of clusters Kopt is determined, we 
find that the network-wide energy is mainly affected by 
intracluster communication energy. Hence, according to eq. 
(7), minimizing the network-wide energy is equivalent to 
minimizing the sum of the squared distance between CRSN 
nodes and their cluster centers: 
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In a CRSN, only the nodes having the common available 
channel and within the maximum transmission range dmax 
can form a cluster. These requirements are imposed on the 
optimal clustering problem as spectrum-aware constraints 
and transmission-range constraints. Therefore, the optimal 
clustering can be obtained from 
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where  Chan k
in  denotes the number of available chan-

nels for k
in , C is the set of all possible clustering results 

and C represents a specific clustering in the set. The former 
constraint is a spectrum-aware constraint that ensures the 
availability of a common channel within a cluster, and the 
latter is the maximum-transmission-range constraint. 

One way of finding the optimal solution is to try all pos-
sible ways of clustering options, and choose the one that 
minimizes the sum of the squared distance. This exhaustive 
search method can help us find the global minimum, but the 
complexity is too high. Supposing we are given N points 
and would like to partition them into K clusters, then there 
is a maximum of KN/K! clustering options. As a result, an 

exhaustive search would be computationally infeasible in 
practice, and we have to turn to other more efficient subop-
timal clustering algorithms. 

3  Spectrum-aware constrained clustering 

In this section, we assume error-free spectrum sensing for 
the ease of analysis. The sensing results are imposed on 
secondary users as the spectrum-aware constraint, which is 
regarded as a groupwise constraint, and novel methods are 
proposed to solve the problem. 

3.1  Groupwise constrained clustering 

In clustering analysis theory, the objective function in eq. 
(14) is called the sum of the squared error (SSE), or “scatter”. 
Minimizing the SSE is also the goal of many clustering al-
gorithms. Therefore, we can employ concepts in clustering 
analysis theory to design desirable clustering schemes. 
Some computationally feasible heuristic methods have been 
developed for efficient clustering. The main techniques are 
k-means, fuzzy c-means, and hierarchical clustering, etc. 
Several of them are effective in clustering non-cognitive 
WSNs [7]. However, none of these algorithms consider the 
spectrum-aware constraint. In recent years, a branch of con-
strained clustering algorithms has been developed to cluster 
instances with pairwise constraints, such as constrained 
k-means [9] and constrained complete-link clustering [10]. 
The pairwise constraint is imposed on pairs of nodes to in-
fluence the outcome of the clustering algorithm, which 
mainly involves two types of constraints: must-link and 
cannot-link constraints. 

As shown in Figure 2, the must-link constraint forces ni 
and nj to be in the same cluster and the cannot-link con-
straint specifies that ni and nj must not be placed in the same 
cluster. If two CRSN nodes have no available channels in 
common, they cannot be allocated into one cluster, and this 
is equivalent to imposing a cannot-link constraint on this 
node pair. Thus, the ideas of constrained clustering algo-
rithms can be used to design a spectrum-aware clustering 
scheme for the CRSN. However, the existing constrained 
clustering methods cannot be directly applied to the spec-
trum-aware clustering, since our spectrum-aware constraints 
are imposed on groups, rather than on pairs. 

We now define the “groupwise constraint” by explaining 
the differences between the “pairwise constraint” and 
“groupwise constraint”. In Figure 2, three nodes can operate 
in three channels, and the numbers given beside the nodes 
represent the available channels. In the middle and on the 
right, nodes A and B share channel 1, nodes A and C share 
channel 2, and nodes B and C share channel 3. If employing 
a pairwise constraint, each node pair shares a common 
channel and no “cannot-link constraint” is imposed on them, 
and they can form one cluster. However, if a groupwise  
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Figure 2  Comparison of the pairwise constraint and groupwise constraint.  

constraint is imposed, the three nodes share no common 
channel and cannot form a cluster. To extend the existing 
algorithms to the model with a groupwise constraint, we have 
to replace the pairwise constraint with a spectrum-aware 
groupwise constraint. 

3.2  Centralized spectrum-aware clustering algorithm 

We first propose a centralized spectrum-aware clustering 
(CSAC) algorithm for the CRSN. The algorithm is inspired 
by the constrained complete-link agglomerative clustering 
algorithm [10], which treats each node as an individual 
cluster at the beginning and then merges the two nearest 
clusters in each iteration. However, we incorporate the 
spectrum-aware groupwise constraint instead of the pairwise 
constraint. The network topology is hierarchical as in many 
large-scale WSNs [5]. CRSN node information, which in-
cludes geographical position (e.g. that obtained through the 
global positioning system (GPS)), available channels and 
residual energy, is aggregated to a central processor such as 
the base station (BS), through the detected vacant channels. 
Afterward, the BS implements the centralized clustering 
algorithm and then informs each node of the clustering result. 

The CSAC algorithm is described in Table 1. In the ini-
tializing phase, each node senses the available channel, and 
reports its own node information to the BS. The BS will 
create a proximity matrix according to the pairwise distance. 
During the iterations, the spectrum-aware constraint is in-
corporated by setting the proximity matrix based on the 
groupwise constraint: if the CRSN nodes in two clusters 
share no common channel, the corresponding distance entry 
in the proximity matrix is set to infinity; otherwise the com-
plete-link rule [10] is implemented. The nearest clusters that 
satisfy the groupwise constraint are then merged. The two 
rows and columns representing these two clusters are merged 
as new ones in the proximity matrix. The iterative merging 
process stops when the cluster number reaches Kopt or no 
merge satisfying the constraints can be performed. In the 
end, the CH is selected according to the MRE rule, and the 
clustering result is broadcast to all CRSN nodes. 

3.3  Distributed spectrum-aware clustering protocol 

Although the centralized clustering algorithm can effectively  

Table 1  CSAC algorithm 

Alogrithm 1  Centralized spectrum-aware clustering 

Step 1: Perform channel sensing 

Chan(ni)=Sensed result. 

Step 2: Report node information 

( , ), {1,2, , };i i in x y i N    

Step 3: Create proximity matrix 

, , ;i j i jd X X D  

Step 4: Spectrum-aware constrained clustering 

a) Initialize each node as a cluster: ( )i i ic n n  

b) Intercluster distance: 
,

( , ) max ( , );
i m j n

m n i j
n c n c

d c c d n n
 

  

c) Impose groupwise spectrum-aware constraint 

for , ki j c  do 

if Chan( ) Chan( ) 0i jn n   then 

,i jd  ; 

end 

end 

d) Find the nearest clusters:
, {1,2, , }

( , ) arg min ( , )m n
m n K

m n d c c





 

e) Merge cm and cn into cl: delete the mth and nth rows and columns in 
D; add the lth row and column for the newly formed cluster cl. 

f) Update D: ( , ) max( ( , ), ( , ))k l k m k nd c c d c c d c c ; 

g) Go to sub-step c). 

Step 5: Select cluster head 

CH arg max{ }
k

k i
i c

E


 . 

 

partition the CRSN into clusters that satisfy the spectrum- 
aware constraint, it has two major drawbacks. First, massive 
signal exchange between the CH and BS is required to col-
lect network-wide node information. In practice, it is diffi-
cult to find a wireless channel for direct connection between 
the CH and BS, since such a connection requires much 
higher transmission power and will bring interference to a 
nearby primary-user (PU) system. Moreover, the complexity 
of the CSAC algorithm is proportional to the size of the 
proximity matrix, which is N2. As a result, the growing size 
of the network will result in greater complexity, making the 
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algorithm difficult to implement for large-scale networks. 
Obviously, these shortcomings will inevitably limit the 
practical application of this algorithm. 

To address these problems, we propose a novel distrib-
uted spectrum-aware clustering (DSAC) technique, with 
even lower complexity and higher stability. The basic idea 
of DSAC remains the same as that of CSAC in general: the 
closest nodes with common channels will agglomerate into 
a small group first and then the other neighboring nodes will 
join in one after another. The main differences are that 
CSAC compares the distance between all clusters and finds 
the global minimum pair to merge first, while DSAC only 
needs to determine the local minimum distance through 
neighborhood information exchange and merges the locally 
closest pair. 

The DSAC protocol is described by the flowchart in Fig-
ure 3. It consists of three stages: channel sensing, beaconing 
and coordination. In the channel-sensing stage, each CRSN 
node determines the vacant channels individually and com-
pares it with the previously sensed result. In the beaconing 
stage, the CRSN node beacons its node information in the 
vacant channels according to the channel-sensing results. If 
any change in the PU state is detected, the node declares 
itself as a new cluster by beaconing a new cluster ID. Oth-
erwise, the node stays with the current cluster. After the 
node beaconing, the CH updates and beacons the cluster 
information, including cluster size and common channels. 
In the intracluster coordination stage, each node in a cluster 
first measures the strength of neighboring beacon signals 
and then announces the pairwise distances. From these dis-
tances, the CH determines the intercluster distance accord-
ing to the complete-link rule and the groupwise constraint, 
in which the intercluster distance is defined as the maxi-
mum distance between the nodes of two clusters. In inter-
cluster coordination, each CH sends merge invitation to the 
nearest neighboring cluster that is within its transmission 
range. If any two clusters send merge invitations to each 
other, they merge into a single cluster by unifying the new 
cluster ID and common channels, and selecting a new CH 
with the largest residual energy. Otherwise, the cluster se-
lects a new CH while the topology remains unchanged. 

Figure 4 shows an example of the DSAC clustering result, 
where 50 CRSN nodes and 10 PUs are randomly deployed 
on a 100 m×100 m field. There are three available channels 
in the system (colored red, green and blue). The clustering 
result is illustrated by a dashed circle and the corresponding 
common channels are labeled in the cluster. 

4  Performance evaluation 

4.1  Complexity and scalability 

The complexity of the CSAC algorithm is similar to that of 
existing complete-link agglomerative clustering algorithms. 
The time complexity of the CSAC algorithm is O(N2logN)  

 

Figure 3  Flowchart of the DSAC protocol. 

 

Figure 4  Example of the DSAC clustering result. 
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and the space complexity is O(N2). This is because the size 
of proximity matrix grows with the square of the number of 
CRSN nodes. Although this complexity is much lower than 
that of the optimal algorithm and the algorithm can be well 
implemented for some small sensor networks, the complex-
ity is still too high for the algorithm to be implemented for a 
large-scale CRSN. 

The DSAC protocol is a variation of the CSAC algorithm. 
On the one hand, while CSAC merges the global minimum 
distance pair from the N×N proximity matrix, DSAC only 
seeks to find the local nearest cluster pair from the neigh-
boring clusters. Therefore, its space complexity is the num-
ber of neighboring clusters and it will not grow rapidly with 
the size of the whole network. On the other hand, CSAC 
only merges one cluster pair in each iteration as the mini-
mum distance is unique within the network. However, in 
DSAC, more than one of the local nearest cluster pairs can 
be found and multiple merges may occur in one cycle, 
which also increases the convergence rate of the DSAC 
protocol. As a result, the time complexity of the DSAC 
protocol is much less than that of the CSAC algorithm. 

Figure 5 demonstrates the convergence of DSAC and 
CSAC schemes. The CRSN size means the number of CRSN 
nodes. At the beginning, every node is treated as a cluster, 
and during the following iterations, they gradually merge to 
form required clusterings. We find that DSAC converges to 
the desired number of clusters much more quickly than CSAC. 

Figure 6 simulates the average converge time of the three 
clustering schemes as the CRSN size increases. The con-
verging time of CSAC grows proportionally with the CRSN 
size, while DSAC converges almost as quickly as the effi-
cient k-means algorithm. This result also shows the satis-
factory scalability of DSAC. 

4.2  Energy consumption 

In the simulation, we use the sub-optimal k-means clustering  

 

Figure 5  Time complexity: iterations vs. cluster number. 

 

Figure 6  Scalability: CRSN size vs. converge time. 

algorithm as the reference, since it converges to local mini-
mal SSE in short time. Although k-means clustering does 
not consider the spectrum-aware constraint in the CRSN 
and is only applicable for non-cognitive WSNs, it serves as 
a universally accepted reference for the performance evalu-
ation of our proposed clustering schemes. 

In all the experiments, we randomly deploy PUs and 
CRSN nodes in a 100 m × 100 m area. The PUs can operate 
in three channels, and CRSN nodes can only access the 
channels in which the neighboring PUs are inactive. Every 
PU randomly occupies one of the three channels. The pro-
tection range for PU is 20 m, which means the PU’s CRSN 
neighbors within this range cannot access its occupied 
channel. 

As explained before, as long as the cluster number is de-
termined, the performance in terms of energy efficiency is 
mainly decided by the SSE of the clustering result. The 
clustering with less SSE is more energy efficient. In Figure 
7, we assume there are five PU nodes and six clusters and 
we compare the average SSE with respect to different CRSN 
sizes of the three clustering schemes. The experiment demon-
strates the effectiveness of our two spectrum-aware cluster-
ing schemes by comparing with the unconstrained k-means 
clustering scheme as a reference. We find that both CSAC 
and DSAC schemes for the CRSN have clustering perfor-
mance comparable to that of k-means for non-cognitive 
WSNs in terms of SSE. Moreover, the gap between DSAC 
and CSAC is rather narrow, which means the distributed 
scheme is well designed. 

In the following experiments, we assume the maximum 
transmission range for a CRSN node is 50 m, and 20 CRSN 
nodes and five PU nodes are uniformly distributed in the 
100 m ×100 m area. According to the previous theoretical 
analysis, the estimated optimal cluster number is about five. 
In the simulation, we set the cluster number from three to 
eight, and calculate the average power consumed by CRSN 
nodes. From Figure 8, we find that the power is a minimum  
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Figure 7  CRSN size vs. SSE. 

 

Figure 8  Comparison of average energy among three schemes. 

when the cluster number is about five or six, and this simu-
lation result agrees well with the analysis. 

To evaluate the effect of PU activities on the CRSN, we 
simulate the average CRSN node power consumption when 
different numbers of PU nodes are active. In Figure 9, we 
set the CRSN size as 30 and adjust the PU number from 1 to 
10. For a non-cognitive WSN, the k-means clustering result 
is not affected by the presence of PU systems, and the av-
erage node power consumption thus remains steady. For the 
CRSN, as more PU nodes become active, more spectrum- 
aware constraints are imposed on the clustering process. 
Therefore, the clustering results are poorer in terms of en-
ergy consumption. Again, we find the performance of DSAC 
only to be slightly worse than that of CSAC. 

4.3  Stability against dynamic PU activities 

Although the PU activity pattern usually remains steady 
within a very short interval, it will eventually vary with time.  

 

Figure 9  PU number vs. average node power. 

Moreover, the CRSN node mobility may also contribute to 
the dynamic ambient radio environment. The dynamic PU 
activity and CRSN mobility will cause unstable clustering 
topology and frequent network failure, which induce exces-
sive control overheads and poor connectivity. Fortunately, 
we find that the DSAC protocol can minimize this effect 
and maintain the network stability as much as possible. 

For the optimal clustering algorithm, k-means clustering 
and CSAC, if any PU activity or CRSN node position 
changes, the whole network should be involved in re-clus-     
tering, which makes the network topology less stable and 
requires extra control overheads. However, according to the 
DSAC protocol, only the nodes that detect PU activity 
change will engage in re-clustering, and all other CRSN 
nodes and their topology remains stable. In our experiment, 
when one PU changes status, only 2 of the 50 CRSN nodes 
are affected, as shown in Figure 10. After two merges, the 
network again converges to stable clustering, which is much 
faster than the case for CSAC. During the re-clustering,  

 

Figure 10  Comparison of dynamic stability between CSAC and DSAC. 
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the statuses of the remaining nodes and their clustering to-
pology remain the same. Their application-specific sensing 
task is not influenced. The stability of the network is thus 
preserved as much as possible. 

5  Conclusions 

In this paper, we proposed two novel spectrum-aware clus-
tering schemes for the CRSNs [11]. We first modeled the 
energy consumption particularly for the CRSN. After de-
riving the optimal number of clusters, we found that the 
CRSN energy minimization problem can be converted to an 
SSE minimization problem. By employing the groupwise 
constraints to characterize the spectrum-aware requirements, 
we proposed the CSAC algorithm and the DSAC protocol 
to solve the minimization problem. Through extensive sim-
ulation results, we further verified the effectiveness and 
efficiency of our approach. 

In the future works, theoretical performance analysis of 
the algorithm is desired. The adaptations of various PU spec-
trum occupation models can be investigated to acquire more 
robust performance. Moreover, experiments on testbeds are 
necessary before any practical implementations can be car-
ried out in the future. In summary, this paper addresses the 
problem of distributed clustering in a dynamic wireless en-
vironment, which sheds light on the study of future cogni-
tive radio systems. 
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