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Abstract—This paper presents a technique for implementing 
analog filters with wide dynamic range and low power dissipation 
and chip area. The desired dynamic range of the filter is divided 
into subranges, each covered by a different filtering path optimized 
specifically for this subrange. This results in small admittance 
levels for the individual filtering paths and correspondingly small 
power dissipation and chip area. The system provides undis­
turbed output during range switching, contrary to conventional 
automatic gain control (AGC)/filter arrangements that generate 
disturbances every time the gain of the AGC changes. We also 
report on a low-noise highly linear CMOS transconductor useful 
for high-frequency applications. A chip implementing the ideas 
of this paper was fabricated in a 0.25- m digital CMOS process. 
The intended application of the filter is channel selection in an 
802.11a/Hiperlan2 Wireless Ethernet receiver. The chip dissipates 
9 mA, occupies an area of 0.7 mm� , and maintains a signal/(noise 
+ IM3 distortion) ratio of at least 33 dB over a 48-dB signal range, 
with good blocker immunity. This performance represents at 
least an order of magnitude improvement over existing channel 
selection filters, even those that do not achieve disturbance-free 
operation. 

Index Terms—Analog filters, automatic gain control (AGC), 
channel selection filters, companding. 

I. INTRODUCTION 

ANALOG filters are often used in wireless receivers for 
channel selection, that is, to reject strong interfering chan­

nels (blockers) before analog-to-digital (A/D) conversion. This 
relaxes the resolution requirements of the A/D converter, which 
would otherwise have to digitize both the desired channel and 
the strong blockers, and results in reduced power dissipation 
and chip area for the overall receiver. Analog filters, however, 
require large power dissipation and chip area on their own, es­
pecially when they exhibit high selectivity, high frequency of 
operation, and/or large dynamic range [1], [2]. The designer 
typically has limited control over the choice of selectivity and 
operating frequency, since these are dictated by system-level de­
cisions. The chip area and power dissipation can be reduced 
by relaxing the dynamic range requirements of the filter. The 
scheme of Fig. 1 is sometimes used to this end. Here, an auto­
matic gain control (AGC) circuit is included before the filter to 
ensure that the strength of the signal presented to the latter is op-
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Fig. 1. Conventional AGC-filter arrangement. 

timal at all times, i.e., as high above noise as possible, but still 
below the overload level. This allows the filter to have a rela­
tively high noise level, resulting in small power dissipation and 
chip area. 

Due to the dynamical nature of filtering, whenever the AGC 
gain changes disturbances are generated at the output of the 
AGC-filter combination of Fig. 1. These disturbances follow the 
natural response of the filter, and thus have frequency compo­
nents within the passband, which is exactly where the desired 
output signal also resides. These in-band disturbances might af­
fect the decodability of the received signal since they cannot be 
removed, e.g., with subsequent filtering. The duration of the dis­
turbance, that is, the time it takes for the filter to settle to the new 
gain setting, is directly proportional to the quality factors of the 
filter. Therefore, filters with high selectivity, like those typically 
used for channel selection in wireless receivers, would be more 
prone to this problem. The settling problem is also expected to 
be more pronounced if the AGC has discrete gain steps, which 
is usually the case in CMOS implementations. 

The disturbances of the previous paragraph would be 
innocuous if the gain adjustment were done during the “pre­
amble” of the data frame, if one is available (the preamble is a 
time slot where no useful information is transmitted and is used 
for clock synchronization, AGC settling, etc.). However, certain 
wireless standards do not allow for a preamble. Also, there are 
cases where the AGC-filter settling problem discussed above 
would be an issue even if a preamble is used. For example, 
when a blocker suddenly appears at the input of the system, 
a new gain adjustment is required mid-frame, in which case 
the data packet might have to be dropped and retransmitted 
[3]. Another practical case where a preamble might not be 
adequate is when the strength of the desired channel itself 
varies significantly within a data frame. Finally, the duration of 
the preamble might not be enough for settling of the AGC-filter 
combination. 

Most wireless receivers in the literature are evaluated under 
“static” conditions, that is, with fixed levels of input signals. 
This is the reason why the effects described in the previous 
two paragraphs have received limited attention. In this paper, 
we propose a technique that allows for uninterrupted distur­
bance-free operation of the filter over the entire time, while still 
maintaining the power and chip area advantages of the AGC-
filter scheme of Fig. 1. 
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Fig. 2. Inserting an arbitrary filter between two amplifiers with gains � and 
���, and its effect on SNDR and UDR. 

Sections II and III describe the proposed technique and how 
this can be used in channel selection filters. Section IV describes 
the implementation of a prototype filter used to demonstrate the 
technique. This section also presents a highly linear high-fre­
quency transconductor and a low-power common-mode stabi­
lization scheme. Finally, Section V reports measured results 
from the fabricated system. 

II. “DIVIDE AND CONQUER” TECHNIQUE 

In the “divide and conquer” technique [4], gain switching 
transients are avoided by using multiple filtering paths that op­
erate all the time. Each of these filtering paths covers a fraction 
of the desired dynamic range and, therefore, requires much less 
power dissipation and chip area than what a single filter cov­
ering the whole dynamic range would need. 

In order to understand the technique, we first define the 
signal-to-noise-plus-distortion ratio (SNDR) of the filter as 
the desired output signal power divided by the sum of the 
corresponding noise and distortion powers. Consider first a 
single filter path as in Fig. 2(a). The thick line in Fig. 2(c) 
shows how the SNDR varies with the input level. For weak 
inputs, the SNDR increases with a slope of dB/dB, since 
the desired output power increases with dB/dB, while the 
noise is constant. For strong inputs, the SNDR decreases with 
a slope of dB/dB, since the desired output power increases 
with dB/dB, while the distortion power (assumed to be 
dominated by third-order intermodulation, IM3) increases with 

dB/dB. Typical filtering applications require that the SNDR 
at the output of the filter be higher than a minimum specified 
value SNDR . The range of signals over which the SNDR 
requirement is met is defined as the usable dynamic range 
(UDR) of the filter. The definitions of SNDR and UDR are 
shown in Fig. 2(c). 

Assume now that the filter of Fig. 2(a) is inserted between two 
amplifiers with gains and as shown in Fig. 2(b). Note that 
this arrangement preserves the transfer function of the system. 
The output amplifier might not be needed in certain appli­
cations, in which case it can be removed without altering the re­
sults that will be presented below (see also the discussion near 
the end of Section III). As was mentioned in Section I, filters 
with high selectivity tend to generate considerable noise and dis­
tortion. We can then neglect the noise and distortion of the input 
and output amplifiers for simplicity, in which case the SNDR 
plot of the modified system of Fig. 2(b) will simply be a shifted 
version of the original SNDR plot, as shown by the thin line in 

Fig. 3. The “divide and conquer” technique schematically. 

Fig. 2(c). We observe that, under our assumption that the ampli­
fiers are ideal, the UDR of the modified system will be the same 
as that of the original one. 

Consider now the configuration of Fig. 3(a). Here, three 
identical filters are inserted between amplifiers with appropriate 
gains. The input is applied to all three filtering paths, and all 
filters operate continuously. By suitably selecting the gains we 
can have the SNDR plots shown in Fig. 3(b). Observe that the 
required UDR is split between the three filters. For any given 
input level, one of the filters is operating at an appropriate 
SNDR level, and this filter is selected by closing the corre­
sponding switch at the output. For example, if the input signal 
is large then a path with small input gain is chosen in order to 
avoid overloading the core filter. On the other hand, if the input 
is small, then a path with a large input gain is chosen, for good 
SNR. The decision as to which filter is the optimal one can be 
made using the circuit of Fig. 3(c) which detects the strength 
of the input signal and compares it with the boundaries of the 
three ranges. 

If the input level changes, then a different filter takes over 
by closing the appropriate switch. This, however, will not intro­
duce undesired transients at the output, since the gains of the 
individual filtering paths are fixed and, therefore, no settling of 
the filters is required. The overall output simply switches be­
tween the outputs of two of the filtering paths, which in fact are 
equal since all filtering paths have the same transfer function. 

We next consider the power dissipation and total capacitance 
of the system in Fig. 3(a). Assume, as an example, that the 
desired UDR of the system is 45 dB. Each of the three filters 
in Fig. 3(a) would then need a UDR of dB. Let 
the power dissipation of each of these filters be , and the 
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Fig. 4. (a) The scheme of Fig. 3(a) modified for the fixed blocker case. (b) The same scheme for the fixed BSR case. S stands for signal and B stands for blocker. 

corresponding capacitance . If a conventional filter were used 
to cover the desired UDR of 45 dB, this filter would need to 
have 30 dB larger UDR than each of the filters in Fig. 3(a). This 
would require 1000 times smaller noise power, which could 
be achieved at the expense of 1000 times more capacitance 
and power dissipation [1], [2]. Therefore, a conventional 
filter would have a power dissipation of and a total 
capacitance of , as opposed to and , respectively, 
using the scheme of Fig. 3(a). This amounts to about 333 times 
improvement in power dissipation and capacitance (and thus 
chip area, assuming the latter is dominated by capacitance). 
Note that the power dissipation of the input/output amplifiers 
and control circuit [Fig. 3(c)] has been neglected in the above 
calculation. Therefore, a smaller savings ratio is expected in a 
real implementation; nevertheless, saving ratios of one or two 
orders of magnitude are possible. 

Instead of three, more filters can be used in the scheme of 
Fig. 3(a), which would result in larger power and chip area 
savings. Reference [4], however, shows that increasing the 
number of filters results in “diminishing returns,” while the 
more frequent switching between the filtering paths would 
eventually lead to worse performance due to nonidealities 
such as switching transients, imperfect matching between the 
filters, etc. A small number of filters, typically three, is usually 
the best choice. The technique of Fig. 3 is in a sense similar 
to the “divide and conquer” algorithms used in computer 
programming, e.g., the fast Fourier transform. In both cases, 
a difficult problem is broken into many smaller ones that are 
much easier to solve, thus saving power/chip area in one case, 
and computation time in the other, although we use many more 
filters, or solve many more problems. 

In practice, one should make the UDRs of the individual fil­
tering paths overlap somewhat. This overlap is needed to intro­
duce a hysteresis effect in the operation of the system, in order to 
prevent it from “hopping” between two filtering paths because 
of the ripple of the envelope detector, or when the input ampli­
tude is near the transition region between two subranges. 

When the input is large, paths with large input gains will be 
overloaded. This is not a problem since these paths will only be 
used when the input becomes small again. As a precaution one 
could use limiting devices across the nodes of these filters to 
ensure that they will never severely overload, in which case it 
could take some time for them to recover when needed. 

III. “DIVIDE AND CONQUER” IN CHANNEL SELECTION FILTERS 

Some modifications of the basic scheme of Fig. 3 are re­
quired when implementing channel selection filters in which 
large blockers might be present at the input of the system. Before 
presenting the corresponding design considerations, some clar­
ifications are in order. Typical wireless standards, e.g., 802.11a, 
specify the blocker levels when the desired channel is at (or 
near) the reference sensitivity power. It is not specified, how­
ever, what the blocker levels should be when the power of the 
desired channel is above reference sensitivity. Two possibilities 
have been considered: (1) the blocker power is assumed to be 
fixed at the level specified at reference sensitivity and (2) the 
blocker power is allowed to follow the desired signal power with 
a fixed blocker to signal ratio (BSR). We will be referring to 
these two cases as fixed blocker and fixed BSR case, respectively. 

Fig. 4(a) shows how the system of Fig. 3(a) should be adapted 
for the fixed blocker case. As seen in Fig. 4(a), each filtering 
path is implemented as filtering sections interleaved with am­
plification. Specific gain values, power levels, etc., have been 
used in Fig. 4 to keep the discussion as simple and intuitive as 
possible; the actual design of each filtering path, e.g., gain allo­
cation, can be performed using the analytical results of [5]. As 
seen in Fig. 4(a), the three filtering paths have different amplifi­
cations within the filter. For example, when the desired signal is 
weak [top part of Fig. 4(a)], the input is amplified before being 
applied to the first filtering section . The blocker at the 
output of is shown attenuated because of the filtering ac­
tion of . It is then allowable to amplify before filtering 
section , and so on. The bottom part of Fig. 4(a) shows 
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the corresponding situation for a strong desired signal, accom­
panied by the same blocker as before. In this case, it is not allow­
able to amplify anywhere within the filter since this would lead 
to overloading due to the desired signal. A careful analysis of the 
system of Fig. 4(a) [6] reveals that the upper filtering path (the 
one that is optimized for small desired signals) has much tighter 
noise requirements than the lower paths, since the signal level 
is limited well below the blocker, and the noise must be kept 
well below the signal level. The noise of this filter can be made 
small by scaling all its transconductances and capacitances by 
the same factor. This is shown schematically in Fig. 4(a) by de­
picting the filtering sections of the upper path larger in size. 

Fig. 4(b) shows the situation for the fixed BSR case. Observe 
that now the blocker at the input is always BSR dB stronger than 
the desired signal (compare the left and right parts of the figure). 
Because the BSR is the same for all power levels, the amplifi­
cation within the filter is the same for all filtering paths, and the 
only difference between them is in the input and output ampli­
fiers. In this case the noise requirements of the three filtering 
paths are identical, since the signal presented at the input of the 

filtering section is the same for all of them. Therefore, 
identical filters can be used in all paths. In the rest of this paper 
we have adopted the worst case scenario of a fixed BSR in order 
to extend the applicability of the results as much as possible, and 
also for simplicity in the implementation. 

As seen in Fig. 4(b) all filtering paths include amplification 
within the filter to take advantage of the attenuation of the 
blocker along the filter. If the strength of the input is detected 
and used to determine the optimal path, this amplification 
might lead to overloading due to the desired signal when the 
blocker is small or not present at all (our assumption that the 
blocker is BSR dB stronger than the desired channel refers to 
the worst case). This, for example, will be the case in Fig. 4(b) 
if the desired signal is at dBm and the blocker is absent; 
the system would then select the middle path which would 
result in overloading of . This problem can be resolved by 
detecting the strength at the output of the system: the input can 
be large due to an in-band signal or a blocker; at the output 
the blocker has been rejected eliminating this ambiguity. Note 
that the system should be designed with enough headroom to 
accommodate the blocker, when the latter is present. 

When the scheme of Fig. 4(a) or (b) is used to implement 
a channel selection filter, the output amplifiers might not be 
needed and they can be removed. This reduces the resolution re­
quirements of the A/D converter that typically follows the filter 
in a wireless receiver. The schemes of Fig. 4 then perform a 
coarse AGC/filtering operation. A fine AGC operation can still 
be performed before the A/D converter if desired. The coarse 
AGC action of the schemes of Fig. 4 then reduces the required 
gain variation of the fine AGC circuit, which results in smaller 
complexity and power dissipation for the latter. If the output am­
plifiers are removed from Fig. 4 the resulting systems are no 
longer linear time invariant (LTI). Whether this is a problem or 
not depends on the details of the demodulation algorithm used 
in the receiver. If desired, the LTI behavior of the system can be 
restored by implementing the output amplification in the dig­
ital domain, that is, after the A/D converter, an arrangement that 
does not compromise the desirable coarse AGC action of the 
system. Note that in this case the output of the filter would not 
be continuous. This does not increase the speed requirements of 

Fig. 5. Simplified block diagram of the fabricated system. 

Fig. 6. Complex filter implementation. All transconductances are in �A/V. 

the A/D since the discontinuity does not carry useful informa­
tion—only the values before and after the discontinuity matter 
as long as the A/D can properly sample those values. 

IV. PROTOTYPE FILTER DESIGN 

In this section, we discuss the implementation of a system 
demonstrating some of the ideas presented above. The system 
has been designed to perform partial channel selection in a 
802.11a/Hiperlan2 low-IF [7] receiver. Due to space limita­
tions, we restrict our attention to the most demanding data rate 
of 54 Mb/s. Based on the overall receiver planning (e.g., noise 
figure and gain allocation), it was found that the filter should 
maintain an SNDR of 33 dB over a UDR of at least 45 dB. 
The blockers were specified to be dBc and dBc for the 
adjacent and alternate channels, respectively, with respect to 
the desired channel power. 

Fig. 5 shows a simplified block diagram of the fabricated 
system. Weak signals are processed by filter A, which has the 
largest input gain and, therefore, the best noise performance, 
medium strength signals are processed by filter B, and strong 
signals are processed by filter C. Each of the core filters was de­
signed to implement a complex (or image-reject or polyphase) 
[7] bandpass transfer function with center frequency MHz 
and bandwidth 18 MHz. Fig. 6 shows the - implementa­
tion of one of the core filters [8]. 

This design assumes that the blocker power is allowed to in­
crease proportionally with the power of the desired channel as 
the latter is raised from reference sensitivity (fixed BSR sce­
nario). As explained in Fig. 4(b), the optimal performance in 
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Fig. 7. (a) Conventional arrangement used to interface the mixer with the 
channel selection filter in a receiver. (b) Arrangement used in this design: the 
mixer current is directly fed to a current-input filter. In (b), the blocker current 
is shunted to ground through the input capacitors before it gets a chance to 
develop a voltage and generate distortion. 

this case is obtained by using the same amplification within the 
core filters. The allocation of gain within the core filters was per­
formed using the analytical optimization algorithm of [5]. Note 
that no explicit amplifiers are needed since the same function 
can be performed by progressively increasing the impedance 
level within the filter (smaller capacitors near the output). The 
core filter that resulted from the optimization was scaled to 
achieve the desired SNDR of 33 dB over at least 

dB of UDR. An additional 7-dB margin was added to the 
UDR of each subfilter to allow incorporating overlap/hysteresis 
between the individual subranges, and to account for offsets, 
inaccurate MOS models, etc. The small capacitance values of 
the filters (see Fig. 6) are made possible thanks to the use of 
the divide-and-conquer technique, which allows the filter noise 
floor to be rather high. In order to avoid overloading the filter 
when a blocker is not present at the input (see Section III), the 
decision as to which is the optimal path is taken by detecting the 
envelope at the output of filter B. 

A simple envelope detector and comparators with hysteresis 
were included in the fabricated prototype. The envelope detector 
is the simple version of the circuit presented in [9]. The com­
parator consists of two competing current sources, one corre­
sponding to the envelope and the other to a reference current. 
Hysteresis was introduced by making the reference current de­
pend on the present state of the comparator. 

The three core filters of Fig. 5 are current driven to take ad­
vantage of the attenuation of the blocker at the input node [10]. 
This is explained in Fig. 7(a) and (b), which depict a simple 
single-balanced Gilbert mixer driving a voltage-input and a 

Fig. 8. Transconductor used in the filter [10]. 

Fig. 9. (a) Simulated single-ended output current of the transconductor 
as a function of the differential input voltage � . (b) Simulated � of the 
transconductor versus � . 

current-input filter, respectively. In the conventional arrange­
ment of Fig. 7(a) a large blocker will develop a large voltage at 
the input of transconductor resulting in distortion. In the 
current-input case of Fig. 7(b), on the other hand, the blocker 
current is shunted to ground through the input capacitor. The 
blocker will, therefore, be attenuated somewhat before it gets a 
chance to develop a voltage and generate distortion. 

The input currents for the three filtering paths, with the ap­
propriate scaling factors, are derived from a current mirror as 
shown in Fig. 5. In an actual receiver, the input of the cur­
rent mirror would be provided by a Gilbert-type mixer. Since 
high-frequency mixers typically suffer from significant nonide­
alities due to the small sizes of the transistors, we chose to use 
a simple stage to provide the input current. In this way, it is 
possible to evaluate the performance of the filter alone, without 
the mixer obscuring the results. The outputs of the three filters 
are multiplexed in the current domain and driven to an off-chip 
transimpedance amplifier. 
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Fig. 10. (a) CMFB arrangement used in the design. (b) Level shifter. (c) Replica biasing circuit. 

The integrating capacitors (nMOS transistors in inversion) 
were very stable in the process used ( variation of % over 
process). This allowed us to perform automatic tuning of the 
center frequency by simply “locking” a replica to a stable 
external reference resistance [11] and using the resulting bias 
voltage to bias the transconductors of the filters. No tuning 
was necessary because of the large dc gain and good high-fre­
quency behavior of the transconductors used in the design (see 
the next section). 

A. Transconductor 

The transconductor used in the fabricated filter is shown in 
Fig. 8 [10]. The linearization mechanism in Fig. 8 is related to 
that in [12]. Transistors M5 and M6 operate as source followers, 
forcing the drain–source voltages of M1–M4 to approximately 
follow the input voltage. When is small, transistors M1–M4 
are in triode and behave as linear resistors, thus linearizing the 

characteristic through source degeneration. As 
is increased from zero, the effective of the transconductor 
initially starts rolling off as would be the case with any source 
degenerated differential pair. As is increased further, tran­
sistor M2 is driven into saturation. With appropriate sizing and 
biasing of the transistors this effect can give a “bump” in the 
curve resulting in an almost equiripple characteristic, 
as shown in Fig. 9. 

The advantage of the stage of Fig. 8 is that, contrary 
to [12], the noise of the tail current source is common-mode 
and cancels in the differential output current. This point is very 

important for circuits operating with low supply voltages. If the 
noise of M7 in Fig. 8 did not cancel, one would have to bias 
M7 with a small to achieve low noise in the first place. But a 
small requires a significant gate overdrive, thus reducing the 
available headroom. One could argue that the voltages of 
M1–M4 also reduce the available headroom. This, however, is 
not a significant problem since a moderate of about 200 mV 
can result in the very good linearity performance of Fig. 9. Due 
to the cancellation of the noise from M7, the transconductor of 
Fig. 8 achieves a low excess noise factor of 2.7, including the 
contribution from a properly designed pMOS load. 

Due to its simplicity, the transconductor of Fig. 8 exhibits 
very good high-frequency performance. The input impedance 
is mainly capacitive, and can easily be incorporated in the inte­
grating capacitors of the filter. Large devices can then be used 
for good matching and large dc gain. The charac­
teristic has a parasitic pole/zero pair due to the resistive degen­
eration. It can be shown that the pole and the zero frequencies 
track (to a first-order approximation) the desired time constants 
of the filter, resulting in a very robust frequency response for the 
overall filter. 

B. Common-Mode Feedback 

The common-mode feedback (CMFB) circuit used in the 
fabricated chip is shown in Fig. 10(a). The common-mode 
(CM) voltage at the output of the main is first sensed 
at the common-source node X of an identical sensing . 
Transconductors that are already part of the filter are used for 
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Fig. 11. Microphotograph of the fabricated chip. 

CM sensing, as opposed to using dedicated ’s just for this 
purpose [13], [14]. The detected CM voltage is fed back to 
the gates of transistors Mp in Fig. 10(a) through a unity-gain 
buffer/level shifter . The level shifter was implemented as 
a cascade of a pMOS and an nMOS source followers as shown 
in Fig. 10(b). This was done because the desired level shift 
could not be achieved with a single source follower, either an 
nMOS or a pMOS. 

The CMFB loop of Fig. 10(a) has a dominant pole corre­
sponding to node A , which is the only high impedance point in 
the loop and, furthermore, the grounded integrating capacitors 
are connected there. The CMFB loop is, therefore, inherently 
fast and stable, and thus requires small power dissipation (about 
10 A per node in the fabricated system). This is in contrast to 
conventional CMFB circuits where the loop is closed through a 
high gain amplifier that compares the output CM voltage with a 
desired CM reference voltage [15]. In the latter case, the extra 
pole introduced by the CMFB amplifier significantly compli­
cates the stabilization of the loop and typically results in sig­
nificant power dissipation. The dc loop gain of the CMFB loop 
of Fig. 10(a) is , where is the of transistor Mp 
and is the output resistance at node A . In our case this loop 
gain was in the order of 40 dB. This amount of CMFB loop gain 
might be somewhat smaller than what could be obtained using 
a conventional CMFB scheme, but it is more than enough as far 
as CM stabilization is concerned. Other CMFB circuits that use 
unity-gain blocks instead of high gain amplifiers in the feedback 
path have been presented in [16]–[18]. 

The CMFB circuit of Fig. 10(a) sets the CM level to a stable 
value, which would, however, drift due to process and tempera­
ture variations if a fixed had been used. Fig. 10(c) shows a 
scheme that adjusts so that the output CM voltage equals a 
certain desired value in spite of process and temperature 
variations. This scheme is an adaptation of the one used in [10] 
and is conceptually similar to the replica biasing CMFB circuits 
presented in [17] and [18]. 

To understand the operation of the circuit of Fig. 10(c), let 
us first consider the CMFB loop of Fig. 10(a). Assume that the 
loop is broken between the output of the main and the input of 
the sensing [nodes A and A, respectively, in Fig. 10(a)], 
and that the desired CM voltage is applied at the inputs 
of the sensing . If the level shift has the right value 
then the return voltage at the output of the main should 

Fig. 12. Setup used to test the fabricated chip. 

also be . The biasing circuit of Fig. 10(c) contains a CM 
replica of the circuit of Fig. 10(a). The return voltage at node A 
in Fig. 10(c) is compared with the desired reference and 
the error is amplified and fed back to adjust the level shift 
until the return voltage becomes . The adjustment of 
is achieved by changing the bias voltage of the level shifter. 
The resulting bias voltage is used to bias all level shifters in 
the filter [Fig. 10(b)]. 

V. TESTING PROCEDURES AND MEASURED RESULTS 

In this section, we present frequency and time domain mea­
surements from the fabricated prototype. A microphotograph of 
the chip is shown in Fig. 11, where the reader can identify the 
three filters, A, B, and C, along with the other circuits com­
posing the system (see Fig. 5). 

The setup used to test the fabricated system is shown in 
Fig. 12. This is essentially the front-end of a full low-IF 
receiver. The RF signal, situated around 2.36 GHz, is downcon­
verted in quadrature with two mixers. The local oscillator (LO) 
inputs of the mixers are derived by phase shifting a 2.36-GHz 
LO. As explained in [7], mismatches between the and 
paths of a complex filter can result in the image signal leaking 
into the passband. In order to accurately assess the image leak 
of the actual filter, the and inputs provided by the test setup 
should be matched to a very high degree of accuracy; otherwise, 
mismatches in the test setup can cancel/mask mismatches in 
the actual filter and make the latter appear much better/worse in 
terms of image leak than it really is. Using variable attenuators 
and phase shifters, we were able to achieve an / imbalance 
at the input of the filter of less than 0.02 dB/ 0.1 degrees 
over the image frequency band 20 to 0 MHz. This level of 
accuracy is adequate if the image leak of the filter is in the 
order of 50 dB (see below). 

Frequency Response: Fig. 13(a) shows the amplitude re­
sponse of the three filtering paths, both and . The passband 
gains of the individual paths are seen to differ by about 15 dB. 
Apart from this intended difference, all six curves of Fig. 13(a) 
are seen to be very well matched with each other. This is more 
evident in Fig. 13(b) where we plot the error between the 
amplitudes responses with filter B as the reference ( output 
only). The amplitude error is seen to be smaller than 0.2 dB 
across the entire passband (1–19 MHz). 

Fig. 14(a) shows the phases of the and outputs of the three 
filtering paths. The phases of the and outputs differ by 90 
as expected for a complex filter. It is also seen in Fig. 14(a) that 
the phases of all outputs match very well with each other, and 
similarly for the outputs. Fig. 14(b) shows the phase error 
between the outputs of the three filters. The maximum phase 
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Fig. 13. (a) Amplitude response and (b) amplitude errors between the three 
filtering paths. 

Fig. 14. (a) Phase response and (b) phase errors between the three filtering 
paths. 

error in the passband is about 6	 , which corresponds to about 
0.5% group delay error. 
The amplitude and phase errors of Figs. 13(b) and 14(b), 

respectively, represent undesired deviations from the ideal be­
havior. Whether the measured errors are acceptable for a partic­
ular application or not can only be determined at the system level 
by evaluating the resulting performance degradation, e.g., of the 
overall receiver bit-error rate (BER). The mismatch between the 
three filters could have been improved by splitting each filter in 
two subfilters and laying them out in a common centroid fashion 
ABCCBA, where, e.g., A denotes the two half-filters composing 
filter A. 

From Fig. 13(a), the image leak of the filters can be esti­
mated to be better than 54 dB [6]. This level of image leak 
was achieved through very careful layout of the core filter. 

Fig. 15. (a) Measured SNDR of the fabricated system. (b) Output of the three 
filters with and without blockers. 

Dynamic Range: Fig. 15(a) shows the SNDR plots for the 
three filtering paths (dashed lines), and for the overall system of 
Fig. 5 (solid line). The distortion is IM3, with the two input tones 
at 10 and 11 MHz. Fig. 15(a) clearly shows the hysteresis 
effect implemented in the system. The SNDR is higher than the 
minimum required 33 dB over a 48-dB range of input signals. 

Fig. 15(b) shows the output power when the input consists of 
the desired signal ( 10 MHz) alone, the desired signal together 
with the adjacent channel blocker ( 10, 30 MHz), and the 
desired signal together with the alternate channel blocker ( 30, 

50 MHz)—a total of five superimposed curves per filter. The 
power of the alternate channel blocker was set 23 dB higher than 
the power of the desired signal, and 4 dB higher for the adja­
cent channel blocker. No measurements are reported when the 
blocker power exceeds the maximum specified in-band power 
of 1 dBm. This is a realistic assumption since the maximum 
in-band power corresponds to the linearity limit of the circuits 
that precede the filter in the receiver, e.g., the downconversion 
mixer. Fig. 15(b) only reports measurements that fall within the 
range where each filter is used. It is seen that the presence of 
the blockers causes negligible compression to the desired signal, 
which is exactly the behavior the system was designed for. 

Transient Effects: Fig. 16(a) shows the output of the 
system (see Fig. 5) when a 10-MHz sinusoid with a slowly 
varying envelope is applied at the input. The coarse AGC action 
of the system can clearly be seen. For example, at s, 
the input signal (not shown) starts becoming too small, which 
would lead to insufficient SNR. A different filtering path with 
a higher input gain and, thus, a higher SNR, is automatically 
selected at s, and the output envelope in Fig. 16(a) is 
seen to increase accordingly. Similarly, at s the input 
starts becoming too large and a path with a smaller input gain is 
selected. Note that the amplitude where the switching occurs is 
different in the two cases due to hysteresis effect incorporated 
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Fig. 16. (a) Output of the fabricated system � (see Fig. 5) in response to a 
10-MHz sinusoid with slowly varying envelope. (b) Signal of (a) after sampling 
and amplification by the inverse of the input gain. The input applied to the 
system (not shown) was similar to the waveform in (b). 

Fig. 17. Spectra: � is a 2-MHz input with a slowly varying envelope and 
� is the resulting output after amplification by the inverse of the input gain. 
The two spectra practically coincide for at least 45 dB relative to the peak. 

in the design. The waveform of Fig. 16(a) has been sampled 
and amplified by the inverse of the input gain, after subtracting 
the offsets which are mostly due to the output buffers. The 
result is shown in Fig. 16(b). No disturbance is observed in 
the resulting waveform, as expected from the discussion in 
association with Fig. 3. 

The experiment of Fig. 16 was repeated to obtain the corre­
sponding spectra. Due to limitations in our test setup (insuffi­
cient resolution at high sampling rates/large sampling intervals) 
we had to use a smaller input frequency in the frequency-domain 
experiment of Fig. 17 than in the time-domain experiment of 
Fig. 16 (2 and 10 MHz, respectively). Fig. 17 shows the spectra 
of the 2-MHz input , and the signal after the amplifi­
cation . These spectra were obtained with postprocessing in 
Matlab. The two spectra in Fig. 17 practically coincide for at 
least 45 dB relative to the peak, demonstrating that the fabri­
cated system together with digital domain amplification (see the 
last paragraph of Section III) indeed behaves like an LTI system 
achieving disturbance-free operation. 

Summary and Comparison: Table I summarizes the mea­
sured performance of the fabricated coarse AGC/complex filter 

TABLE I 
PERFORMANCE SUMMARY FOR THE FABRICATED IMAGE REJECTION 

FILTER/COARSE AGC PROTOTYPE 

TABLE II
 
COMPARISON WITH OTHER RECENTLY PUBLISHED FILTERS
 

prototype. We next compare the performance of the fabricated 
prototype with that of other recently published channel selection 
filters (Table II). The figure of merit (FoM) used as the basis for 
the comparison is defined as [19] 

(1) 

The DR is the ratio of the maximum signal (defined as causing 
33 dB of signal/IM3-distortion) to noise. The DR is defined with 
respect to in-band signals only. This FoM does some injustice 
to filters with high quality factors [1], to bandpass/complex fil­
ters, and to filters with good blocking performance; our design 
has all these properties, so the comparison is conservative. Also, 
some of the filters reported in Table II include variable gain am­
plifiers at the input or within the filter. The FoM reported in 
Table II refers to the best case noise (gain at maximum) and the 
best case distortion (gain at minimum) of these filters, so again 
the comparison is conservative. It is seen that still the fabricated 
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prototype is at least one order of magnitude more power effi­
cient than all filters in Table II, even those that do not provide 
disturbance-free operation. 

VI. CONCLUSION 

We have presented a simple CMOS-compatible technique 
for implementing analog filters with wide dynamic range and 
low power dissipation and chip area. Multiple filtering paths 
with small power and chip area are used, each optimized for 
portion of the desired total dynamic range. Depending on the 
strength of the signals processed by the system, one of these 
paths is automatically selected and connected to the output. 
Since the subfilters operate continuously, no settling transients 
are observed when switching to a different filtering path, 
contrary to the case of conventional AGC-filter combinations. 
We have discussed the applicability of this scheme in the case 
of channel selection filters. We have presented a highly linear 
low-noise high-frequency transconductor circuit, as well as 
a power-efficient common-mode stabilization scheme that 
utilizes unity-gain buffers. A 9-mA 0.7-mm 1–19-MHz com­
plex filter has been implemented in a 0.25- m digital CMOS 
process to demonstrate the ideas in this work. The fabricated 
prototype maintains a signal/(noise IM3 distortion) of at 
least 33 dB over a 48-dB range of signals with good blocker 
immunity. 
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