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in visited and/or painted caves for preservation purposes or 
to understand paleoclimate recording in speleothems.

1 Introduction

CO2 stable isotopes are widely used to study the sources 
and fates of carbon in the atmosphere, hydrosphere and geo-
sphere, as well as the exchanges between these reservoirs.

For around 10 years, commercial analyzers have been 
available, based on isotope ratio infrared spectroscopy 
(IRIS). These analyzers have a high temporal resolution 
and low power consumption and allow long-term continu-
ous in situ monitoring of carbon isotopes in the field, which 
was not possible with classical isotope ratio mass spectrom-
etry (IRMS). Several IRIS analyzers now exist for meas-
uring CO2 carbon and oxygen isotopes that are based on 
different technologies [1–5]. However, studies using such 
commercial analyzers have revealed difficulties to obtain 
reliable and accurate data. They also emphasized the need 
for users to thoroughly assess the analyzers’ performance 
in the field and to establish calibration strategies to correct 
raw data for the identified biases [3, 6]. Commercial IRIS 
instruments are often designed for atmospheric monitoring 
and present good accuracy at low and not strongly vari-
able CO2 concentration [3, 7, 8]. But there is also a need 
for carbon isotope monitoring at higher and more variable 
concentrations, in volcanic [2] or underground [9] envi-
ronments, as well as for soil [10] and fermentation plants 
monitoring [11].

Here we focus on CO2 carbon isotope monitoring in 
geological media, where the CO2 concentration is large and 
is known to be variable [12, 13]. First, the performances of 
the commercial analyzer were determined in the laboratory 
in terms of precision, linearity and response time, allowing 
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to establish a data processing method. Then, we apply the 
method to the monitoring of CO2 in the atmosphere of an 
underground cavity during several months. The carbon 
cycle is investigated at the Roselend Natural Laboratory 
(French Alps) using isotope ratios, in order to identify the 
carbon sources and fates, to quantify respective fluxes, 
to appreciate the dynamics of the carbon system and to 
explain it in terms of forcing factors. Crystalline rocks, pre-
sent around the Roselend tunnel, have indeed been showed 
to be net sources of CO2 to the atmosphere [14]. This arti-
cle aims to show what can be done with supposedly easy-
to-use commercial instruments and to emphasize the work 
that is required to obtain accurate and reliable data as well 
as the numerous caveats and the large uncertainties.

2  Materials and methods

2.1  Commercial laser-based isotope analyzer

In this study, we used the Los Gatos Research CCIA-EP 
(CO2 Carbon Isotope Analyzer-Enhanced Performance, 
purchased in mid-2011), a commercial IRIS analyzer based 
on off-axis integrated cavity output spectroscopy. The tech-
nique is described in detail in [15]. This is an enhanced per-
formance version of the instrument presented in [6]. It is 
mainly characterized by a better thermal insulation, aimed 
at decreasing the observed large sensitivity to external tem-
perature variations. CO2 concentration, carbon and oxy-
gen isotopes, as well as water content, are measured using 
absorption lines around 2.05 µm (D. Baer, pers. comm.). 
Pressure and temperature in the optical cavity are con-
stant at 45.20 ± 0.05 °C and 39 torr, respectively. Air flow 
through the instrument is driven by its internal diaphragm 
pump and is around 0.5 L min−1. Data acquisition is done 
at 1 Hz.

Here, we mainly focus on the CO2 carbon isotope meas-
urement because, from our point of view, oxygen isotope 
measurement with this instrument still requires improve-
ment in precision and in the availability of calibration 
standards. CO2 carbon isotope composition is reported as 
δ13C versus VPDB standard (Vienna Pee Dee Belemnite), 
and reported in per mil (‰), where

where R = ([13C]/[12C])CO2
.

2.2  Reference gases

Reference gases (Air Products) were used for the per-
formance assessment of the analyzer in the laboratory as 
well as for calibration during field monitoring. For the 
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reference gases to be as close as possible to the measured 
gases, they consisted of CO2 in a matrix with 78 % N2, 
21 % O2 and 1 % Ar. Both these reference gases and the 
sample gases are passed through a drying unit, to keep 
moisture as constant and as low as possible in the analyzer. 
This drying unit (Fig. 1) consists in a 30-cm Nafion® tub-
ing embedded in a desiccant (Drierite®) mounted in line 
with another Nafion® tubing embedded in a stainless tube, 
with a counterflow of dry air provided by the exhaust of 
the analyzer. This drying unit works as a true drying unit 
for the moist sample gases (with average moisture content 
of 12,000 ppm), whereas it actually acts as a humidifier for 
the dry reference gas streams. The average moisture con-
tent downstream this drying unit is of few thousands ppm. 
Reference gases A, F and G (Table 1) were used for the 
performance assessment in the laboratory. Reference gases 
B–E were used for calibration during field monitoring. 
CO2 concentrations of these reference gases correspond 
to the minimum and maximum values of CO2 concentra-
tion expected during monitoring, about 350–900 ppm. All 
CO2 and H2O concentrations are reported in parts per mil-
lion per volume, noted ppm for the sake of brevity. CO2 
concentrations are known within 0.5 % from the certified 
values given by the manufacturer. The δ13C values of these 
reference gases were measured by CF-IRMS (Gas Bench 
II and DeltaPlusXP, Thermo Finnigan) at the Institut de 
Physique du Globe de Paris. Precision on δ13C values is 
better than 0.3 ‰.

2.3  Performance assessment in the laboratory

Three tests were conducted in the laboratory to assess the 
performance of the analyzer.

First, the Allan–Werle deviation is a widely accepted 
tool in the diode-laser spectroscopy community that quanti-
fies the intrinsic precision of the analyzer and highlights its 

Fig. 1  Experimental setup used for in situ monitoring of CO2 con-
centration and δ13C in the Roselend Natural Laboratory. See text for 
details. In the drying unit, the dashed lines stand for Nafion® tubings, 
the shaded zone for Drierite®
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stability or drift, in order to determine data integration time 
and frequency of calibrations. It is defined as the deviation 
between adjacent data as a function of data averaging time 
[16, 17]:

where τ is averaging time, 〈〉 is the expectation value, and 
k and k + τ are adjacent averaged data. The Allan–Werle 
deviation was determined from 2-h-long continuous meas-
urements of reference gases, for CO2 concentration as well 
as for carbon and oxygen isotope compositions. This was 
done for three reference gases (A, F and G) with concentra-
tions of 300, 2,002 and 17,800 ppm CO2.

Second, the response time of the analyzer following a 
stepwise change of concentration and isotope composition 
of the inlet gas was determined by switching between two 
reference gases (A–F, A–G and F–G). The response time 
determines the high-frequency limit of the CO2 dynamics 
that can be retrieved with this analyzer.

Third, the δ13C dependence on CO2 concentration is 
known to be one of the largest sources of uncertainty 
for IRIS analyzers [3, 7, 9, 18, 19] and needs to be care-
fully checked. Reference gases with 17,800 as well as 
2,002 ppm CO2 concentrations (F and G, Table 1) were 
stepwise diluted by CO2-free synthetic air with 78 % N2, 
21 % O2 (Air Products), using two mass flow controllers 
(SLA5850S, Brooks, range 1 L min−1). We assume that the 
mass flow controllers induce no fractionation.

The enhanced version of the Los Gatos Research IRIS 
analyzer has an improved thermal insulation, and meas-
urements were taken either in the laboratory where tem-
perature is controlled (at ±0.3 °C) or in an underground 
tunnel where the temperature is naturally very stable 
at 7.2 ± 0.2 °C. We therefore did not have to investi-
gate the effect of ambient temperature variations on the 
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measurement, which has nonetheless been shown to be a 
large source of drift and error [6, 7].

2.4  Monitoring of CO2 carbon dynamics in an 
underground cavity

The study site is the Roselend Natural Laboratory [20], 
located in the French Alps. This underground research 
laboratory mainly consists in a horizontal tunnel hosted in 
bare fractured crystalline rocks. The tunnel is 128-m long, 
with a 2.4-m diameter. It is naturally ventilated by ambient 
atmospheric air at its open end. All along the tunnel, water 
is dripping from rocks. At mid-length of the tunnel, a side 
excavation of approximately 9 m length and 3 m width, 
called Inner Room, was roughly isolated by a steel door 
and sealing foam.

An IRIS analyzer had already been used at this site to 
measure CO2 carbon dynamics in a small borehole [6]. 
Here we present a long-term monitoring of CO2 dynam-
ics in the tunnel and in the Inner Room. The analyzer was 
installed in a portion of the tunnel where the water drip 
rate is very low, so that it did not require to be especially 
protected.

The experimental setup of the analyzer for in situ con-
tinuous monitoring is shown in Fig. 1. A multi-inlet unit 
with eight ports (MIU, Los Gatos Research) was used to 
automatically switch at selected time periods between the 
streamlines, one from the open tunnel, one from the iso-
lated Inner Room and two from the non-diluted reference 
gases (B and E in 2013, C and D in 2014). The drying unit 
was installed between the MIU outlet and the analyzer inlet 
(Fig. 1). Air was drawn from the tunnel and from the refer-
ence gas cylinders through 6.4-mm external diameter PFA 
tubing. A similar, 8-m long tubing, passing through the 
rock above the Inner Room’s door, was used to draw air 
from the Inner Room. This tubing was inserted 2 m inside 
the Inner Room. A pressure gauge and a 10-psi check valve 
(Swagelok®) were fixed at the inlet of the CCIA-EP, in 
order to prevent any overpressure that would damage the 
analyzer (Fig. 1).

During the monitoring period, from April to June 2013, 
and then from May to July 2014, the analyzer was measur-
ing at 1-Hz rate the CO2 concentration and δ13C of air from 
the tunnel or from the Inner Room. The MIU automati-
cally switched between the two sample streamlines every 
2 h, while the high- and low-concentration reference gases 
were measured every 8 h during 5 min. The concentration 
dependence of the analyzer was checked manually every 
month, following the protocol presented above. This proto-
col has been defined according to the results of experiments 
about performance of the analyzer. No data were recorded 
during several periods due to various types of failures (laser 
drift, software error and power surge).

Table 1  CO2 concentration and carbon isotope composition δ13C of 
the reference gases used in this study

a Determined gravimetrically by the manufacturer (Air Products), 
1σ = 0.5 %
b Determined by CF-IRMS at Institut de Physique du Globe de Paris

[CO2] (ppm)a δ13C (‰)b

A 300.5 −35.5 ± 0.2

B 392.0 −42.4 ± 0.4

C 399.2 −35.8 ± 0.8

D 500.6 −36.4 ± 0.3

E 898.5 −35.5 ± 0.1

F 2,002 −35.2 ± 0.4

G 17,800 −39.6 ± 0.2
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3  Results

3.1  Performance of the analyzer

The Allan–Werle deviations for δ13C and δ18O were calcu-
lated following Eq. (1) [16, 17] and are presented in Fig. 2. 
Precision, given by the Allan–Werle deviation, increases 
with averaging time due to white noise averaging and also 
increases when CO2 concentration increases (Fig. 2). At 
CO2 concentration higher than 2,000 ppm, the optimum 
precision (σ = 0.05 ‰) for δ13C is reached for an averag-
ing time of 200 s; while at 300 ppm, the optimum preci-
sion (σ = 0.08 ‰) is only reached after 900 s. For longer 
averaging time, precision gets worse due to long-term 
drift. A good precision (σ = 0.02 %) on CO2 concentration 
is obtained at 60 s averaging time. The precision on δ18O 
measurement (Fig. 2b) is one order of magnitude worse 
than of δ13C (Fig. 2a). An averaging time of 20 min is thus 
required to obtain a precision of σ = 0.4 ‰ for δ18O.

As several combinations of reference gases were used to 
determine the response time of the analyzer, data were first 
normalized to the difference in concentration or isotope 
composition between the two measured gases. How fast the 
analyzer reaches a new steady state after a stepwise change 
in inlet composition is quantified using the 5–95 % response 
time [21], i.e., the time needed for the measurement to go 
from 5 to 95 % of the difference between the initial and final 
values. After a change in the sample gas concentrations and 
delta values at the inlet of the multi-inlet unit, the analyzer 
response remains stable and equal to the initial values for 
some time, while the inlet gas has already been changed. 
This delay is interpreted to be due to piston-like propaga-
tion of air through the tubing between the multi-inlet switch-
ing valve and the inlet of the optical cavity in the analyzer. 
The average delay that was obtained for this propagation is 
20.3 ± 1.7 s and does not depend on the difference in con-
centration or isotope composition. Then, a classical expo-
nential increase or decrease response was observed, with a 
5–95 % response time on average of 30 s for CO2 concen-
tration and 60–100 s for isotope composition values. This 
response time suggests the existence of dead volumes in the 
instrument that take some time to be purged. Response time 
cannot be reduced with the commercial analyzer used in this 
study, because cell pressure and flow rate cannot be changed.

Stepwise dilution with zero air was performed and 
repeated at various time intervals, for the two reference 
gases having 2,002 and 17,800 ppm CO2 concentrations (F, 
G, Table 1). Results for δ13C are presented in Fig. 3. The 
dependence of δ13C on the CO2 concentration can be up to 
19 ‰ in the concentration range 300–17,800 ppm, and 6 ‰ 
in the more limited concentration range 300–1,000 ppm. At 
high CO2 concentrations, typically higher than 5,000 ppm, 
the dependence law is linear (Fig. 3a), with quite a good 

reproducibility of the slope (0.0013 ± 0.0002 ‰ ppm−1). 
At low CO2 concentration, the situation is more complex. 
The dependence law appears to be stable at the hourly 
timescale (data not shown). At the daily timescale, a strong 
variability is observed (Fig. 3b). However, the dependence 
law keeps the same shape, being randomly shifted (up to 
5 ‰ in 24 h). This leads to propose a simple way to han-
dle this correction while using the analyzer unattended: 
the shift and global shape of the law are evaluated every 
few hours by automatically running at least two reference 
gases, while the more detailed shape of the dependence law 
must be checked every month by manually running a step-
wise dilution of a reference gas.

3.2  Calibration and data processing

For each data set acquired in the field, temperature in 
the optical cavity was monitored. It was stable within 

Fig. 2  Allan plots for a δ13C and b δ18O of CO2 from three reference 
gases. Allan–Werle deviations were computed following [17], for 
reference gases with concentrations of 300 ppm (black), 2,002 ppm 
(dark gray) and 17,800 ppm (light gray). Precision (σ) for 1 s and 
60 s averaging times, as well as best precision (σmin), are summarized 
in tables
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±0.05 °C; therefore, no temperature correction was 
applied. While water concentration measured in the tunnel 
without using the drying unit was around 12,000 ppm, the 
measured water concentration using the drying unit slowly 
increased from 1,000 to 5,000 ppm during the whole meas-
urement period, indicating the decreasing efficiency of 
the drying unit as the Drierite got progressively saturated. 
Longer Nafion tubing and more Drierite may mitigate 
this problem. Humidity levels were on average 1,000 ppm 
higher in samples than in reference gases. These humidity 
values, reduced and similar in sample and reference gases, 
allow us to reduce uncertainty linked to measurement and 
calibration.

Based on the above performance and concentration 
dependence measured in the laboratory, as well as on meth-
odologies proposed by others [3, 7], the following calibra-
tion method was used to process the raw data. Raw data 
files from the CCIA-EP analyzer were first handled with a 
program written in Fortran, in order to:

1. sort out the data for the two samples and the two refer-
ence gases that were measured,

2. remove 2 min of data after switching from one sample 
to another,

3. reduce the amount of data by averaging them on a 
1-min basis.

Although the 1-min averaging of the raw data does not 
give the best precision, as shown by the Allan–Werle devia-
tion, this averaging time was chosen in order to reduce the 
large amount of data acquired at 1 Hz, while keeping a good 
temporal resolution. The two measured reference gases are 
used for calibrating concentrations as well as δ13C values, 
taking into account the dependence on concentration. From 
300 s of measurement of the two reference gases conducted 
every 8 h, the first 100 s are removed, and CO2 concentra-
tion and δ13C values are averaged over the last 200 s. This 
leads to one average value of CO2 concentration and δ13C 
every 8 h, for each reference gas. A linear time interpolation 
is then used to reconstruct the time series of reference CO2 
concentration and δ13C with a 1-min time step.

A linear calibration of the raw CO2 concentration 
([CO2]meas) is then applied:

where [CO2]corr is the corrected CO2 concentration and q(t) 
and r(t) are the two calibration parameters, which vary with 
time. These parameters are determined at each time step 
(i.e., every minute in the presented case) from the inter-
polated CO2 concentrations for the two reference gases. 
The corrections for the concentration dependence on δ13C 
measurement, as well as calibration of δ13C value against 
the international PDB scale, are then applied. As we have 
no physical model for the concentration dependence law, 
and based on the concentration dependence measurements 
(Fig. 3b), we chose a linear relation between the shift on 
δ13C and the CO2 concentration:

where (δ13C)meas is the raw value of carbon isotope compo-
sition given by the analyzer, (δ13C)corr is the corrected value 
in the PDB scale, [CO2]corr is the concentration after cali-
bration using Eq. (3), and u(t) and v(t) are two calibration 
parameters which vary with time. These parameters are 
determined from the interpolated δ13C values for the two 
reference gases. This relation is valid and can be applied 
only for CO2 concentrations in the range 400–1,000 ppm, 
where the concentration dependence law was shown to be 
linear (Fig. 3b). Corrected CO2 concentration and δ13C data 
are finally averaged with a 1-h time step. This time step 
gives a good accuracy, with a temporal resolution that is 
high enough to investigate most dynamics. The calibration 
and averaging procedures were automated using a MAT-
LAB program.

(3)[CO2]corr − [CO2]meas = q(t) · [CO2]meas + r(t)

(4)
(

δ
13C

)

corr
−

(

δ
13C

)

meas
= u(t) · [CO2]corr + v(t)

Fig. 3  Concentration dependence of δ13C measurement. a up 
to 17,800 ppm CO2; b in the range 400–2,000 ppm CO2. δ

13C is 
reported as raw values. Stepwise dilutions of reference gases G (a) 
and F (b) with CO2-free air were repeated several times
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3.3  Long-term field monitoring in an underground cavity

The raw measurements of the reference gases are pre-
sented in Fig. 4. When the analyzer was running unat-
tended for weeks, large drifts of δ13C values were 
observed, especially between May and July, 2014. The 
temporal evolution of the calibration parameters q(t), r(t), 
u(t) and v(t), calculated as explained above, is shown in 
Fig. 5. The intercepts r(t) for [CO2] calibration (Fig. 5a) 
and v(t) for δ13C calibration (Fig. 5b) particularly vary 
with time, while the slopes q(t) and u(t) vary less. This 
is consistent with the previous observation that the con-
centration dependence law is randomly shifted with 
time, while varying monotonously on a daily timescale 
and keeping the same shape. Corrections that have to be 
applied to the raw δ13C values are of large amplitude, 
typically on average of −8 ‰, and vary with time. This 
seriously decreases the accuracy and the precision of the 
measurements.

The raw data obtained for the tunnel and the Inner 
Room were processed as detailed in the previous section. 
The corrected CO2 concentration and δ13C values are pre-
sented in Fig. 6. CO2 concentrations range from 400 to 
1,000 ppm in the tunnel and from 530 to 800 ppm in the 
Inner Room. δ13C values in the tunnel and in the Inner 
Room range from −4 to −20 ‰. In the tunnel, transient 
peaks of CO2 concentration are observed on April 12, 
2013, April 27, 2013, June 4, 2013, May 21, 2014 and July 
11, 2014, because of the addition of CO2 produced by the 
breathing of people working in the tunnel. In 2014, these 

CO2 peaks are also observed in the Inner Room, simulta-
neously with those in the tunnel. In April 2013, CO2 con-
centration is observed to increase from 590 to 800 ppm in 
the Inner Room.

Fig. 4  Reference gases measurements of δ13C (a) and CO2 concen-
tration (b) during a total of 3 months (April and June 2013, May to 
July 2014). The analyzer was set up in the tunnel. Two reference 
gases with high (gray, E in 2013, D in 2014) and low (black, B in 
2013, C in 2014) CO2 concentrations were measured and used for 
calibration. See Table 1 for their CO2 concentration and δ13C values. 
Reported data are 1-min averages

Fig. 5  Temporal stability of calibration parameters during the field 
monitoring period. a Slope q(t) (black) and intercept r(t) (gray) of 
the CO2 concentration correction according to Eq. (1). b Slope u(t) 
(black) and intercept v(t) (gray) of the δ13C correction according to 
Eq. (2)

Fig. 6  Monitoring of δ13C (a) and CO2 concentration (b) in the tun-
nel (black) and the Inner Room (red) from April to June 2013, and 
May to July 2014. Reported data are corrected, 1-h averages, after 
2-point calibration using reference gases measured every 8 h (cf 
Fig. 3). Contamination by human breathing appears as spikes in CO2 
concentrations and negative excursions in δ13C. Squares correspond 
to δ13C values measured by CF-IRMS on discrete samples taken from 
the tunnel (black) and the Inner Room (red)
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4  Discussion

4.1  Real-life performance of the IRIS analyzer 
and recommendations

Here we give some recommendations for in situ monitoring 
with the LGR CCIA-EP analyzer that can be extended to 
other commercial IRIS analyzers. A major focus has to be 
made on two points: (1) the instability of the analyzer with 
time and (2) the strong dependence of the measured δ13C 
on CO2 concentration.

4.1.1  Dealing with the temporal instability of the analyzer

It is generally noted that currently available IRIS analyzers, 
which display high theoretical and short-term laboratory 
performances, have significantly degraded performances 
when set in outdoor conditions. In addition to the intrinsic 
functioning of the analyzer and the aging of the laser, the 
long-term drift of the analyzer is caused by environmental 
parameter changes such as temperature and humidity. The 
sensitivity of the instrument to these varying conditions 
must then be carefully characterized in order to correct the 
raw data. In order to reduce the amplitude of corrections, 
we strongly advise users to work at regulating as much as 
possible the climatic ambiance of the analytical system. In 
particular, it is better to keep the water concentration as low 
and stable as possible, by drying sampled air and arranging 
the same amount of water in samples and reference gases.

Even if it is better to limit the amplitude of the cor-
rections as much as possible, the errors induced by vari-
able temperature or water concentration could also be 
considered and corrected if it is not possible to have such 
a well-controlled environment as in this experiment. Fur-
ther experimental studies on the role of water content, and 
more generally on matrix effects, on δ13C measurement are 
required for a better understanding of the induced errors.

Although not mentioned in the instruction manual and 
not straightforward for all users, it is recommended that the 
analyzer run uninterrupted in order to limit instabilities and 
drifts. Because of this limited stability of the instrument, 
the status of the analyzer and of the measurements must be 
checked at least every week, and the potential laser wave-
length drift as well as the quality of the fit of the absorption 
lines must be controlled.

Even if measurements are taken every second, an inte-
gration time of several minutes up to 1 h is required dur-
ing field monitoring, in order to obtain a precision better 
than 0.5 ‰ for δ13C. At the moment, the LGR CCIA-EP 
does not allow us to investigate faster temporal dynamics, 
such as high-frequency data required for eddy covariance 
[22]. The eddy covariance (also known as eddy correlation 
or eddy flux) is a key atmospheric measurement technique 

to measure and calculate vertical turbulent fluxes within 
atmospheric boundary layers.

4.1.2  Dealing with the strong concentration dependence 
of the isotope ratio

The large amplitude of the concentration dependence 
correction (up to 8 ‰ for concentrations in the range 
300–800 ppm) is the major source of uncertainty. A lin-
ear approximation for the concentration dependence law 
is commonly used for IRIS analyzers [3, 7, 18]. The con-
centration dependence law obtained in this study is consist-
ent with this approximation, as least in the limited range 
of concentration that was investigated. A linear law proved 
to perform well for calibration of δ13C values during field 
monitoring. If fundamental spectroscopic information on 
the analyzer were available, this could potentially be used 
to determine the shape of the concentration dependence 
curves, based on physical principles. At present time, users 
have to rely on empirical laws with no spectroscopic basis.

Because of the instability of the analyzer, reference 
gases have to be measured frequently, at least twice a day, 
to track the concentration dependence law. As a linear law 
was used, at least two reference gases must be analyzed. 
These reference gases have to be carefully chosen to have 
the same matrix composition and to bracket the range of 
CO2 concentrations of the measured air.

Even if it was not the case in this study, addition of a 
third reference gas, with CO2 concentration in the measured 
range, would be very useful as a quality check. Regular 
checks of the concentration dependence law, on a weekly 
basis, are highly recommended in order to track any change 
in shape or too large drift. Validation of IRIS data against 
the traditional IRMS method is strongly advised. This was 
done here, at least with a limited number of comparison 
points. The agreement, and therefore the analyzer’s perfor-
mance, is not fully satisfactory, with a variable discrepancy 
of 1–4 ‰ (Fig. 6). As shown by the Allan–Werle deviation 
(Fig. 2a), a large uncertainty of 1–3 ‰ is expected due to 
the interval of 8 h between calibrations. This time inter-
val could be reduced to 1 h, to reduce uncertainty, while 
keeping a reasonable consumption of reference gases and 
enough time for sample measurements.

4.2  Natural δ13C dynamics in an underground cavity

4.2.1  Contamination by human breathing and ventilation

Large peaks in CO2 concentration are observed in the tun-
nel on April 12, 2013, April 27, 2013, June 4, 2013, May 
21, 2014 and July 11, 2014. They occurred when visits or 
field works were conducted in the tunnel and result from 
contamination by human respiration.
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While all events increased CO2 concentration, only the 
largest (on May 21, 2014) significantly modified its δ13C, 
with a small negative peak (Fig. 6). Human breath has δ13C 
values between −20 and −23 ‰, with CO2 concentration 
of several percent [23–25]. As the isotope signature of 
human breathing is lower than that of the background in the 
tunnel (δ13C ≈ −8 to −15 ‰), the resulting δ13C decreases 
during CO2 peaks. In comparison, human breathing imprint 
in the air of the Inner Room was limited, thanks to its 
closed and roughly isolated door. However, the appearance 
of peaks in the Inner Room in May, 2014, indicates that the 
Inner Room became less isolated from the tunnel.

A simple mixing model between CO2 in the tunnel air 
and CO2 from human breathing can thus be used:

where x is the fraction of contamination, Cpeak (resp. δpeak) 
refers to peak value of CO2 concentration (resp. carbon iso-
tope composition), Ctun (resp δtun) are the corresponding 
values in the tunnel before the peak and Cbreath (resp. δbreath) 
the values for human breathing. Peak and tunnel values are 
taken from the measurements; carbon isotope composition 
of exhaled air is supposed to be −23 ‰ [23]. From Eqs. (5) 
and (6), CO2 concentration in exhaled air is found to be 
around 15,000 ppm and the volume fraction of contamina-
tion by human breathing to be of 2 %. This value of Cbreath 
is lower than the few % measured directly in the exhaled 
air [24], which is explained by the rapid dilution of exhaled 
air by the low CO2 concentration tunnel air.

Depending on how many people are present in the tun-
nel, how long they stay and where they are located (or 
moving) with respect to the inlet of the IRIS analyzer, the 
shapes of the peaks may vary. A characteristic exponential 
decay results from the natural ventilation of the tunnel [26, 
27]. These transient CO2 perturbations by human breath-
ing can be used to quantify the natural ventilation in the 
tunnel. Assuming that the source of the CO2 perturbation 
is no more active after the peak and using a box model to 
describe the decay of the CO2 concentration, the following 
equation is obtained:

where C(t) is the CO2 concentration measured in the tunnel, 
Ci is the maximum peak concentration, C∞ the background 
CO2 concentration in the tunnel, and λv is the ventilation 
rate (in s−1). For the large CO2 peak measured in the tunnel 
between May 21 and 28, 2014, Ci = 715 ppm is the maxi-
mum initial concentration and C∞ = 425 ppm is the final 
stable concentration after decay (Fig. 6). The best fit of the 
decay curve (R2 = 0.91) is obtained for a ventilation rate 
λv = 1.0 ± 0.2 10−5 s−1. This value of the ventilation rate 

(5)Cpeak = x Cbreath + (1 − x) Ctun

(6)δpeak · Cpeak = x δbreath · Cbreath + (1 − x) δtun · Ctun

(7)C(t) = (Ci − C∞) · e−�vt + C∞

is similar to the one obtained from other tracers (222Rn and 
SF6) for the same area of the tunnel [24]. A modified box 
model can then be applied to obtain the evolution of δ13C in 
the tunnel during the decay of the CO2 concentration:

where δi and δ∞ are, respectively, the peak and background 
carbon isotope compositions of CO2. With the value of 
the ventilation rate determined above for the decay of the 
CO2 concentration, an acceptable fit of the δ13C evolution 
is obtained (R2 = 0.45). This poorer fit is explained by the 
limited range of variation in the δ13C values, not so large 
compared to the precision of the analyzer.

4.2.2  Contributing fluxes of CO2

First, discarding the peaks of anthropogenic origin, the 
averaged background CO2 concentrations in both the tun-
nel and the Inner Room are higher than that measured in 
the atmosphere (390 ± 10 ppm [28] ), with 410 ± 10 and 
550 ± 10 ppm, respectively. Second, the increase in CO2 
concentration observed in the Inner Room in April 2013 is 
lower than the more abrupt peaks of breathing contamina-
tion and occurred when there were no people working in 
the tunnel. These two observations have to be explained by 
another CO2 source in addition to atmosphere and respira-
tion. These CO2 excesses indicate that a CO2 flux is coming 
from the rock (hereafter referred to as geogenic CO2) and 
allow us to estimate this flux. A simple mass balance leads 
to the differential equation governing the CO2 concentra-
tion in the tunnel or the Inner Room:

where C is the CO2 concentration in the tunnel or in the 
Inner Room, S (resp. V) is the surface area of the walls (in 
m2) (resp. the volume in m3), R is the ideal gas constant, T 
is the tunnel temperature (in K), Pa is the average atmos-
pheric pressure (850 hPa at the Roselend Natural Labora-
tory), MCO2

 = 44 g mol−1 is the molecular mass of CO2, 
Ca = 380 ppm is the CO2 concentration in the atmosphere, 
λv is the ventilation rate (in s−1), and Ф is the flux of CO2 
released by the rock (in g m−2 day−1). At steady state, the 
flux Ф can be calculated from the average CO2 concentra-
tion C∞ that is measured in the tunnel or in the Inner Room 
according to the following equation:

Using a ventilation rate of 1.0 × 10−5 s−1 in the tunnel, 
as determined previously, a lower value of 3 × 10−6 s−1 

(8)δ
13C(t) =

(δi · Ci − δ∞ · C∞) · e−�vt + δ∞ · C∞

(Ci − C∞) · e−�vt + C∞

(9)
dC

dt
=

S

V

RT

PaMCO2

� − �v(C − Ca)

(10)� =
V

S

PaMCO2

RT
�v (C∞ − Ca)
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in the Inner Room (according to [26]), and steady state 
concentrations of 410 and 550 ppm in the tunnel and the 
Inner Room, respectively, we obtained CO2 fluxes of 
0.02 g m−2 day−1 in the tunnel and 0.05 g m−2 day−1 in 
the Inner Room. These values are 5–10 times lower than 
the one of 0.11 g m−2 day−1 previously obtained in a bore-
hole (Perm 4) that laterally extends 2.3 m into the host rock 
from the tunnel wall [6]. This difference is explained by the 
difference of the spatial scale of the surfaces contributing 
to the CO2 flux (0.06 m2 for the borehole, 61 m2 for the 
Inner Room, and 98 m2 for the portion of tunnel where the 
analyzer is installed and which is delimited by plastic cur-
tains [26] ). While the small borehole Perm 4 represents a 
high CO2 flux end-member, rock areas with high and low 
fluxes (corresponding chiefly to matrix-dominated and 
fracture-dominated areas) are averaged in the larger tunnel 
and Inner Room.

4.2.3  Sources of CO2

Carbon isotope composition gives insights into the sources 
of CO2 production and release from rocks. The data 
obtained in this study using the IRIS analyzer, in both the 
tunnel and the Inner Room, are plotted in a Keeling plot 
(δ13C vs. 1/[CO2], Fig. 7). Discrete air samples were also 
taken for CF-IRMS analysis from borehole Perm 4 and 
from Chamber C. Chamber C is a 60 m3 cavity, similar 
to the Inner Room, but isolated from the tunnel by an air-
tight wall. Both Chamber C and borehole Perm 4 were 
completely isolated from the tunnel during the experi-
ment, which allows CO2 to accumulate and leads to con-
centrations higher than those obtained in the tunnel and 
in the Inner Room. Both Chamber C and borehole Perm 4 
remained free of contamination by human breathing.

CO2 in these four environments, tunnel, Inner Room, 
Chamber C and borehole Perm 4 consists in a mixing 
between atmospheric CO2 and geogenic CO2. This two 
end-member mixing corresponds to a linear trend in a 
Keeling plot. This is indeed what is observed here with the 
whole data set (Fig. 7). The carbon isotope composition of 
the CO2 released by the rock is given by the intercept of the 
mixing line with the vertical axis, following [29, 30]. The 
obtained value of δ13C = −25 ± 3 ‰ is consistent with 
that of −23.7 ± 0.5 ‰ obtained from a flux measurement 
performed in borehole Perm 4 [6].

Such isotope composition is at first order consistent 
with that of the CO2 degassed from HCO3

− dissolved in 
water dripping from the roof of the tunnel (with pH in the 
range 7.7–8.1) [6]. The δ13C value of dissolved HCO3

− was 
measured at −10.9 ± 1.5 ‰ [14], and the isotope fractiona-
tion at 7 °C between CO2 and dissolved HCO3

− is −9.6 ‰ 
[31, 32], which leads to a δ13C value of −20.5 ± 1.5 ‰ 
for degassed CO2. This range in isotope composition of 

HCO3
− is consistent with production by microbial and 

plant respiration of C3 organic matter [33], in the soil at 
the surface and in the 55 m of rocks above the tunnel, with 
some contribution from weathering of carbonate minerals 
[34].

No clear seasonal variability can be seen in the obtained 
data, neither for CO2 concentration nor for δ13C values 
(Fig. 6). In the Inner Room, no change in δ13C occurred 
during the increase in CO2 concentration observed April 
2013. This suggests an increase in the intensity of the CO2 
flux released by the rock without the addition of another 
CO2 source.

Further monitoring would be required to investigate 
in more detail the temporal variability of carbon isotope 
composition in dissolved HCO3

−, degassed CO2, carbon 
sources and transport processes.

5  Conclusion

The performance assessment of the commercial IRIS ana-
lyzer LGR CCIA-EP shows that despite fast measurement 

Fig. 7  Keeling plot (CO2 carbon isotope composition versus the 
inverse of the CO2 concentration) from long-term in situ monitoring 
in the tunnel (black squares) and the Inner Room (red squares) with 
the LGR CCIA-EP analyzer (IRIS). Reported data are corrected 1-h 
averages from Fig. 6, except for periods when the tunnel was con-
taminated by human breathing and that have been removed. Measure-
ments of δ13C by CF-IRMS in samples taken from chamber C (red 
circles) and borehole Perm 4 (purple triangles) are also reported. 
The linear trend in the data highlighted by the gray lines corresponds 
to a 2 end-member mixing between atmospheric air (blue star, 
430 ± 20 ppm CO2, δ

13C = −7.7 ± 0.5 ‰, values determined from 
the Keeling plot and in the upper range from that given in [28]) and 
pore space air (≥10,000 ppm CO2, δ

13C = −25 ± 2 ‰), this later 
value being determined from the intercept of the linear regression 
(gray circle)
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rate (1 Hz) and response time, an integration time of sev-
eral minutes up to 1 h is required to obtain a precision bet-
ter than 0.5 ‰ on δ13C, almost comparable to IRMS per-
formance and required for discrimination of natural carbon 
sources. We emphasize the difficulties encountered by any 
user to process, correct and calibrate raw data. The two 
main sources of uncertainty that have to be carefully taken 
into account are the dependence of δ13C on CO2 concentra-
tion and the temporal instability of the analyzer.

As shown here as well as in other works using commer-
cial IRIS analyzers [3, 7], there is a need for development 
and validation of data processing schemes, available to the 
users’ community, in order to ensure accurate and reliable 
measurements.

IRIS analyzers offer an unprecedented possibility of 
long-term in situ monitoring of CO2 isotope composition 
in a variety of natural environments. This is very promis-
ing for understanding the spatial and temporal dynamics of 
δ13C and carbon sources, for example, by investigating the 
time variability of Keeling plot intercept, as it is done for 
ecosystem respiration [30].

The presented instrument and application study are rel-
evant for monitoring underground cavities, whether to 
understand CO2 dynamics in visited and/or painted caves 
for preservation purposes [35] or to understand paleocli-
mate recording in speleothems [36]. However, in these 
applications with high CO2 concentrations or CO2 concen-
trations varying in a large range, using IRIS, remains very 
challenging at the moment. Further work would be required 
to validate protocols and data processing schemes adapted 
to these conditions and to the various commercial IRIS 
analyzers.

We presented in situ monitoring of CO2 and δ13C at the 
Roselend Natural Laboratory with a high temporal resolu-
tion and for a total of 3 months between April 2013 and 
July 2014. Transient peaks of CO2 concentration are due to 
contamination by human breathing and allow us to quantify 
the ventilation rate. Discarding these peaks, the CO2 back-
ground higher than the atmospheric one allows us to quan-
tify a net CO2 flux that is shown to be contributed by the 
rock. δ13C of this geogenic CO2 flux is determined with a 
Keeling plot and is consistent with production by plant and 
microbial respiration at the surface as well as production 
from weathering of carbonate minerals in the rock. A one-
month transient increase in CO2 concentration is observed, 
due to an increase in the geogenic CO2 flux, but no diurnal 
or seasonal variability of CO2 and δ13C is detected from the 
measurements.
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