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Abstract In a nutshell, price cap regulation is meant to establish a quid pro quo: regulators

are obliged by law to intervene only at rare, previously defined points in time, and only by

imposing an upper bound on prices; firms aremeant to justify regulatory restraint by adopting

socially beneficial innovations. In the policy debate, a potential downside of the arrangement

has featured less prominently: the economic environment is unlikely to be stable while the

cap is in place. If regulators take this into account, they have to decide under uncertainty and

also anticipate how regulated firms will react. In a lab experiment, we manipulate the degree

of regulatory uncertainty.We compare a baseline when regulators have the same information

as firms about demand with treatments wherein they receive only a noisy signal and another

when they know only the distribution from which demand realizations are taken. In the face

of uncertainty, regulators impose overly generous price caps, which firms exploit. In the

experiment, the social damage is severe, and does not disappear with experience.

Keywords Price cap regulation � Regulatory uncertainty � Monopoly rent � Experiment

JEL classification C91 � D02 � D03 � D42 � H11 � K21 � L43

1 Introduction

Public choice theory has been a highly successful enterprise. It assumes that public officials

maximize personal utility, and that they strive for office in light of that opportunity. There

is also substantial experimental support (for an overview see Druckman et al. 2011). Public

choice theory has also been interested in the exercise of public power by bureaucrats (see

only Niskanen 1971; Tullock 1965), and by regulators in particular (e.g. Appelbaum and
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Katz 1987; Kohli and Singh 1999; McCormick and Tollison 2012; Peltzman 1976;

Shughart and Thomas 2015; Shughart 2008; Shughart and Thomas 2017; Stigler 1971). In

this paper, we make an experimental contribution to this literature, testing one of the

cornerstones of regulatory politics.

Many legal orders constrain regulatory agencies. Agencies may impose only an upper

limit on price, and they may do so only at defined intervals of time. In our experiment, we

test whether, from a behavioral perspective, such price cap regulation has a downside that

one overlooks when assuming that regulators hold standard preferences. Specifically we

wonder whether forcing regulators to decide under imperfect information, and preventing

them from correcting their decisions if they turn out unwise, makes them overly cautious.

When price cap regulation was invented, many observers thought that it was an inge-

nious solution to a thorny normative problem (Vogelsang 2002). If firms hold a monopoly,

or at least a dominant position that is unlikely to erode—because the conditions for a

natural monopoly are fulfilled, for instance—firms use their entrepreneurial skills to exploit

consumers. As a consequence, some form of regulatory intervention is hard to avoid. Yet,

for many reasons, government is a poor entrepreneur (Milgrom and Roberts 1992; for an

early statement see von Hayek 1945; Zenger et al. 2011). Seemingly, price cap regulation

cuts the Gordian knot. While the cap is in place, firms benefit from regulatory certainty.

Under the umbrella of the current cap, they can engage in innovation and cut costs to their

own benefit. They may be certain that the regulator will not deprive them of the benefit

from their innovation by reducing the cap.

Yet, a firm’s profit is not only a function of its own entrepreneurial activity. Exogenous

influences, like shifts in demand, changes in the cost of raw materials, macroeconomic

policy fluctuations, or legislative intervention that is unrelated to the regulated industry

likewise can affect profitability. If the price cap is fixed by law, the regulator must (at least

partly) respond to environmental changes behind a veil of ignorance. If the environment

develops more favorably than expected, firms can gain rents. But if the environment

develops less favorably than expected, firms may be forced to incur a loss, or may even

have to exit the market. Regulators might be overly sensitive to this risk.

Price cap regulation also deprives regulators of opportunities for learning. They may

have misread the evidence in the first place; they may have underestimated or overesti-

mated the reaction of the firm to their intervention; they may not try out interventions at an

affordable cost for the firm and welfare. Knowing that they cannot fine-tune their inter-

vention may also make regulators overly cautious.

In the field, regulators have indeed been believed to be overly generous (Shughart

2008). Yet, observers have been tempted to explain generosity with regulatory capture:

powerful firms have found ways to impose their will on regulators, to the detriment of

society (Dal Bó 2006; Laffont and Tirole 1993; Stigler 1971). Firms may even team up

with regulators in the interest of closing markets (Holcombe and Holcombe 1986). Reg-

ulation may also be an instrument to prevent the efficient relocation of an industry (Yandle

1983). One might also explain such findings with superior knowledge of firms that leaves

them an information rent. Our experiment rules out all these explanations. In particular, we

exclude any negotiations between the regulator and the firm and, a fortiori, corrupt side-

payments. The experiment isolates a potential additional source of distortion: the excessive

hesitation of regulators in the face of uncertainty about market conditions.

In the field, this concern would be difficult, if not impossible, to study (for attempts at

estimating the cost of regulation using field data see e.g. Posner 1975; Stigler and Friedland

1962; also see the surveys by Jordan 1972; Shughart and Thomas 2015). One cannot hold

the volatility of the environment constant, nor the degree by which regulators are informed
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about this volatility. In the field, we could only compare industries before and after the

introduction of price cap regulation. Moreover, such industries are not randomly selected.

Frequently the set-up of an independent regulatory agency even coincides with the

introduction of price cap regulation. In that case, even the comparison at the time before

and after regulatory change is meaningless (Shughart 2008). In the interest of making the

effect visible and, more importantly even, of having a chance to randomize and thereby

cleanly to identify the effect, we go to the lab. In the lab, we can also exclude confounds by

defining a perfectly homogeneous product, the quality of which is fully observed by the

regulator.

For this choice of method, we have to pay the usual price. While randomization

guarantees internal validity, lab experiments always have limited external validity. One has

to extrapolate from an artificially clean situation to a much more complex real-world

context. Moreover, as is standard in the experimental literature, in our experiment regu-

lators and firms are represented by students. In the field, obviously, both are heavily

institutionalized and historically embedded corporate actors (Engel 2010). Arguably stu-

dents have no professional experience in either trading or regulating. Yet, all of these

qualifications also hold for the hundreds of lab experiments on competition (for an over-

view see the meta-study by Engel 2015).

We nonetheless readily acknowledge the many limitations inevitably inherent in our

method. We induce preferences. The only incentive given to firms is to maximize profit.

We thus abstract from competing goals of management. Likewise, our regulators are

induced to maximize welfare. They have no monetary incentive for any competing goal,

like supporting government in the next election. Neither do we confine the regulators’

normative goal to consumer welfare, as one school of antitrust advocates. We treat firms

and regulators as unitary actors. We thus abstract from the entire economic, legal, and

political debate on corporate governance. We do not distinguish either between the leg-

islator, government and regulatory agencies. We thus abstract from the microstructure of

the political system. Most importantly, in the interest of isolating the behavioral effect of

different information about volatility in the regulatory environment, we deliberately

remove the expected advantage of price cap regulation that carries most weight in the

policy debate: innovation. If our hypothesis holds true and regulators are overly generous,

policy makers face a tradeoff: successful innovation has the potential to increase welfare;

but if caps are systematically too generous, the welfare loss from monopoly power may be

larger than expected.

Given these limitations inherent in our set-up, we do not mean to make a recommen-

dation about the overall desirability of price-cap regulation. All we want to contribute to

the debate is evidence on one concern: price-cap regulation forces the regulator to fix a cap

for an extended period of time despite uncertainty about the development of decision-

relevant factors during the regulatory period.

In our experiment, participants are randomly assigned the roles of a firm and a regulator.

They stay together in the same group of two for the entire experiment. The firm holds a

monopoly. The regulator has the power to impose a price cap. The firm earns her profit.

The regulator earns a fraction of welfare. We first play the game one-shot. After a surprise

restart, we repeat the game for announced 10 periods. Participants know that demand will

change once during this phase. The firm learns demand every period, and may adjust her

price. In the Baseline, the regulator has the same option. In the Upfront and Signal

treatments, the regulator must intervene before she knows actual demand. In the Signal

treatment, she receives a noisy signal. In the repeated game, this signal is true demand

when introducing the cap, but the regulator does not know when and in which ways
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demand will change over the next 10 periods. After the end of the second part of the

experiment, we have another surprise restart, keeping the original pairs of principal and

agent in place. Again, within 10 periods one shock occurs, leading to another draw from

the lottery of business opportunities. In the third phase, we expose regulators to the

opposite of the regime they had been in before. If they were in the Upfront or in the Signal

regime, they now are in the Baseline. If they were in the Baseline, they now are either in

the Signal or in the Upfront regime. By this manipulation, we investigate the effects of

regulatory reform.

Qualitatively, standard theory is supported. The point predictions assuming standard

preferences significantly explain the choices of regulators and firms. However, prices are

considerably higher and consumer rent is considerably lower than predicted by theory. This

is chiefly due to the fact that regulators set overly generous caps. Interestingly, caps are

also too high if regulators are completely informed.

The remainder of the paper is organized as follows. In the next section, we relate our

paper to the literature. In Sect. 3, we present the design of the experiment and develop

hypotheses. Section 4 is the results section. Section 5 concludes with discussion.

2 Related Literature

The introduction of a price cap has chiefly been motivated with inducing firms to engage in

socially beneficial product or process innovation (Beesley and Littlechild 1983; Crew and

Kleindorfer 1986; Laffont and Tirole 1993). We do not question this bright side of price-

cap regulation, but wonder how important is its dark side.

The drawback potentially results from the fact that price-cap regulation constrains

agencies to occasional intervention in the light of imperfect information. Some legislators

have been sensitive to the challenge.1 Price cap regulation sometimes allows for a cap with

a ‘‘Z factor’’, i.e., adjustments to unexpected circumstances beyond the control of the

regulated firm. But legislators tend to confine such exceptional adjustments to changes they

may be sure to be exogenous, like new legislation or natural disasters (Sappington et al.

2001; Sappington and Weisman 2010). This may be wise in the interest of not giving

regulated firms an easy way out. But regulators might also want to react to volatility in the

economic environment that is not necessarily outside the firm’s control, like changes in

demand. An alternative regulatory strategy is a price cap with an option for regular

adjustments.2 This addresses the concern, but weakens the quid pro quo between a guar-

anteed planning horizon and constraint on pricing. Our experiment explores this tradeoff

under strictly controlled conditions. While this literature, and legislative reactions to it,

address the volatility of context factors, they are not interested in the behavioral effect of

the anticipated volatility of market conditions on regulatory choice. Investigating this

behavioral effect is our contribution.

A second debate to which our paper is linked is that of regulatory choice. In essence this

literature is concerned with the sequencing of price regulation. Two generic approaches are

distinguished (Sibley and Bailey 1978; see also Bawa and Sibley 1980; Klevorick 1971;

Sappington and Sibley 1988). In the first approach, the regulator anticipates the complete

future and sets prices such that a long-term objective function is maximized. In the second

1 Economic Regulation of Privatised Water Authorities, 25 January 1986, reprinted in Oxford Review of
Economic Policy 4 (1988) 43–67 (57).
2 Report (footnote 1), 57.
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approach, the regulator is myopic and sets prices in reaction to the difference between a

target level of returns and the firm’s actual rate of return at this point in time. Our

experiment contributes to this debate by manipulating the information set at the moment

when the regulator decides. Note, however, that our regulators are not myopic in a strict

sense. They do not disregard future consequences of today’s decisions. Rather (in some

treatments), when they decide, they lack the information necessary for taking the exact

future effects into account. Information about a distribution and, in one treatment, a noisy

signal, is all they can rely on.

A third stream of literature to which our paper is connected is economic experiments on

regulatory issues (Eckel and Lutz 2003). Normann and Ricciuti (2009) survey this liter-

ature, including experiments concerning public utilities. More specifically, Staropoli and

Jullien (2006) and Kiesling (2005) survey the use of laboratory experiments for the design

of energy market regulation. These experiments inform regulatory politics about the

comparative advantages and disadvantages of competing proposals for intervention, and

aim at spotting unanticipated counterproductive effects before a new policy is implemented

(fine examples include Brandts et al. 2008; Henze et al. 2012; Kench 2004; Rassenti et al.

2003; Vossler et al. 2009). Our approach differs in that we endogenize the regulator.

Our experiment is finally linked to the general experimental literature on principal-agent

problems resulting from project contracts (Cox et al. 1996; Healy et al. 2007) and to the

debate in law and economics over rules vs. standards (Agoglia et al. 2011; Feldman and

Harel. 2008; Wright et al. 2011). While conventionally it is argued that rules create greater

predictability than standards, experiments question this. Our experiment gives room for the

development of a trust relation between the regulator and the regulatee. Whether trust

emerges might be critical for the performance of the competing regulatory regimes.

3 Design and Hypotheses

3.1 Design

The experiment has three parts. The first part is a one-shot game. In the second part, after a

surprise restart, the same groups of two participants repeat the game for 10 announced

periods. In the third part, after another surprise restart, constant groups of two participants

are exposed to a regime change.

In the first part of the experiment, participants are randomly assigned to be ‘‘firms’’ or

‘‘regulators’’, and randomly matched into economies of one firm and one regulator. In line

with the experimental literature on monopoly and oligopoly, we thus use a market frame,

rather than just exposing participants to the opportunity structure. We do so for reasons of

internal and external validity. It is much easier to understand the opportunity structure if it

is framed as the interaction between a firm and a regulator. With the frame we thus have

less reason to fear that participants do not understand the task. Moreover, if regulators

know they are setting the stage for a firm, they learn that they are responsible for governing

an industry. Behavioral effects of knowing that one has this task might affect their choices,

as well as the reactions of firms to such intervention.

The firm holds a monopoly. The regulator receives 50% of welfare as her incentive. In

the instructions, we explain how welfare is calculated, and that consumer rent is factored

in. We do so in the interest of making participants understand the nature of the normative
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conflict. Inverse demand is given by p ¼ a� q. Supply is characterized by p ¼ q. Con-

sequently, welfare w is given by

w ¼ pr þ cr ¼ p a� pð Þ � 1

2
a� pð Þ2þ 1

2
a� pð Þ2¼ p a� pð Þ ð1Þ

where the first two terms define producer rent pr, and the third term defines consumer rent

cr.

The intercept a of demand is randomly drawn from the uniformly distributed interval

1; 201½ �.3 The regulator moves first. She has power to impose any price cap she deems fit.

The firm moves second. She chooses price p, but may not exceed the price cap.

Note that we implement a market without fixed cost. In reality most regulated markets

are characterized by high (if the market is a natural monopoly: prohibitively high) fixed

cost that can moreover be sunk cost. High fixed cost shields incumbents from market entry,

especially since incumbents have an incentive to bid aggressively to deter entry and to

protect their upfront investment. In the interest of cleanly identifying the behavioral effect

we are interested in, we abstract from this additional source of inefficiency and exclude

market entry by design. This is analogous to a legally protected monopoly (which, in the

past, was characteristic for many utilities). Consequently, additional welfare loss from

‘‘ruinous’’ competition and the duplication of investment is outside the scope of this paper.

We have a Baseline and two treatments. In the Baseline, the regulator knows a. In the

Upfront treatment, the regulator only knows the distribution. In the Signal treatment, she

receives a signal that is correct with probability 50%. With a counterprobability of also

50%, the actual intercept of the demand function is (another) random draw from the

distribution.

In our experiment, marginal cost increases in quantity (we set c ¼ 1
2
q2Þ, which means that

the firm makes a positive profit even if it sets the market clearing price p�� ¼ 1
2
a. The main

reason for this specification of the supply function is experimental. Had we chosen constant

marginal cost, or marginal cost decreasing in quantity, if regulators maximize welfare firms

make zero profit. We would have had to compensate experimental firms by a substantial

show-up fee. Profit would only have had a negligible impact on their payoff.4 In the field,

regulating firms in markets with increasing marginal cost is not infrequent either. The social

benefit from regulation results from the difference between monopoly price and the welfare-

maximizing price. A practical illustration is monopoly resulting from the fact that one firm

has superior access to the scarce input that causesmarginal cost to increase in quantity. This is

characteristic for an ‘‘essential facility’’, a frequent object of regulatory oversight.5

In regulatory practice, the authority does not pocket in half the welfare. But the

authority knows full well that it is in charge of balancing out consumer and producer

interests. This is why we explicitly tie the authorities’ payoff to consumer and producer

rent. We want to incentivize regulators so that their choices are credible. And we want to

make sure that they earn approximately the same amount as firms to minimize fairness

3 If we regress a on treatment interacted with the phase of the experiment, we do not find any significant
effects. Randomization has thus worked as desired.
4 With constant marginal cost, all treatments would even have collapsed. If cost is common knowledge,
p = c would always have maximized welfare, irrespective of a.
5 ‘‘Such a facility is equivalent to a so-called ‘natural monopoly,’ and to control the use of monopoly power
by the owner of the facility, society is faced with the same unappetizing alternatives available in any public
utility context: public ownership, regulation in the classic ‘‘rate-base/rate-of-return’’ mold, incentive reg-
ulation, and various in-between solutions familiar to policy makers and students of this problem.’’ See
Lipsky and Sidak (1999).
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concerns. It is not far-fetched that actual regulators have an incentive to care about the

performance of regulated industries. The more they visibly do a good job, the more they

are likely to maintain, if not increase, their powers, and to be better equipped. This design

feature has the additional advantage that we need not be concerned about collusion

between the regulator and the firm. (In expectation) the regulator has nothing to gain from

being overly generous with the firm. The design also excludes side-payments, so that there

is no room for bribery.

If unregulated, the firm sets monopoly price p� ¼ 2
3
a.6 In anticipation, the regulator

imposes cap cb ¼ p�� ¼ 1
2
a. The regulator prevents the firm from exceeding the welfare-

maximizing price. At the expected value of a, i.e., at a ¼ 101, the regulator sets c ¼ 50:5.
Since the monopoly price is strictly above this price, the regulatory constraint binds.

In the Upfront regime, the regulator only knows that a 2 1; 201½ �, and that all realiza-

tions of the intercept of the demand function are equally likely. In the face of this

uncertainty, welfare is given by (2).7

wu ¼ r

a¼ 3
2ð Þc

a¼1

2

9
a2daþ r

201

3
2ð Þc

1

4
a2da ð2Þ

The first term captures welfare if the cap is not binding and the firm sets the monopoly

price. The second term captures welfare for all realizations of a for which the given cap c

binds. Maximizing this objective function leads to an optimal cap of cu ¼ 80:4. With this

cap, expected welfare is at 3248.24, while it would be 3383.58 in the first-best. Society

loses (some) welfare since it lacks a technology for completely hindering the firm from

earning a monopoly rent. The welfare loss results from the institutional constraint imposed

by price cap regulation. With regulation, however, the economy is still better off than with

laissez-faire. When unregulated, the firm would always set the monopoly price, and the

economy would expect to earn only 3007.63.

From (1), and solving for p, we learn that producer rent turns negative whenever p\ 1
3
a.

Producers would have to serve a demand that is too large to leave them a profit. Negative

profits of regulated firms are unlikely, if not illegal, in regulatory practice, and impractical in

the lab.We therefore cut profit at 0 by imposing p ¼ max pregulated;
1
3
a

� �
. However, we do not

have to adjust the regulator’s problem (2) to this fact.8 As we have seen, if she maximizes her

payoff, the regulator sets p ¼ 80:40. With this cap, the firm never makes a negative profit.

Hence in equilibrium the regulated price is never so low that it is replaced by 1
3
a.

In the Signal regime, the regulator receives a signal as that is correct with probability

50%. With counterprobability 50%, the true value of a is a random draw from the uniform

distribution. The regulator maximizes expected welfare

ws ¼ 1

2
wþ 1

2
wu ð3Þ

which leads to

6 With actual a[ 3
2
c the firm cannot do better than setting p ¼ c.

7 The upper boundary of the first and the lower boundary of the second integral follow from the fact that the
optimal cap is 1/2 of the actual intercept of the demand function a. Yet, the authority takes into account that,

with actual a[ 3
2
c; the firm cannot do better than setting p ¼ c.

8 In the instructions, we explain that the regulator’s payoff is based on welfare in case the firm had set the
price as high that it would make a negative profit.
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prs ¼ 1

2

1

2
as þ

1

2

402

5
ð4Þ

The chosen price cap depends on the signal as. If the signal is at the expected value of a,

i.e., at 101, the regulator sets prs ¼ 65:45.9

Provided regulators are risk-neutral and maximize rent, we thus predict price caps as in

Table 1.

At the beginning of the experiment, we play this game one-shot. At the end of this

period, participants receive feedback about choices, payoffs, welfare, and consumer rent.

After a surprise restart, we repeat the experiment 10 announced times. In each period, ex

post both the firm and the regulator are informed about the current realization of a, and

about payoffs. However in the Upfront and in the Signal treatments, the regulator may only

once set a price cap, before the firm takes her first decision. At this point, in the Upfront

treatment the regulator only knows the distribution of a. In the Signal treatment, the

regulator is informed that, initially, a ¼ as. The regulator further knows that in every

period, with probability :1; there is a random shock, and a is replaced by a new draw from

the distribution (which may, of course, also be as). It is common knowledge that, during

these 10 periods, no more than one shock occurs. Provided both the firm and the regulator

hold standard preferences and this is common knowledge, repetition does not change best

responses and hence equilibria. However, comparing the one-shot experiment with the

repeated experiment, we see whether having to decide for an extended duration has a

separate effect.

After 10 periods, we have another surprise restart. We keep pairs fixed. Pairs that were

in the Baseline are now either in the Upfront or in the Signal regime. Pairs that were in the

Upfront or in the Signal regime are now in the Baseline. The intercept of the demand curve

a is newly determined at random. It again changes once during the following 9 periods.

After the regime change, money-maximizing regulators adjust to the new opportunity

structure.

Demand is represented by the computer. This avoids the confound with the motivational

effect of harming passive experimental participants.

We use three combined approaches to make sure that all participants understand the

game. In the instructions, we explain the opportunity structure in words, equations, and

graphs (see Appendix). In the control questions, we have participants calculate simple

examples. They are only allowed to participate in the experiment after they have answered

Table 1 Predicted price caps per treatment predictions assuming a ¼ 101

Baseline Signal Upfront

50.50 65.45 80.40

9 Note that, depending on the signal, payoff-maximizing regulators may set price caps that, depending on
the later realization of a, would lead to a negative profit for firms. We do not adjust the regulator’s payoff
function to this fact for two reasons. The first reason is experimental. We would otherwise have two changes
between the Upfront and the Signal treatment, one concerning the information environment, the other
concerning the payoff function for the regulator. Moreover, plausible adjustments of the regulator’s payoff
function have undesirable properties. If we were to remunerate the regulator based on total welfare, i.e., on
consumer rent only if producers make 0 profit, she would be indifferent between all possible caps. If we
were to set her payoff to 0 in case the firm makes 0 profit, we would have a corner solution. Regulators
would want to avoid this event at all cost by choosing p ¼ 201, i.e., by setting a non-binding price cap.
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all questions correctly. In each period, each participant has access to a simulator.10 Par-

ticipants may try out as many combinations of parameters as they like. Participants heavily

use the tool. In the first period, in the Baseline, firms on average use the tool 22.17 times,

and regulators use it 13.96 times. In the Signal treatment, firms on average use the tool

17.42 times, and regulators 12.75 times. Finally, in the Upfront treatment, firms on average

use it 20.42 times, and regulators 15.92 times. In the second period (and pooled over

treatments), firms on average run 16.15 simulations, and regulators run 15.42 simulations.

In period 12, i.e., after the second restart, these numbers are 10.69 and 9.02 simulation

runs. The simulator calculates quantity, firm, and authority payoff and consumer rent for

them.

3.2 Hypotheses

With common knowledge of rationality, we predict

H1 Regulators and firms play best responses.

Despite all the safeguards for making sure participants understand the structure of the

game, a first potential qualification is cognitive. Regulators and firms might nonetheless

need experience to find their preferred choices. Moreover, the standard framework assumes

that the firm maximizes profit under the constraint of the cap. In reality this need not be

true either. Consequently, the regulator not only faces stochastic, but also strategic

uncertainty. The regulator would benefit from gaining a sense of the firm’s behavioral

traits, and adjusting its intervention. For these reasons, the Baseline may have the

advantage of easing regulatory learning. A motivational effect points in the same direction.

It may be couched in fairness terms: the more an agent is powerful, the more she may feel

the urge to respect the legitimate interests of others under her spell. In all fairness, power

comes with responsibility. It has been shown that this effect is quite pronounced (Engel and

Zhurakhovska 2017). In the Upfront and Signal treatments, the regulator has the power to

expose the firm to a risk of not making any profit that neither of them overlooks. This

yields

H2 In the Baseline, caps are closer to the prediction from standard theory than in the

Signal and in the Upfront treatments.

The standard framework assumes all agents to be risk-neutral. In reality this need not be

the case. Since in our design firms can directly adjust to any new development, risk

preferences do not lead to the prediction of treatment differences for firms. Regulators

might, however, dread two risks: By setting a cap that is too stringent, from an ex post

perspective they may have reduced welfare, and hence their own payoff. Moreover, the cap

may have cut into the firm’s profit (down to forcing the firm to make zero profit). The risk

may materialize in the Signal treatment provided the signal is below as ¼ 107:2. This leads
to

H3 In the Signal treatment, caps are more lenient than predicted by standard theory.

In the standard framework, conditional on the realization of a, the regulator can predict

the firm’s choices with certainty. If the regulator sets a generous cap, or no cap at all, the

regulator knows the firm will exploit the opportunity. Experimental work on the ‘‘hidden

costs of control’’ suggests that this might not be true (Falk and Kosfeld 2006). If the

10 Since we vary parameter a in the interval [1,201], payoff tables would not have been practical.
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regulator gives the firm more leeway than it must, the firm might feel obliged to reciprocate

by not abusing this freedom. Hence regulators might succeed in transforming the inter-

action into a gift-exchange relationship. In the Baseline, the regulator has enough infor-

mation to impose perfectly the solution that is best for her. In the remaining treatments, the

regulator is unable to observe the current state of the world. If the regulator sets a generous

cap, this may be an attempt at creating a trust relationship. Yet for the firm this signal is

more difficult to interpret. A generous cap may also result from a lack of understanding, or

from risk aversion. In anticipation, investment into a trust relationship is a less attractive

strategy in the Signal and Upfront regimes. Moreover, if firms abuse the trust regulators put

on them, in the Baseline regulators can strike back in the next period by reducing the cap,

potentially even by imposing an overly severe cap as a punishment. None of this is possible

in the remaining regimes. This leads to a competing hypothesis:

H4 In the Baseline, the regulator is most likely to set an overly generous cap. In the

Baseline, firms are most likely to react to a generous cap by setting a price below the

monopoly price.

3.3 Post-experimental tests

The main experiment is followed by a standard trust game (Berg et al. 1995), with money

sent by the trustor to the trustee tripled. Participants first play this game with authorities in

the role of trustor, but participants newly matched to groups of two. At this point they do

not know that another trust game is to follow with roles swapped, and again new partners.

We rematch participants, since otherwise we would not measure their general propensity to

trust, or to be trustworthy, but a lasting reaction to experiences made with a concrete

interaction partner. We further administer the standard test for risk aversion by Holt and

Laury (2002) and a questionnaire with demographic questions, the Big5 personality test

(Rammstedt and John 2007) and a measure for justice sensitivity (Schmitt et al. 2005).

The experiment was conducted in the Bonn EconLab. It was fully computerized, using

the software zTree (Fischbacher 2007). Participants were invited using software ORSEE

(Greiner 2004). 96 students of various majors participated. In each sequence of treatments

(Baseline-Signal, Baseline-Upfront, Signal-Baseline, Upfront-Baseline), we had 24 par-

ticipants, i.e., 12 randomly composed groups of one firm and one regulator.11 55 partici-

pants (57.29%) were female. The mean age was 24.40 years. The experiment lasted

approximately 2 hours. Participants on average earned 22.27 € (28.66 $ on the days of the

experiment), range [4.64, 45.68 €].

4 Results

We have designed the experiment such that we can first observe choices of inexperienced

participants with no shadow of the future (subsection 4.1). In the second part, we study

choices of experienced participants (subsection 4.2). In the third part, we investigate the

effects of regime change (subsection 4.3).

11 12 independent observations per treatment condition are at the higher end of what is standard in the
literature on experimental oligopoly. The 753 treatments covered by the meta-study of Engel (2015) had on
average 6.18 independent observations; only 14.07% had 12 or more independent observations.
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4.1 One-shot interaction

Given that for each pair of participants another intercept of the demand function is ran-

domly selected, the raw data would not be informative. In the left panel of Fig. 1, we

normalize choices by this intercept, i.e., by variable a.12 Welfare is maximized at a ¼ :5
(the lower line). The monopoly price is a ¼ :67 (the upper line). As one sees, irrespectively
of the treatment, on average caps are not binding; caps are even above the monopoly price.

Specifically, the cap only binds in 20.83% of all cases in the Baseline, 41.67% in the Signal

treatment, and 16.67% in the Upfront treatment. In the Baseline, actual prices are on

average slightly above the welfare-maximizing level, but clearly below the monopoly

price. In the Signal treatment, prices are on average fairly close to the monopoly price. In

the Upfront treatment, prices are on average even above the monopoly price.

In the right panel of Fig. 1, we report how these choices translate into earnings and

rents.13 In this panel, we normalize by the rent in the case welfare is maximized. On

average, producer rent differs very little across treatments, despite the fact that prices are

on average fairly distinct. This follows from the fact that, in treatment Upfront, prices are

quite frequently even above the monopoly price.

Using a non-parametric Mann–Whitney test, we find that (normalized) consumer rent is

significantly lower if authorities do only know from which distribution demand is drawn

(Baseline vs. Upfront, N = 36, p = .0136).14 (Normalized) caps (p = .0357) and actual

(normalized) prices are significantly higher (p = .0136).

This gives us

Result 1: Authorities set higher caps and firms set higher prices if the authorities only

know the distribution of the demand function.

Fig. 1 Choices and rents in one-shot game. Left panel normalization through division by a. Lower line at
:5 � a, i.e., the welfare-maximizing price. Upper line at :67 � a, i.e., the monopoly price. Right panel

normalization through division by 1
8
a2, i.e., welfare-maximizing rent

12 For this reason, differences in a are neutralized anyway. To be on the safe side, however, we also tested
for treatment differences on a, but did not find any.
13 Readers might be surprised that, in the Baseline, actual average consumer rent is precisely 1, and higher
than the regulator’s rent (although the regulator’s rent is a fraction of welfare). The reason is that some firms
stay below the market clearing price (and therefore leave consumers a normalized rent above 1). With
experience, this effect disappears; see next section.
14 All statistical tests are two-sided.
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4.2 Experience

As Fig. 2 demonstrates, by and large the results from the one-shot game replicate in the

repeated game (periods 2–11). Caps are on average still too high. However, in period 2, in

the Baseline, the cap already binds in 50% of all cases. In period 11, this fraction is up to

66.67%. By contrast, in the Signal treatment, in period 2, the cap is only binding in 16.67%

of all cases, and in period 11 this holds for 25%. In the Upfront treatment, this fraction is

even as low as 8.33% in both periods. Nonetheless, even in the Baseline, the average cap is

close to the monopoly price. Caps are now straightforwardly ordered. Caps are lowest in

the Baseline, higher in the Signal treatment, and highest in the Upfront treatment. The less

the authority knows, the more generous the cap. This is what our behavioral theory

expected: authorities shy away from the risk that they set an overly stringent cap, and cause

the firm not to make a profit. In the Signal and in the Upfront treatments, caps are on

average even substantially above the monopoly price. On average, prices set by experi-

enced firms do not exceed the monopoly price. Prices are the higher the higher the cap,

despite the fact that the average cap is not binding in any treatment. On average, firms

make an excessive profit in all treatments; yet, the effect is most pronounced in the Upfront

treatment, where consumers suffer most. On average, they receive little more than 50% of

the rent they would have had if the market clears. In this treatment, authorities visibly do a

poor job.

Non-parametric tests over means per all 10 periods support the visual impression.

(Normalized) caps are significantly higher in the Upfront treatment than in the Baseline

(Mann–Whitney, N = 36, p = .0003).15 The difference between the Signal treatment and

the Baseline is weakly significant (p = .0513). (Normalized) prices are significantly higher

in the Upfront treatment than in the Baseline (p = .0014). (Normalized) consumer rent is

significantly lower in the Upfront treatment than in the Baseline (p = .0003). Normalized

welfare in the Baseline is significantly higher than in the Signal treatment (p = .0292), and

weakly significantly higher than in the Upfront treatment (p = .0810). The dark side of

price cap regulation does thus not disappear with experience, or with a shadow of the

future, which gives us

Fig. 2 Choices and rents in repeated game. Left panel normalization through division by a. Lower line at
:5 � a, i.e., the welfare-maximizing price. Upper line at :67 � a, i.e., the monopoly price. Right panel

normalization through division by 1
8
a2, i.e., welfare-maximizing rent

15 To be on the safe side, we again have checked for treatment differences in a, but do not find any.
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Result 2: The detrimental effect of forcing the authority to impose a price cap under

imperfect knowledge about future development of the environment on caps, prices,

consumer rent, and welfare does not disappear with experience.

As Table 2 shows, we do find a strong effect of limiting information to just the dis-

tribution on the authorities’ choices. In the Upfront treatment, authorities set caps that are

considerably and significantly more generous than predicted by standard theory (which

already predicts a substantially higher cap, Table 1). Also note the strong and (weakly:

p = .053) significant constant. If caps were in line with standard theory, the constant

should be zero. We thus observe two effects: in the Baseline and all treatments caps are

higher than predicted by theory; in the Upfront treatment, this excess is especially strong.16

We thus have support against H1 and for H2: in the Upfront treatment, caps exceed the

prediction from standard theory. We next investigate whether the forces we expected to

drive this result are actually present.

Table 3 shows that risk aversion has very little explanatory power.

In the Baseline, we now have scope for exploring the competing hypothesis H4. In that

hypothesis, we expected authorities to exploit the right to intervene in every period for

establishing a trust relationship by setting a generous cap. Table 4 shows that actually the

opposite is true.17 Irrespective of the opportunity structure (i.e., when controlling for the

intercept of demand, or parameter a), we do not find a negative, but a positive effect of the

fact that the cap is above the monopoly price. If there is room for exploiting the opposite

market side, firms seize that opportunity.18

This leads to

Result 3: There is no trust relationship between the regulator and the firm.

Table 2 Explaining cap in second phase of experiment

Prediction from standard theory .705? (.375)

Signal 19.255 (16.573)

Upfront 46.442* (19.717)

Cons 40.473? (20.368)

N 48

p Model .0003

adj. R2 .2968

OLS; dv: mean cap in periods 2–11, per authority; Prediction from standard theory: conditional on the
respective intercept of demand a; Signal and Upfront are dummies that are 1 in the respective treatment;
Standard errors in parenthesis

*** p\ .001, ** p\ .01, * p\ .05, ?p\ .1

16 We replicate the result from Table 2 for every single period of phase 2 if we do not study means over
periods 2–11, but compare the choices in the Signal and Upfront treatment from period 2 with the choices
authorities make in any individual period of phase 2. Note that, either way, we use a single data point per
regulator/market. Therefore we do not have to correct standard errors for the fact that the choices of
individual participants are correlated over time.
17 In this specification, we use 10 data points per regulator. The individual random effect takes care of the
dependence within individuals.
18 Since we already learn from the choice data that there is no trust relationship, we do not use the data from
the post-experimental trust games for explanation.
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4.3 Regime change

In the final 10 periods of the experiment, we test how authorities and firms react to an

unexpected regime change – think of the legislator imposing a change in rules, for instance

in reaction to experiences made in other jurisdictions.

As Fig. 3 shows, on average caps are still not binding, irrespectively of treatment.

Descriptively caps are still somewhat higher if the authority is incompletely informed. Yet,

after the regime change, firms no longer exploit the opportunity structure to their benefit.

Descriptively, prices are even lowest when caps are most generous. This translates into

consumer rent being highest when the authority is least informed. After the regime change,

non-parametric tests over means do not show any significant differences between treat-

ments, neither with respect to caps or prices, nor with respect to consumer rent.

How can we explain this surprising finding? Figure 4 gives a hint. Irrespectively of the

sequence, (normalized) prices are fairly close after the regime change to where they were

before the change.

The regression in Table 5 provides a statistical test.19 Obviously this combination of

parameters explains prices in the final phase of the experiment very well. All regressors are

significant at the highest possible level.

Table 3 Effect of risk aversion

Prediction from standard theory 1.557*** (.359)

Relative risk aversion 68.322 (44.030)

Prediction from standard theory * relative risk aversion -1.169? (.675)

Cons 3.575 (23.088)

N 44

p Model .0012

adj. R2 .2758

OLS; dv: mean cap in periods 2–11, per authority; Prediction from standard theory: conditional on the
respective intercept of demand a; Relative risk aversion: CRRA parameter resulting from switching point in
test by Holt/Laury (for details of calculation see this paper); Standard errors in parenthesis

*** p\ .001, ** p\ .01, * p\ .05, ?p\ .1

Table 4 Reaction of firms to the fact that cap does not bind

Intercept of demand .496*** (.020)

Cap not binding 16.508*** (2.050)

Cons –4.352 (2.747)

N 240

p Model \.0001

Overall R2 .7913

Data from Baseline and periods 2–11; Linear random effects; dv: prices chosen by firms; Cap not binding: a
dummy that is 1 if the cap is above the monopoly price; Hausman test insignificant; Standard errors in
parenthesis

***p\ .001

19 We do not use p/a in the second phase of the experiment to guard against the statistical problems inherent
in dynamic panels. As is well known, they are inconsistent, which would force us to use instrumentation,
along the lines of Arellano/Bond. Results look very similar if we add controls for treatments. These control
variables turn out insignificant.
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Seemingly we have a puzzling finding. The main effect of the severity of the cap in the

second part of the experiment is negative, not positive. It might seem as if, instead of a

carry-over from the second part, we have firms distancing themselves from what they have

experienced in the previous part of the experiment. Yet, the main effect of the cap in the

Fig. 3 Choices and rents after regime change. Left panel normalization through division by a. Lower line at
:5 � a, i.e., the welfare-maximizing price. Upper line at :67 � a, i.e., the monopoly price. Right panel

normalization through division by 1
8
a2, i.e., welfare-maximizing rent

Fig. 4 Development of normalized price and cap over time
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previous 10 periods is reversed by the interaction effect as soon as the mean cap was above

43.20 As Fig. 2 shows, this was frequently the case.21

This gives us

Result 4: After a regime change, firms are positively guided by the severity of

regulatory intervention before the regime change if the old environment was not

particularly stringent.

5 Discussion

Public officials are less competent than managers to direct firms. They do not bear the

pecuniary consequences of their decisions. And, most importantly, by limiting regulatory

intervention to rare, legally defined moments, firms keep incentives for engaging in

socially beneficial innovation. We do not deny any of these benefits, but point to a dark

side of price cap regulation that has featured less prominently in the policy debate.

If regulators lack experience, caps are overly generous, even if regulators have been

completely informed about the opportunity structure. If they only know from which dis-

tribution the determinants of the environment are drawn, caps are even more generous. In

such a setting, prices are higher and consumer rent is lower. These detrimental effects do

not disappear with experience. We find no signs of authorities establishing a trust rela-

tionship with firms. We do, however, see that the right to intervene at any point in time

eases regulatory learning. Interestingly, after a change in the regulatory regime, we find a

carry-over effect. Prices remain close to where they had been before the regime change.

Generous price caps engender a serious welfare problem.

One may ask whether there are opposing forces which counterweigh the welfare-re-

ducing behavior of regulators. Those forces might indeed exist. Beesley and Littlechild

(1989) point to the fact that generous price caps might trigger market entry. This would,

Table 5 Prices after regime change

Mean cap/a in periods 2–11 –.385*** (.099)

Price predicted by standard theory –.009*** (.001)

Mean cap/a in periods 2–11* price predicted by standard theory .009*** (.001)

Cap .001*** (.0001)

Cons .842*** (.078)

N 480

p Model \.0001

Overall R2 .2599

Data from periods 12–21; Linear random effects; dv: prices chosen by firms; Price predicted by standard
theory: conditional on the respective intercept of demand a; Hausman test insignificant; Standard errors in
parenthesis

*** p\ .001

20 .385/.009 = 42.78.
21 Recall that caps in Fig. 2 are normalized by the randomly selected a, and that a is taken from the interval
[1,201].
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however, presuppose that there are no legal barriers to entry for newcomers (Shughart

2008).

In the interest of cleanly identifying the hypothesized behavioral effect, our design has

abstracted from further contextual factors that may well matter in regulatory practice. We

exclude negotiations between the firm and the regulator. Firms might use this opportunity

to share their superior knowledge about market conditions with the regulator, which would

alleviate the problem. But regulators might worry that the firms’ statements are strategi-

cally biased. If firms offer side-payments, one would even be in the realm of corruption.

Our experiment excludes real losses (since they are not practical in the lab). In the field,

they are of course possible, and would exacerbate the policy problem.

Yet, in the light of our evidence, the dark side of price cap regulation should not be

taken lightly. Ironically, price cap regulation might be least effective when it seems most

attractive: in a very dynamic environment. For often the dynamic character of an industry

will not be confined to the socially desirable scope for innovation. If innovation goes along

with a volatile environment (partly) beyond the control of regulated firms, given our

findings regulators are likely to set caps that are too generous. As our model demonstrates,

a detrimental effect is even to be expected if firms and regulators perfectly maximize profit.

We find unequivocal support for this model prediction in our experimental data. If poli-

cymakers want to debate external validity, they should focus on the effects in excess of

standard theory that we have found.

We deem it not unlikely that such effects are relevant in regulatory practice. This is, for

instance, what the 1999 review of electricity regulation in the UK suggests. Overall the

incentive regulation scheme was regarded to be quite successful. But between the Initial

and the Final Regulation Proposals (Ofgem 1999, 2000a, b), the benchmarks that electric

utilities had to achieve had to be relaxed (Pollitt 2005). These changes were explicitly

motivated by a concern that an overly stringent efficiency benchmark might put companies

at the risk of bankruptcy. This relaxation of the benchmark allowed firms to retain more

revenue (Pollitt 2005), at the expense of consumers.

Finally, our experiment not only points to a concern with price cap regulation. It also

serves as a case study for the relevance of behavioral effects in regulators, and bureaucrats

more generally. Note that our experimental regulators did not reduce welfare because they

were overly selfish, or because they pursued some policy goal that diverges from the policy

elected government wanted to implement. Rather, they were overly anxious to use the

powers bestowed upon them. We do not mean to generalize this specific effect. It may well

be that, in other contexts, behavioral effects induce bureaucrats to become hyperactive, or

unpredictable, or discriminating between addressees in normatively undesirable ways. Yet,

our experiment shows the possibility that bureaucratic intervention is at odds with the

legislator’s intentions just because bureaucrats exhibit systematic behavioral effects. There

is reason to investigate the behavior of public officials, no less than the behavior of market

participants or voters.
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Appendix: Instructions

Introduction

Welcome to the experiment! In this experiment, you can earn money. How much you earn

depends on your decisions and the decisions of a second participant.

We would ask you please to switch off your cell phone and no longer to communicate

with the other participants from now on. If you have a question about the experiment,

please raise your hand. We will then come to you and answer your question.

This experiment consists of seven parts. The instructions for the first part can be found

below. The instructions for the subsequent parts will be distributed after completion of the

respective previous parts. You will see the instructions for the last two parts on your

screen. As we will explain to you at a later stage, participants can play different roles in the

course of the experiment.

In this experiment, the currency ECU (Experimental Currency Unit) is used. All

amounts in ECU are always rounded to whole numbers. At the end of the experiment, the

sum of all amounts in ECU is converted into Euro. In the first five parts of the experiment,

the conversion rate is:

10000 ECU = 6 ¤:

The converted rate, plus a show-up fee of 4 €, will be paid to you in cash at the end of

the experiment.

All decisions in this experiment, as well as the amount of the payoffs at the end, are

anonymous. Please do not discuss them with any of the other participants at the end of the

experiment.

First part

In this part of the experiment, you are randomly matched with one other participant. One

participant is given the role of a firm, and the other is given the role of a regulatory body.

You act together once.

The firm has no competition. It offers one single product. The following graph illus-

trates the demand and the supply. Production of the first unit costs 1/2 ECU. It costs 1 ECU

more to produce a further unit. Each further unit costs 1 ECU additionally. The devel-

opment of the costs is shown in red in the graph. The firm determines a price P. If it

determines a price that is higher than A, it sells 0 units. The higher the price is, the less

demand there is. This correlation is shown by the green line and can also be expressed by

the following equation:

P ¼ A� Q

or, inversely:

Q ¼ A� P
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The firm can only sell all available units at the same price. For each unit sold, the firm’s

profit consists of the difference between the price and the cost.

Price

Amount

Demand

Supply

A

0

The regulatory body can determine a maximum price. The firm is told this maximum

price. Higher prices are not accepted by the computer.

Additionally in Upfront treatment

The price at which the amount sold is 0, i.e., the parameter A, is uncertain. A is at least 1

and 201 at the very most. At the beginning of this part of the experiment, the computer

randomly draws A. All values of A are equally likely. The regulatory body has to make a

decision on the upper limit without knowing the concrete value of A.

Additionally in Signal treatment

The price at which the amount sold is 0, i.e., the parameter A, is uncertain. A is at least 1

and 201 at the very most. At the beginning of this part of the experiment, the computer

randomly draws A. All values of A are equally likely. The regulatory body only receives a

signal. With a likelihood of 50%, it is the true value of A.

For all treatments

When determining the price, the firm knows the true value of A.

If the chosen or determined price leads to the firm making a book loss, the chosen or

determined price is replaced by the price at which the firm’s profit is 0. Losses are therefore

impossible.

The payoff by the regulatory body depends on how high the welfare is. In which way,

shall be explained in a moment. In the following graph, you can see an example. Let us

assume that the firm has determined price P. From the way demand progresses, we see that

amount Q is sold. Welfare results from the green triangle (this part of the welfare goes to

the consumers) and from the red area (this part of the welfare goes to the firm).
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Price

Amount

Demand

Supply

A

0

P

Q

You do not have to perform any calculations in this experiment. Before you decide, you

may enter any values P and A at the computer at your leisure. The computer will then

calculate Q, the welfare share that goes to the firm, the welfare share that goes to the

consumer, and the proceeds of the regulatory body. You may use as many different

combinations of both parameters as you wish before deciding.

The payoff of the regulatory body is calculated according to the following formula:

50% of Consumer welfare share + Producer welfare shareð Þ

Should the chosen or determined price be so low that the firm would make a negative

profit, the payoff of the regulatory body is calculated on the basis of the chosen or

determined price, rather than on the actual price. Once this part of the experiment has

ended, the computer will inform you about the price, the amount, the two welfare com-

ponents, and the payoff both for you and the second player.

Second part

The second part of the experiment differs from the first in only very few ways. You

continue to play with the same participant. Your roles remain unchanged. The second part

consists of 10 rounds. Each round is payoff-relevant. The firm can still determine a price in

each round. The regulatory body can still determine an upper limit. The payoffs of the firm

are calculated in the same way. At the beginning, the computer randomly chooses a value

between 1 and 201 as the parameter A. Once in the course of the ten rounds the computer

chooses a new parameter A in the same way. This is equally likely to happen in any round.

Baseline

The regulatory body can change the upper limit for the price in each round, after it has

been informed of the current level of A.
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Upfront treatment

The regulatory body can determine an upper limit only once. It is valid for all 10 rounds.

When making its decision, the regulatory body knows only the distribution of A.

Signal treatment

The regulatory body can determine the upper limit only once. It is valid for all 10 rounds.

When making its decision, the regulatory body knows the value of A in the first period.

Once, in the course of the following periods, the computer randomly draws a new value of

A. This occurs with the same likelihood in each period.

Same for all treatments

The payoff of the regulatory body is calculated according to the following formula:

50 % of Consumer welfare share + Producer welfare shareð Þ

Should the chosen or determined price be so low that the firm would make a negative

profit, the payoff of the regulatory body is calculated on the basis of the chosen or

determined price, rather than on the actual price.

In this part of the experiment, you may also enter any values P and A in each period

before you decide. The computer will then calculate Q, the two welfare components, and

the proceeds both for you and the second player. You are given this information after every

period, including information on the A and P actually chosen by the firm.

Third Part

The third part of the experiment is exactly the same as the second. You continue to play

with the same participant. Your roles remain unchanged. The firm can still determine a

price in each round. The regulatory body can still determine a maximum price. The payoffs

of the firm and the regulatory body are calculated in the same way. Each round is payoff-

relevant. Once again, the computer randomly chooses a value between 1 and 201 as the

parameter A. Once in the course of the ten periods, the computer chooses a new parameter

A in the same way.

Baseline

In this part of the experiment, however, the regulatory body can determine the upper limit

only once. At this point in time, it has no information on the actually drawn value of A.

Signal and Upfront treatments

In this part of the experiment, however, the regulatory body can change the upper limit in

every round, after it has been informed of the current value of A.
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Same for all treatments

In this part of the experiment, you may also enter any and as many values P and A as you

wish in each period prior to deciding. The computer will then calculate Q, the two welfare

components, and the proceeds both for you and the second player. You are given this

information after every period, including information on the A and P actually chosen by the

firm.

Fourth Part

In this part of the experiment, the computer randomly matches you with another test

person. This person is not the person with whom you played in the first three parts of the

experiment.

If, in the first three parts of the experiment, you had the role of the regulatory body, in

this part of the experiment you will receive an endowment of 500 ECU. You have the

possibility to send any sum between 0 and 500 ECU to a second person who had the role of

the firm in the first part of the experiments. The computer will multiply this figure by three.

So if, for instance, you sent 20 ECU, the other participant receives 60 ECU. If you sent 100

ECU, the other participant receives 300 ECU. The participant who had the role of the firm

in the first three parts of the experiment can retain the sum received or return part of it, or

indeed the entire sum, to you.

We will inform you about the result of this part of the experiment at the end of the entire

experiment.

Fifth Part

This part of the experiment is exactly the same as the fourth part. However, if you made the

first decision in the fourth part, you will now make the second decision. If you made the

second decision, you will now make the first decision. The computer will randomly match

you with another test person for this part of the experiment. This person is not the person

with whom you played in earlier parts of the experiment. We will inform you about the

result of this part of the experiment at the end of the entire experiment.

[The sixth and seventh parts are questionnaires. The wording is available from the

authors upon request.]
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