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Phase measurement profilometry (PMP) uses a digital projector and a camera for 3D shape measurement. However, the nonlinear 
response of the measurement system causes the captured perfect sinusoidal fringe patterns to become non-sinusoidal waveforms, 
which results in phase and measurement errors. We perform a theoretical analysis of the phase error resulting from non-sinusoidal 
fringe patterns. Based on a derived phase-error expression, the empirical mode decomposition (EMD) method is introduced to 
restrain nonlinear phase error and improve the precision in evaluating the phase distribution. A computer simulation and experi-
mental results prove that the proposed method can eliminate possible phase-error in PMP. 
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In recent years, digital fringe projection techniques have 
received considerable attention for noncontact 3D shape 
measurement, such as in Moiré topography, Phase Meas-
urement Profilometry (PMP) and Fourier Transform Pro-
filometry (FTP). In PMP [1], the phase mapping from digit-
ized N frames fringe data to wrapping phase is a 
point-to-point operation. The reflective ratio and back-
ground have little influence on phase calculations. Thus, 
PMP has become an important 3-D measurement method. 

The main technique of PMP is to extract the phase from 
the captured fringe patterns. The drawback of a PMP system 
is that it is sensitive to the nonlinear elements of the meas-
urement system such as the detector nonlinearities and the 
nonlinear γ of the projector [2]. The ideal sinusoidal fringe 
patterns deform to become non-sinusoidal and introduce 
phase errors because of the nonlinear effect on the system. 
Phase-error analysis and compensation for non-sinusoidal 
waveforms in phase shifting profilometry have been studied 
[3–5]. Ref. [6] analyzes the error sources in phase-    
measuring interferometry. Some investigators have pro-

posed an algorithm to compensate for the nonlinear effect of 
the projector–camera system for range image acquisition of 
objects with non-uniform albedo [7]. However, the whole 
calibration procedure is time consuming and laborious. Re-
cently, much research effort has focused on developing 
simpler techniques to mitigate the error. Based on the de-
rived theoretical model, the simple iterative phase compen-
sation algorithm [8] and the cubic spline smoothing method 
[9] have been proposed to reduce the nonlinear phase error. 

In this study, we perform theoretical analysis of the 
phase error resulting from the nonlinear response of the 
measurement system. Based on the derived phase-error ex-
pression, the empirical mode decomposition (EMD) method 
[10,11] is introduced to reduce nonlinear phase error and 
improve the precision in evaluations of phase distribution. 

1  Fundamental principles 

1.1  Phase-error analysis 

In PMP, a digital projector is used to generate a sinusoidal 
fringe pattern which is projected onto the surface of the test 
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object. The N frames of deformed images of the surface of 
the object are then modulated by the fringe patterns, which 
are obtained using a CCD camera. We recover the phase 
distribution by dealing with the deformed fringes. 

The nth fringe of a sequence of N ideal deformed sinus-
oidal fringe images can be expressed as follows: 
 ( , ) ( , ) ( , ) cos[ ( , ) 2π / ]  nI x y a x y b x y x y n N ,  (1) 

where, a(x,y) is the background intensity, b(x,y) is the inten-
sity modulation, and ( , ) x y is the desired phase infor-

mation. Upon translation of the original grating by a fraction 
1/N of its period, the phase of the fringe patterns by eq. (1)  
is shifted by 2π / N (N=3, 4, 5,…). The ideal phase can 
then be shown as follows [12], 
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In the actual measurement, because of the nonlinear error 
of the measurement system (which includes a projector and 
a camera), the relationship between the input and output 
signal is no longer linear as shown in Figure 1. In this case, 
the nonlinear response of the system causes the captured 
perfect sinusoidal fringe patterns to become non-sinusoidal 
waveforms, which results in phase fluctuation errors. 
Therefore, the actual phase can be written as the sum of the 
ideal phase and the phase error caused by the measurement 
system. We can then obtain 

 ' ( , ) ( , ) ( , )    x y x y x y .  (3) 

In most cases, the largest distortions affecting the meas-
urement are probably due to the third-order nonlinearity 
errors. However, we should consider higher-order nonline-
arity errors of the system in high-precision measurement. 
Then, using a universal nonlinear function, which is caused 
by the overall nonlinearity of the PMP system, to depict the 
system response function, as shown in eq. (4). 

 

 

Figure 1  System intensity response function. 
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where, δ and k express the response coefficient of thesystem 
and its orders. Therefore, by combining eqs. (1) and (4), the 
intensity error of the actual fringe images can be expressed 
as follows: 

 *d ( , ) ( , ) ( , ) n n nI x y I x y I x y .  (5) 

To obtain the phase error, we calculate the intensity dif-
ferential coefficient of eq. (2). Thus, the phase error can be 
expressed as follows:  
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By joining the eqs. (1) — (6), we obtain the phase error 
caused by the nonlinearity of the measurement system as in 
eq. (7). Thus, eq. (7) shows that the phase error is modulat-
ed by the system nonlinearity error. In the ideal state, the 
system response curve is a linear function and the intensity 
error d ( , ) 0nI x y . Then, according to eq. (7), we know 

the phase error ( , ) 0. x y However, this situation is 

impossible in an actual measurement. 

1.2  The calculation of the theoreticals 

Eq. (7) describes the phase error as a nonlinear error. To 
reduce the impact of the nonlinear error, we adopt a new 
nonlinear technique, which is called the empirical mode 
decomposition (EMD) method in this paper. The objective 
of the EMD method is to separate a nonlinear signal empir-
ically into a set of functions which include the Intrinsic 
Mode Functions (IMFs) and the residual. The first IMF 
contains the highest frequency component of a signal while 
the latter contain the lower frequency components.  

The procedure for extracting the IMF is referred to as a 
sifting process. For a given temporal signal I(t), the sifting 
algorithm can be summarized as follows: 

Step 1: The sifting process begins by identifying all local 
extrema in I(t). The extreme maxima are then connected 
using the cubic splines to form the upper envelope max ( )I t . 
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Similarly, the local extreme minima produce the lower en-
velope min ( )I t . 

Step 2: The mean of the two envelopes and an instanta-
neous signal can be obtained using eqs. (8), (9), respec- 
tively. 

 max min( ) ( )
( )

2




I t I t
m t , (8) 

 ( ) ( ) ( ) D t I t m t .  (9) 

This procedure is iterated until D(t) can be considered to 
have a zero mean difference. Once it is obtained, D(t) will 
become the first IMF c1(t).  

Step 3: The residue is determined from the equation 

 1 1( ) ( ) ( ) r t I t c t . (10) 

Using the residue r1(t) as a new original signal, the next 
IMF is gained by repeating Steps 1 and 2. Finally, the pro-
cess is stopped when the residue becomes a constant or 
monotonic function for which IMF can no longer be de-
composed. Finally, the EMD method expresses the signal 
data as follows: 
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where I(t) is the original signal, cn(t) are the IMFs, rm(t) is a 
residual, and m is the total number of IMFs. The EMD 
method is described in detail in [7,8]. Here, we only intro-
duce the process of the 1-D data, since this principle is eas-
ily expanded to 2-D data. 

In this paper, we use the EMD method to decompose the 
phase into a finite number of IMFs that vary from 
high-frequency to low-frequency components. Because the 
high-order phase errors represent the high frequency com-
ponents of the phase, we can subtract the decomposed high 
frequency components directly from the original deformed 
phase. We can then minimize the influence of the nonlinear 
response of the measurement system on the phase calcula-
tion process. 

2  Computer simulation and experiments 

To demonstrate the validity of the phase reduction method 
using EMD in Phase Measurement Profilometry, a comput-
er simulation and experiments are carried out. In this paper, 
we focus on the five-step phase-shifting method. However, 
the method can be applied to either three- or four-step 
phase-shifting methods. 

We carried out a computer simulation using the 
MATLAB software. The fundamental frequency of the 
simulated fringe pattern is f0=1/16 pixel, and the size of the 
simulated image is 256×256 pixels. Because of the improv-
ing quality of electronic products, in most cases, the non-
linear errors of projectors and cameras are less than 
fifth-order. Therefore, to describe the actual measurement 
system better, we assume that the measurement system has 
fifth-order nonlinear errors. When the sinusoidal fringe im-
ages pass through this system, the fringe intensity can be 
expressed as follows: 
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The camera captured the reference fringe pattern and its 
128th row as shown in Figure 2(a) and (b), respectively. In 
this figure, since combining with the fifth-order nonlinear 
error, the fringe pattern becomes a non-sinusoidal curve. 
This will cause fluctuation errors in the actual calculated 
phase distribution. The simulated object is a free-form 
model (peaks function). Figure 3(a) shows the phase distri-
bution. The projector projected five phase-shifted fringe 
images and the camera captured the deformed fringe images. 
Figure 3(b) shows one of the deformed fringe images. 

According to the eq. (2), we obtain the wrapping phase 
of the tested object by conventional five-step phase-shifting. 
We then use the phase-unwrapping algorithm and subtract 

the reference phase to obtain the actual phase ' ( , ) x y , 

which is shown in Figure 4(a). Figure 4(a) shows there are  

 

 

Figure 2  Fringe intensity distribution. (a) The reference fringe intensity distribution; (b) cross-section of the 128th row of the right hand image. 
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Figure 3  (Color online) The phase distribution of the simulation object (a) and the deformed fringe image of the object (b). 

 

Figure 4  (Color online) Phase distribution using the 5-step phase-shift algorithm (a) and phase relative error distribution (b) . 

fluctuation errors in the actual phase and the surface is not 
smooth. The relative phase error distribution is shown in 
Figure 4(b). 

As shown by the theoretical analysis in Section 2, we use 
the EMD method to reduce the phase fluctuation error. Fig-
ure 5(a) shows the phase distribution of the 128th row of 
Figure 4(a). By applying the EMD method to Figure 5(a), 
the phase is decomposed into five IMFs and a residue. Fig-
ure 5(b) displays the five IMFs and the residue. We then 
subtract the high frequency components after decomposition, 
thus removing the phase fluctuation error (see Figure 5(c)). 
Figure 5(d) shows the phase distribution obtained using 
EMD and the Wavelet method. We see that the phase dis-
tribution is much smoother using EMD and the Wavelet 
method. The RMS of the phase profile is approximately 
3.152 rad using the EMD and approximately 3.156 rad us-
ing the Wavelet method. It is obvious that the proposed 
method provides a more accurate result. Similarly, the pro-
cedure is used for each row of the phase signal of Figure 
4(a), and we obtain the desired phase distribution. Figure 
6(a) shows the desired phase. The relative phase error is 
shown in Figure 6(b). Comparing Figures 4(a) and 6(a), we 
clearly observe that the proposed method can reduce the 

fluctuation errors and provide a smoother and more accurate 
result. 

To further demonstrate the method reported here, we 
measure an actual object. We built the 3D shape measure-
ment system using a projector (BenQ MP512) and a camera 
(DH-HV1351UC). The projector projects five phase-shifted 
fringe images. The camera captures the reference and de-
formed fringe images. The size of the image is reduced to 
751×631 pixels. Figure 7(a) and (b) show one of the five 
reference fringe images and the deformed fringe image of 
the object (complex face model). Figure 7(c) and (d) show 
the 3D measurement results before and after phase error 
reduction. The RMS of the phase profile is approximately 
4.762 rad. The results show that the surface of the phase 
before error reduction is very rough and becomes smooth 
once the EMD method is applied. 

In addition, we measured a heart model using the other 
measuring equipment. The projector is SANYO PRO xtrax 
and the CCD camera is MVC-II-1M .The size of the image 
is reduced to 241×241 pixels. Figure 8(a) and (b) show one 
of the five reference fringe images and the deformed fringe 
image for the object (heart model). Figure 8(c) and (d) show 
the 3D measurements before and after phase error reduction.  
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Figure 5  Phase error reduction. (a) Cross-section of the 128th row of Figure 4(a); (b) the decomposition result using EMD; (c) phase distribution after 
phase error reduction using EMD; (d) comparison of the phase distribution obtained using EMD and the wavelet method. 

 

Figure 6  (Color online) Phase distribution after phase error reduction with the algorithm proposed in this paper (a) and (b) phase relative error distribution.

The RMS of the phase profile is approximately 4.263 rad. 
The reconstructed 3D surface after phase reduction is 
much smoother. These computer simulation and experi-
mental results confirm the phase error reduction method 
significantly improved the measurement accuracy. 

3  Conclusions 

This study introduced the empirical mode decomposition 

(EMD) method into Phase Measurement Profilometry 
(PMP) for reducing the phase error. We showed that the 
phase error was caused by the nonlinear response of the 
measurement system. The influence of the nonlinear error 
of the measurement system was considerable in the calcu-
lated phase using the conventional five-step phase-shifting 
method. To reduce this influence, we performed a theoreti-
cal analysis, finding that the phase error can be eliminated 
by the EMD method. Computer simulation and experiments 
were conducted to show the feasibility of our method. 
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Figure 7  (Color online) A reference fringe image(a); a deformed fringe image (b); phase distribution before error reduction (c) and (d) phase distribution 
after error reduction.  

 

Figure 8  (Color online) The reference fringe image (a); a deformed fringe image (b); phase distribution before error reduction (c) and (d) phase distribution 
after error reduction. 
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