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In traditional view, atomic packing is random in glasses made of metallic elements with non-directional interactions as the 
glass-forming liquid needs to be excited to remain in liquid state before being cooled sufficiently fast to a glass. Locally ordered 
packing however is possible if certain conditions are favorable, such as a strong bonding between elements, or low configuration 
energy of a cluster of atoms as suggested by Frank. In alloy systems made of different metallic elements, we show that Frank’s 
criterion alone does not necessarily lead to certain specific local ordered packing or cluster formation such as icosahedral packing. 
In this context, we revisit the issue of atomic packing and cluster formation, and show that an alloy system with fairly random 
liquid configuration could be sufficient to produce a variety of noticeable locally ordered packing with low energy, albeit largely 
statistical in nature. Therefore, we emphasize the importance of the system parameters such as the atomic size, alloy concentration, 
and interaction potential in their collective contribution to local atomic packing. 
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The question of whether or not a liquid should have a local-
ly ordered structure has a significant bearing on many issues 
in materials science and condensed matter physics. To some 
extent, stability of a liquid depends on whether or not such 
an ordered structure exists, so deep undercooling could be 
achieved [1]. A glass-forming liquid with extended stability 
is a precursor for good glass forming ability as the cooling 
rate q = T/t is determined by the temperature gap T= Tl 

Tg between the liquidus line Tl and the glass transition 
temperature Tg, and t which is the time taken during cool-
ing across the gap. A critical cooling rate is represented by 
the slowest q for a system. Obviously, a system with the 
smallest T would have the slowest cooling rate at a suffi-
ciently long cooling time to avoid crystallization, thus more 
stable [2]. When local atomic packing with certain non- 
crystalline order is present, the liquid would have lower 
configuration energy and therefore a low Tl. So the liquid 

becomes more stable and could be made relatively easily 
into a glass [1,2].  

One such locally ordered packing is icosahedral cluster 
made of 13 atoms. As proposed by Frank [1], by consider-
ing the pairwise interactomic interactions, i.e. the Lennard- 
Jones (LJ) interaction, LJ (r), between atoms separated by a 
distance r, the potential energy of the central atom interact-
ing with the 12 nearest neighbor atoms would be about 
8.4% lower if they are packed as an icosahedron than that if 
they are packed as the face-centered-cubic (fcc) structure. 
An icosahedron packing requires that all 12 neighboring 
atoms are located at the vertex points of 3 perpendicular 
rectangles with the golden ratio. In contrast, an fcc packing 
has all 12 neighboring atoms sitting at the vertices of 3 per-
pendicular squares. As a result, the ratio between the nearest 
neighbor distances in an icosahedron is shorter than that in 

an fcc by 21 [(1 5) / 2] / 2 0.95   , which thus results 

in lower configuration energy. Correspondingly, the lattice 
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energy with icosahedron clusters is about 40% lower. 
Therefore, this low energy atomic packing is the preferred 
local structure and would be expected to permeate a liquid 
[1]. 

Frank’s idea has attracted great attention in the past 50 
years, especially in the community of metallic glass. Briant 
and Burton [3] were among the first to propose that amor-
phous metals could be composed of high density of these 
low energy clusters. For this reason, they called icosahedron 
the “structural unit” of amorphous metals. Using various 
model clusters of different number of atoms, they showed 
that the scattering function of the 13-atom icosahedral clus-
ter is much closer to some of the known experimental dif-
fraction functions of metallic glasses, which made them to 
conclude that amorphous metals should be composed of 
these low energy structural units. Glass transition, on the 
other hand, would involve the development of these struc-
tural units in undercooled liquid with random orientation 
[4,5]. Extensive molecular dynamics simulations were per-
formed to measure and characterize the icosahedral clusters, 
albeit most of which are in one-component Lennard-Jones 
(LJ) systems [6,7]. The anticipated icosahedral packing was 
indeed found in these systems; and moreover, the glass 
transition was found to occur in tandem with the increasing 
icosahedral cluster formation.  

This simple and appealing idea has found its way into 
alloy systems composed of different metallic elements. Dif-
ferent from the one component systems with equal sized 
atoms, in mixed systems the icosahedral cluster would be 
ideal if the central atom has the atomic radius about 5% 
smaller than that of the 12 surrounding neighbor atoms, so 
the neighboring atoms would be in direct contact with each 
other to form a tightly packed icosahedron. As shown by 
Jonsson and Andersen [7], about 10% increase in the repre-
sentative icosahedral motif was seen in a binary Len-
nard-Jones liquid where the atoms have about 10% atomic 
size difference, upon cooled to the glass transition. In a 
model Mg-Ca binary liquid, a majority of the local packing 
with five-fold symmetry was also reported with cooling [8]. 
More dramatic presence of the icosahedral packing has been 
reported recently in some of the bulk metallic glass systems, 
most noticeably those made of Zr and Cu [9–13]. The find-
ing leads to the impression that the good glass-forming liq-
uids are those with the excessive amount of locally ordered 
icosahedral packing or clusters with lower configuration 
energy. Further extension of this conclusion led to the sug-
gestion that many material properties are affected signifi-
cantly by the local atomic packing, which includes the glass 
formability, brittle vs. ductile behavior in the mechanical 
response, lower viscosity and diffusivity, etc. in bulk glass 
forming systems [14–16]. 

In this letter, using available data and simple analysis we 
shall arrive at the following two general conclusions that are 
not necessarily in agreement with the current thinking, that 
is, (1) in alloy systems the atomic packing, especially the 

icosahedral order is not governed necessarily by Frank’s 
energy criterion, and (2) rather the formation of the clusters 
or local order, to a great extent, is a consequence of freezing 
a relatively random or stochastic liquid with metastable 
configurations. The configurations are dictated largely by 
the system parameters such as the atomic size and intera-
tomic interactions, and the cooling condition. These conclu-
sions may be reflected more obviously in computer simula-
tions when insufficient relaxation time is given.  

First, let us consider the typical binary system made of Zr 
and Cu in which a few best glass forming liquids were dis-
covered [17]. The interatomic potentials among the alloy 
elements are shown in Figure 1. Since the many-body ef-
fects are considered in the interatomic interactions [18,19], 
the potentials in Figure 1 are the effective pair potential. As 
compared with pure elements, alloy systems have two dis-
tinct features. One is that the elements have different effec-
tive atomic radii and the second is that the interaction or 
bonding energy is different among different elements. Both 
of these features can be seen in the effective potentials in 
Figure 1. The atomic radius of Cu and Zr is about 135 and 
175 pm respectively [20,21] which are quite close to the 
distance at the minimum of the Cu-Cu and Zr-Zr interatom-
ic potentials. The atomic size ratio  between Cu and Zr is  
0.77. From Figure 1, we can also see that the bonding ener-
gy at the first neighbor distance between Cu-Cu atoms is 
about twice as small as that of Zr-Zr, while the Cu-Zr 
bonding energy is in between. With these parameters in 
mind, the atomic size and the first neighbor bonding energy, 
we now can proceed with our analysis. 

Then, let us consider the isolated cluster composed of 
M+1 atoms where M is the number of neighboring atoms 
around the central atom. In the treatment of local atomic 
packing in condensed phase such as liquid and solid, we can 
safely assume that the hard-core repulsion of the interatomic 
interaction plays a primary role and the detailed bonding 
energy plays a secondary role. Therefore, we can predict the 
number of neighbor atoms surrounding a central atom, or  
 
 

 

Figure 1  The effective pair interactions among Zr-Zr, Zr-Cu, and Cu-Cu 
for the Cu-Zr system. 
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the coordination number of a M+1 cluster. If a central atom 
with radius rA is surrounded by atoms with the radius rB, to 
fully surround the central atoms (with no open space large 
enough to fit another neighboring atom in), there should be 

4π (1 3 / 2) / (1 1 2 /1 )M        neighboring atoms 

[22,23], plus and minus a few number of atoms from statis-
tical fluctuation due to temperature and finite compressibil-
ity of the neighboring atoms. Here B A/r r   is the atomic 

size ratio.  
From the atomic size ratio between the neighbor atoms 

and the central atom, we can predict roughly the coordina-
tion number M. Therefore, if the central atom is the larger 
sized Zr atom, the minimum number of its neighbors would 
be 12 if all the neighbors are Zr, and the maximum is about 
17 if all the neighbors are small sized Cu atom. Similarly, if 
the central atom is the small sized Cu atom, the minimum 
number of the neighbors would be 10 if all of them are the 
large Zr atom and the maximum is 12 if all its neighbors are 
small sized Cu atoms. Therefore, we can immediately see 
that the number of neighbors M, or the cluster coordination 
number would appear as a bimodal distribution with one 
peak centered on Cu atom and another around Zr atom. The 
distribution of the coordination number, or cluster size is 
bound by the limits we just predicted. Of course, the above 
prediction based on hard-core model would be relaxed in 
reality when the system is allowed to have density fluctua-
tion or at certain temperature. For example, the upper limit 
of the coordination number for Cu may range from 6 to 13 
(or 14) and for Zr, it is 8 to 19 (or 20).  

Another unique feature of an alloy in terms of atomic 
packing is the mixing of different alloy elements in the 
neighbor shells. As different elements start to mix, the clus-
ter size distributions would vary but the variation would be 
within the limits we gave above. Therefore, one may see a 
bit wider distribution of the neighbor number M in experi-
mental or computer simulated samples, nevertheless the 
bimodal feature should remain. 

Such a simple outcome tells us that in Cu-Zr system the 
cluster size follows a bimodal distribution with two peaks 
determined by alloy’s different atomic sizes. In contrast, 
one-component system should have only one peak. In the 
case of the one-component LJ system, the peak is centered 
at the mean of about 10 in liquid state and 12 in crystalline 
state (see Figure 9 in [24]). Therefore, the larger the atomic 
size difference is in a binary system, the larger the peak 
separation is. However, as the number of alloy component 
increases, the distinction of the cluster size may become less 
obvious if the atomic sizes of the elements are distributed 
within a narrow range.  

From these predictions, we can see that icosahedral order 
characterized by the coordination number around M=12 and 
fivefold symmetry may not be necessarily the dominated 
one in total number, or not even be present as envisioned 
before [1–8] in alloy systems if the atomic size ratio is not 

in certain favorable range. One such example is the metal- 
metalloid systems with small elements such as P, B or C 
[25]. It is interesting however to notice that the atomic size 
ratio between most metallic elements in all metal-metal 
metallic glasses are within 0.7–1.3 [2], so the icosahedral 
packing is certainly a common occurrence, although may 
not necessarily be the dominant one. The analysis shown 
above indicates that the clusters in an alloy such as Cu-Zr 
would have a broad range in cluster size distribution, from 
M=6 to 20 as dictated predominantly by the geometric fac-
tor of the atomic sizes or repulsive interatomic interactions. 
One should expect that the local packing is optimized to 
achieve high or most efficient packing density [22,23] due 
to the sufficient thermal agitation in liquid state.  

The next question is whether or not there is a preferred 
cluster such as the icosahedral cluster that has an over-
whelming presence as Briant and Burton proposed [3]. Our 
first answer to this question is that the relative amount of 
these clusters depends on not only the bonding energy of the 
cluster, as Frank suggested, but also the concentration of the 
alloy elements. For a binary system with relative concentra-
tion of one type of atom being x, the mean number of 
neighbors of one type of atom around the other type of atom 
scales as x(1–x). For Cu-Zr system, if the concentration of 
Cu is small (less than 50%), the relative amount of small 
clusters with the nearest neighbor less than 14 is small, in-
cluding that of the icosahedra because of the relative scar-
city of Cu that could serve as the center atom for the cluster. 
For the same reason, if the Zr concentration is small, the 
large size cluster with the nearest neighbors larger than 14 is 
small. Therefore, we would expect a smooth change of the 
relative amount of the different types of clusters as the alloy 
concentration changes from the Cu poor to the Cu rich re-
gion of the phase diagram. The packing density of Cu-Zr 
binary system in three-dimensions may very much like what 
appears Ref. [26], at least qualitatively with the maximum 
packing density at around x= 0.5–0.7. Note that the cluster 
distribution obtained this way is from random packing. 
Whether or not there should be an abnormal increase of 
packing density with certain type of clusters made of low 
configuration energy that correspond to the best glass 
forming range, however, remains to be resolved [27].  

The second answer is that the amount of certain clusters 
depends on their relative configuration energy, as in Frank’s 
argument. While the “hard-core repulsion” dictates the lim-
its of atomic packing as shown above, let us now look at the 
energetic of these clusters. Since the bonding energy of the 
nearest neighbors is governed by the potential energy shown 
in Figure 1, we can estimate the energy of the clusters pre-
dicted above. For the Cu-centered clusters, for M=9, the 
potential energy is about –2.7 eV per atom as most of its 
neighbors are Zr atoms if we consider the nearest neighbor 
interactions. On the other extreme, if all neighbors are Cu, 
one has M=12 neighbors, presumably forming an icosahe-
drons, the bonding energy for the center Cu atom is about 
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–2.4 eV. As we gradually dilute the neighbors with increas-
ing number of Cu, the potential energy is going to change 
from the lower bound at about –2.7 eV to the upper bound 
at about –2.4 eV. So the bonding energy of the other 
Cu-centered clusters should be between –2.7 and –2.4 eV as 
more Cu mixes with Zr. Of course, at any of the limits, cer-
tain deviations may occur in both the total number of the 
neighbors or the relative concentration of Cu and Zr in the 
first neighbor shell. The latter leads to the distorted icosa-
hedrons for the clusters around M=12.  

For the Zr-centered clusters, the energy is the lowest for 
M=12 neighbors made of all Zr, that is, –4.8 eV. As more 
small-sized Cu mixed into the first neighbor shell around Zr, 
the energy begins to increase (while the number of the first 
neighbors increases, too), as indicated by the higher Zr-Cu 
interaction (Figure 1). Such trend continues in clusters with 
M>12. Since the bonding energy of Zr-Zr and Zr-Cu is 
lower than that of Cu-Cu, we expect the bonding energy of 
the Zr-centered clusters have lower configuration energy 
than the predominantly Cu rich clusters, including the ico-
sahedral clusters. 

From the above analysis, we can see that the icosahedra, 
most of which are Cu-centered, should not be the energeti-
cally most favorable ones. Our recent numerical work con-
firms this conclusion (unpublished results). In fact, the con-
clusion is not surprising at all. In one component systems, 
Frank’s energy criterion for cluster formation is specific as 
he compares the icosahedrons with the reference state of the 
fcc or hcp packing. In alloy systems, because of different 
bonding energy and atomic size and the possibilities of a 
large number of topological and chemical arrangements of 
the atoms, Frank’s energy criterion becomes ambiguous to 
apply. For example, for the M=12 cluster in an alloy system, 
it is no longer obvious to us how to compare the energy of 
an existing icosahedral cluster made of a mixture of Cu and 
Zr atoms with that of a “would-be” reference cluster with 
M=12 whose state or structure is either the complex eutectic 
crystal mixture, or in general unknown if it is a metastable 
phase. Another alternative is to compare the energies of 
different clusters. But as we saw in the above analysis, such 
comparison does not work either, as there are many clusters 
that have lower bonding energy than the icosahedra. 

The above cases were for isolated clusters, that is, the in-
teractions of the neighbors with other atoms outside of the 
cluster are neglected. One expects that the outcome may be 
different once those interactions are included. Since a large 
portion of the bonding energy (up to ~40%) is usually con-
tributed from the first neighbor interactions, including the 
interactions from the remote neighbors may not change the 
scenario qualitatively. Indeed, as shown in recent work 
[28,29] including these interactions explicitly only adds 
minor changes in the cluster energy.  

Now we are ready to discuss the next question: How the 
clusters form. One scenario is directly from Frank’s energy 
criterion, that is, clusters form as driven by the configura-

tion energy difference: The lower the cluster configuration 
energy, the more populated the types of the clusters. This 
proposal must involve certain types of growth of the low 
energy configuration clusters. But as we show below, the 
“growth” process is quite limited by many factors. The oth-
er possible mechanism, which we propose here, is the result 
of kinetic freezing of the default random configurations in 
the liquid state with certain degrees of local optimization of 
atomic packing [22,23]. The major difference between these 
two mechanisms lies in that the latter does not assume a 
(significant) growth process of the clusters with lower con-
figuration energy from those of higher configuration ener-
gies. For example, if the growth occurs, the lower energy 
configuration of the Zr-centered clusters would be populat-
ed, rather than the Cu-centered icosahedrons. In order to do 
so, significant diffusion is required so the elements in clus-
ters with higher configuration energy need to migrate to 
form the low energy configuration clusters. The growth is 
hindered by the high activation barrier of rearranging both 
Cu and Zr atoms so the elements can diffuse from the 
Cu-rich environment (with high energy) to the Cu-poor en-
vironment (with low energy). Besides, it is impossible to 
have certain number of the low energy clusters as it is re-
stricted by the overall composition of the system. Under 
these constraints, the glass-forming liquids would take the 
configurations primarily from the liquid in the excited state 
with nearly random configuration and some possible locally 
optimized packing. In this picture, the clusters are largely 
dictated by the packing rules set by the atomic size, overall 
composition, and bonding energy in the short-range region.  

In summary, we reexamined the Frank’s energy criterion 
for local atomic packing in alloy systems, using Cu-Zr bi-
nary system as an example. We showed that straightforward 
extension of Frank’s criterion from single component sys-
tem to alloy system is invalid, as the reference state to 
compare with remains ambiguous. A broad spectrum of 
local packing exists that is dictated largely by the default 
liquid configuration maintained at the high temperature ex-
cited state. In particular, we showed that the clusters with 
icosahedral symmetry do not have the lowest configuration 
energy among the clusters available. The atomic packing is 
not necessarily dominated by a single type of clusters, or 
even by these with lowest configuration energy. The atomic 
configurations are however optimized locally by the rules 
set by the atomic size, overall composition, and bonding 
energy.  
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