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Preface

This PhD thesis has been submitted to the Department of Electrical Engi-
neering at the Technical University of Denmark in partial fulfillment of the
requirements for acquiring the PhD degree.

The research providing the foundation for the thesis has been conducted
over a period of three years from August 17th, 2009 to August 15th, 2012
at the Center for Fast Ultrasound Imaging (CFU), Biomedical Engineering,
Department of Electrical Engineering, Technical University of Denmark.
The project was funded by grant 024-2008-3 from the Danish Advanced
Technology Foundation and BK Medical Aps, Denmark. The thesis recapit-
ulates the conducted research and included are three journal papers, three
conference papers, and one extended abstract.

During my work I have had the opportunity to attend conferences in
Rome, Copenhagen, San Diego, Cancun, Artimino, and Orlando to present
my research, and it has let to many fruitful discussions. Traveling to these
conferences has been a huge privilege, and the experiences have broadened
my horizon of both the technical and the clinical side of medical ultrasound
as well as within acoustics in general. Additionally, the conferences have
given me the opportunity to nurture and expand my professional as well
as social networks. I have also enjoyed and learned a lot from teaching
and tutoring students in medical imaging systems through three semesters,
and I especially value the experience of co-supervising a master’s project.
It has been a pleasure to share my knowledge within ultrasound imaging
and velocity estimation with professors, colleagues, and students at the
Biomedical Engineering Group.

Michael Johannes Pihl
Kgs. Lyngby, Denmark, August 2012






Abstract

The main purpose of this PhD project is to develop an ultrasonic method
for 3D vector flow imaging. The motivation is to advance the field of
velocity estimation in ultrasound, which plays an important role in the
clinic. The velocity of blood has components in all three spatial dimensions,
yet conventional methods can estimate only the axial component. Several
approaches for 3D vector velocity estimation have been suggested, but none
of these methods have so far produced convincing in vivo results nor have
they been adopted by commercial manufacturers. The basis for this project
is the Transverse Oscillation (TO) method, which estimates both the axial
and the lateral velocity components.

The first part of the scientific contribution demonstrates that a commer-
cial implementation of the TO method is feasible. Afterwards, the method is
expanded to a phased array geometry, and performance metrics based on the
TO fields are suggested. They can be used to optimize the TO method. In
the third part, a TO method for 3D vector velocity estimation is proposed. It
employs a 2D phased array transducer and decouples the velocity estimation
into three velocity components, which are estimated simultaneously based
on 5:1 parallel receive beamforming. Simulation results demonstrate the
feasibility of the method.

In the final part, an experimental investigation of the 3D TO method is
presented. Velocity measurements of steady flow were conducted in a flow-rig
system, and the data were acquired using an experimental ultrasound scanner
and a 2D transducer. The three velocity components along the center line
are measured with relative (to the expected values) biases and standard
deviations lower than 5% and 12 %, respectively. At the center of the vessel,
the mean and standard deviation of 100 estimated velocity vectors are
(Vs, vy, v,) = (-0.03, 95, 1.0) £ (9, 6, 1) cm/s compared with the expected
(0, 96, 0) cm/s. Afterwards, 3D vector flow images from a cross-sectional
plane of the vessel are presented. The out of plane velocities exhibit the
expected 2D circular-symmetric parabolic shape. The experimental results
verify that the 3D TO method estimates the complete 3D velocity vectors,
and that the method is suitable for 3D vector flow imaging.
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Resumé

Hovedformalet med dette ph.d.-projekt er at udvikle en fremgangsmade
inden for ultralyd til 3D vektor strgmningsbilleddannelse. Motivationen
er at fremme feltet inden for hastighedsestimering i ultralyd, som spiller
en vigtig rolle i klinikken. Blodets hastighedsvektor har komposanter i
alle tre rumlige dimensioner, men konventionelle metoder estimerer alene
den aksiale komposant. Adskillige fremgangsmader til estimering af 3D
hastighedsvektorer er blevet foreslaet, men ingen af disse fremgangsmader
har hidtil produceret overbevisende in vivo resultater, og ingen er blevet
implementeret af kommercielle producenter. Grundlaget for dette projekt er
Transverse Oscillation (TO)-metoden, som estimerer bade den aksielle og
den tveergaende hastighedskomposant.

Forste del af det videnskabelige bidrag demonstrerer, at en kommerciel
implementering af TO metoden er mulig. Dernaest udvides metoden til en
phased array geometri, og performancemetrikker baseret pa TO-felterne
foreslas. De kan anvendes til at optimere metoden. I tredje del foreslas en
fremgangsmade til estimering af 3D hastighedsvektorer. Den anvender en 2D
phased array transducer og afkobler hastighedsestimeringen i tre komposan-
ter, som estimeres samtidigt baseret pa 5:1 parallel receive beamforming.
Simuleringsresultater demonstrerer gennemfgrligheden af metoden.

I den sidste del praesenteres en eksperimentel undersggelse af 3D TO meto-
den. Hastighedsmalinger af stabilt flow blev udfert i et flow-rig system, og
data maltes med en eksperimentel ultralydsskanner og en 2D transducer. De
tre hastighedskomposanter langs midterlinjen males med en relativ (i forhold
til den forventede veerdi) bias og standardafvigelse mindre end henholdsvis
5% og 12 %. 1 midten af karret er middelveerdien og standardafvigelsen af 100
estimerede hastighedsvektorer (v,, v, v,) = (-0,03; 95; 1,0) & (9; 6; 1) cm/s
i forhold til de forventede (0; 96; 0) cm/s. Efterfglgende praesenteres 3D
vektor strgmningsbilleder optaget i et tveersnitsplan af karret. Hastighederne
ud af planet udviser den forventede 2D cirkulser-symmetriske og parabolske
profil. De eksperimentelle resultater verificerer, at 3D TO-metoden maler
den komplette 3D hastighedsvektor, og at fremgangsmaden er egnet til 3D
vektor strgmningsbilleddannelse.
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Introduction

The overall purpose of this PhD project is to develop an ultrasonic method
for three-dimensional (3D) vector flow imaging. The motivation is to advance
the field of velocity estimation in medical ultrasound—especially because
velocity estimation over the last decades has been an important diagnostic
tool in the clinic. As an example, velocity estimation in the carotid artery
is a main diagnostic criteria in assessing the degree of stenosis [1, 2].

Current clinical practice relies on typically spectral (Doppler) techniques
or color flow imaging. These methods are able to estimate only the axial
velocity component. For the spectral estimator, the operator may compen-
sate for the expected flow angle. However, this is not necessarily trivial, and
is impossible in other cases [3, 4]. It also strongly limits the possibility of
visualizing complicated flow patterns like disturbed or complex flow and vor-
tices [4], which potentially carry pathological information about e.g. stenoses
and malfunctioning valves [5].

Contrary to the estimation of one-dimensional (1D) velocities, hemody-
namic studies have shown that the blood flow is far from unidirectional. It
exhibits complex flow patterns, and the velocity vector has components in
all three spatial dimensions as ultrasound measurements [4, 6, 7] as well as
magnetic resonance imaging (MRI) [8-10] and computational fluid dynamics
(CFD) modelling [11-14] have shown. In addition, hemodynamic shear stress
has been linked to the development of atherosclerosis [15, 16], but disturbed
flow itself has been suggested as an explanation for the focal nature of
the disease [17]. How the geometry of the carotid bifurcation predicts its
exposure to disturbed flow has also been investigated [18]. The topic of
how atherosclerosis develops is still controversial and has received increased
interest in recent years.

Moreover, it is important to bear in mind that blood flow directions in the
human blood vessel rarely (if ever) are constant over time. On the contrary,
the velocities vary as a function of time and space [4, 19]. Therefore, it is
important to estimate the three velocity components simultaneously.

The above underlines the need for methods that can estimate the three-
dimensional (3D) velocity vector. Several methods have been suggested for
this. Yet, none have so far been adapted by commercial manufactures. The
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Figure 1.1 Measured 3D vector flow images in a scan plan for the three velocity
components v, vy, and v, and the full velocity magnitude. The scan plan is

orthogonal to the flow direction.

purpose of this research is to develop a method for simultaneous 3D velocity
estimation suitable for real-time implementation.

The method developed during the PhD study is based on the Trans-
verse Oscillation (TO) approach [20]. A crucial part of the method is to
synthesize double-oscillating fields. The optimization of these fields and
the beamforming strategy has been part of developing the 3D method. An
example of the latest results showing 3D vector flow images is presented in
Figure 1.1. This thesis goes through the background information and the
theory required, as well as the research conducted for obtaining these 3D
vector flow images.
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Objectives

The objective of the conducted research is to develop a method for 3D vector
velocity estimation based on the TO approach. Prior to this, optimizing
approaches of the TO method and an expansion of the method to a phased
array geometry are warranted. Afterwards, with simulations and subsequent
experimental measurements, it is sought to demonstrate the feasibility and
capability of the developed method for estimating all three components of
the velocity vector. Finally, examples of 3D vector flow images are presented.

Structure of the thesis

The thesis is structured in two parts. The first two chapters introduce
the technical background and the motivation for the present research. The
subsequent chapters present the scientific contributions and are structured to
demonstrate the progress of the conducted research. The thesis is presented
as a whole, and the individual chapters are intended to be read in succession
without the need for consulting or reading the individual papers. Hence,
the content of the chapters presenting the scientific contributions include
paragraphs that have direct correspondence to the respective papers.

Chapter 2 provides a review of the literature that leads up to the scien-
tific contributions presented in this thesis. Included is a brief summary of
the history of axial (1D) velocity estimation followed by brief reviews of
suggested methods for two-dimensional (2D) and 3D velocity estimation.
Additionally, examples of clinical use of velocity estimation are given.

Chapter 3 describes the theory of the Transverse Oscillation method for
2D velocity estimation using a linear array. The description is based on
prior publications. The chapter also presents two clinical examples of 2D
vector flow imaging from a commercial implementation.

Chapter 4 presents the results of a study investigating the feasibility of a
commercial implementation of the TO method using a linear array. This
work has been published in Paper I and in the paper by Hemmsen et al.
[21].

Chapter 5 focuses on expanding the TO method from a linear array geom-
etry to a phased array geometry. An alternative beamforming strategy as
well as performance metrics to evaluate the performance of the TO method
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are presented. This chapter is composed upon Papers II and III.

Chapter 6 presents the proposed 3D Transverse Oscillation method. The
method is capable of estimating all three components of the velocity vector
simultaneously. The feasibility of the method is investigated through simu-
lations. The chapter is composed upon Papers IV and V.

Chapter 7 presents the experimental investigations of the 3D TO method.
The measurements are performed in a flow-rig using an experimental scanner
and a 2D transducer, and 3D velocity profiles as well as 3D vector flow images
are obtained. The work is presented in Paper VI as well as Abstract A and B.

Chapter 8 encompasses the final conclusion on the results of the conducted
research, the perspectives, and ideas on future work.

Scientific contributions

The scientific contributions of this PhD project are mainly collected in
the six papers and two abstracts. The author has also contributed to an
additional journal paper by Hemmsen et al. The conducted research has
also formed the basis for a patent application. Additional papers, abstracts,
and dissemination are listed at the end.

1.3.1 Papers and abstracts included in the thesis

The the thesis is written upon the following six papers numbered I-VI and
two abstracts designated A and B. The numbering corresponds to their
order of appearance in the thesis and the appendix.

Journal papers
IIT M. J. Pihl, J. Marcher and J. A. Jensen. Phased Array Vector Velocity
Estimation using Transverse Oscillations. IEEFE Trans. Ultrasons.,
Ferroelec., Freq. Contr., Accepted for publication

V M. J. Pihl and J. A. Jensen. A method for estimation of three-
dimensional velocity vectors in ultrasound. J. Acoust. Soc. Am.,
Submitted

VI M. J. Pihl and J. A. Jensen. Experimental investigation of three-
dimensional velocity vector estimation. J. Acoust. Soc. Am., Submit-
ted
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Conference papers
I M. J. Pihl, S. I. Nikolov, M. C. Hemmsen, and J. A. Jensen. Per-
formance of the Transverse Oscillation Method using Beamformed
Data from a Commercial Scanner. In Proc. IEEE Ultrason. Symp.,

September 2009

IT M. J. Pihl and J. A. Jensen Transverse Oscillations for Phased Array
Vector Velocity Imaging. In Proc. IEEE Ultrasons. Symp., pages
1323-1327, October 2010

IV M. J. Pihl and J. A. Jensen. 3D Vector Velocity Estimation using a
2D Phased Array. In Proc. IEEFE Ultrasons. Symp, pages 430-433,
October 2011

Abstracts
A M. J. Pihl and J. A. Jensen. Measuring 3D Velocity Vectors using the
Transverse Oscillation Method. In Proc. IEEE Ultrason. Symp. 2012,
Accepted

B M. J. Pihl, M. B. Stuart, B. G. Tomov, J. M. Hansen, M. F. Rasmussen,
and J. A. Jensen. Preliminary example of 3D vector flow imaging. In
SPIE Medical Imaging 2013, Submitted

1.3.2 Co-authored journal paper

The author has contributed to the following journal paper by writing the
section titled Transverse Oscillations for blood velocity estimation (approxi-
mately two pages).

o« M. C. Hemmsen, S. I. Nikolov, M. M. Pedersen, M. J. Pihl, M. S.
Enevoldsen, J. M. Hansen, and J. A. Jensen. Implementation of a
Versatile Research Interface Data Acquisition System Using a Commer-
cially Available Medical Ultrasound Scanner. IEEE Trans. Ultrason.,
Ferroelec., Freq. Contr., 59(7):1487-99, 2012

1.3.3 Patent application

On basis of the conducted research, a patent application on the 3D TO
method has been filed by BK Medical.

o M.J. Pihl and J. A. Jensen. Three Dimensional (3D) Transverse
Oscillation Vector Velocity Ultrasound Imaging, International Patent
Application, Priority data: 2011.
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1.3.4 Additional papers and abstracts

The following additional papers and abstracts are listed in chronological
order.

2012

o M. M. Pedersen, M.J. Pihl, P. Haugaard, J. M. Hansen, K. L. Hansen,
M. B. Nielsen, and J. A. Jensen. Comparison of Real-Time In Vivo

Spectral and Vector Velocity Estimation. Ultrasound Med. Biol.,
38(1):145-151, 2012

e J. Marcher, M. J. Pihl and J. A. Jensen. The Transverse Oscillation
Method using a Phased Array Transducer .In Proc. IEEFE Ultrason.
Symp. 2012, Accepted

2011
o M. M. Pedersen, M.J. Pihl, J. M. Hansen, P. M. Hansen, P. Haugaard,
M. B. Nielsen, and J. A. Jensen. Arterial secondary blood flow patterns

visualized with vector flow ultrasound. In Proc. IEEE Ultrason. Symp.,
pages 1242-1245, 2011

o J. A. Jensen, S. Nikolov, J. Udesen, P. Munk, K. L. Hansen, M. M.
Pedersen, P. M. Hansen, M. B. Nielsen, N. Oddershede, J. Kortbek, M.
J. Pihl,; and Y. Li. Recent advances in blood vector velocity imaging.
In Proc. IEEE Ultrason. Symp., pages 262-271, 2011

o M. M. Pedersen, M.J. Pihl, J. M. Hansen, P. M. Hansen, P. Haugaard,
M. B. Nielsen, and J. A. Jensen. Preliminary comparison between
real-time in-vivo spectral and transverse oscillation velocity estimates.

In Proc. SPIE — Medical Imaging — Ultrasound Imaging and Signal
Processing, vol 7968, 2011

2010
e J. A. Jensen, M. J. Pihl, J. Udesen, M. M. Pedersen, K. L. Hansen.
Principle and performance of the transverse oscillation vector veloc-
ity technique in medical ultrasound. In 2nd Pan-American/Iberian
Meeting on Acoustics, 2010

o M. M. Pedersen, M.J. Pihl, P. Haugaard, M. B. Nielsen, and J. A.
Jensen. Quantification of complex blood flow using real-time in vivo
vector flow ultrasound. In Proc. IEEFE Ultrason. Symp., pages 1088-
1091, 2011
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o M.J. Pihl, P. Haugaard, and J. A. Jensen. Using Phased Array for
Transverse Oscillation Vector Velocity Imaging. Presented at 10th
EUROSON 2010, Copenhagen, Denmark, 2010

o« M. M. Pedersen, M.J. Pihl, P. Haugaard, M. B. Nielsen, and J. A.
Jensen. Quantification of complex blood flow using real-time in vivo
vector flow ultrasound. Presented at 10th EUROSON 2010, Copen-
hagen, Denmark, 2010

o M. M. Pedersen, M.J. Pihl, P. Haugaard, J. M. Hansen, K. L. Hansen,
M. B. Nielsen, and J. A. Jensen. Preliminary evaluation of vector flow
and spectral velocity estimation. Presented at 10th EUROSON 2010,
Copenhagen, Denmark, 2010

1.3.5 Additional dissemination
Besides poster presentations or talks given at conferences listed above with
the author of this thesis as first author, the following talks have been given.

Talks

o M. J. Pihl. Velocity Estimation in Human Blood Vessels using Ul-
trasound. Invited talk presented at Dansis seminar — Human Fluid
Dynamics, March 28, 2012

« M. J. Pihl and J. A. Jensen. Phased Array TO in 2D. Presented at
Artimino Conference 2011, Artimino, Italy, June 26-29, 2011

e J. A. Jensen, M. J. Pihl, J. Udesen, M. M. Pedersen, K. L. Hansen.
Principle and performance of the transverse oscillation vector veloc-
ity technique in medical ultrasound. In 2nd Pan-American/Iberian
Meeting on Acoustics, 2010
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Velocity estimation in medical
ultrasound

Summary Ultrasound imaging dates back to the 1950’s. The first example
of ultrasonic velocity estimation was presented by Satomura in 1957. It was
a continuous-wave system based on the Doppler shift. Modern day scanners
employ pulsed signals and combine the B-mode image with 2D images of the
azial velocities. The axial velocities are (for the majority) estimated using
an autocorrelation approach as suggested by Namekawa et al. and Kasai et
al. The problem with the conventional estimators is the angle dependency,
as only the axial velocity component can be estimated. Several 2D and
3D methods have been suggested to remedy this issue including cross-beam
methods, speckle tracking, and, more recently, particle image velocimetry.

Purpose and scope

The purpose of this chapter is to place the scientific contributions of this
thesis in a historic and scientific context in terms of ultrasonic velocity
estimation. The reader unfamiliar with ultrasound in general may acquire a
brief introduction to ultrasound through e.g. Jensen [22].

Ultrasonic velocity estimation can been applied in two areas: Tissue mo-
tion estimation and blood velocity estimation. There are several differences,
which affect the requirements for the two applications. For tissue motion
estimation, the signals are often strong and the motion small. Conversely,
for blood velocity estimation, the signals are often weak due to the weak scat-
tering of blood and the motion is often—but not always—large. That poses
different challenges. For tissue motion estimation, the signal-to-noise-ratio
(SNR) is good and the estimator must be able estimate small displacements.
Oppositely, for blood velocity estimation, the SNR is poor and the estimator
must be able to estimate high (and sometimes) low velocities. The focus of
this chapter is on blood velocity estimation.

The main developments leading up to the present research are highlighted.
The chapter also describes the alternative methods to the Transverse Oscil-

9



2.2

2.3

10 2. Velocity estimation in medical ultrasound

lation method, which forms the basis for the present work. It is outside the
scope of this chapter to provide a technical review of the methods presented.

Background literature

The review of ultrasound velocity estimation is based on the papers by
Jensen [22], Wells [23], Dunmire and Beach [24], and Evans et al. [25].
Further details are provided in the books by Evans et al. [26], Jensen [27],
and Evans and McDicken [28].

A historic perspective

The focus in the following will be on the main path leading from the early days
of ultrasound imaging over Doppler methods to real-time two-dimensional
color flow imaging using an auto-correlation approach.

2.3.1 Background literature
The review of ultrasound velocity estimation in a historic perspective is
based on the papers by Jensen [22], Wells [23], Dunmire and Beach [24],

and Evans et al. [25]. Further details are provided in the books by Evans
et al. [26], Jensen [27], and Evans and McDicken [28].

2.3.2 The early days of ultrasound imaging

According to Jensen [22] early experiments of ultrasound imaging were
conducted by modified radar and sonar equipment in the early 1950’s by
Wild! and by Edler and Hertz?. Wells [23], on the other hand, refers to the
pioneering work of Wild and Reid?® and of Howry and Bliss*.

1J.J. Wild. The use of ultrasonic pulses for the measurement of biological tissue and
the detection of tissue density changes. Surgery 27:183-188, 1950

2I. Edler and C.H. Hertz. The use of ultrasonic reflectoscope for the continous
recording of the movement of heart walls. Kungl. Fysiogr. Séllskap. i Lund Fohandl 24:
40-58, 1954

3J. J. Wild and J. M Reid. Further pilot echographic studies of the histologic structure
of the living intact human breast. Am. J. Pathol. 28:839-61, 1952

4D. H. Howry and W. R. Bliss. Ultrasonic visualization of the soft tissue structures
of the body. J. Lab. Clin. Med 40:579-92, 1952
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Anatomic ultrasound imaging

Since the 1950’s, ultrasound has evolved to be one of the major medical
imaging modalities. A classic way to present the ultrasound data is the so-
called B-mode image. It is a gray-scale image, which displays the reflectivity
and the scattering strength—i.e. the brightness—of the tissue. Hence, the
images give an indication of the anatomy, and medical ultrasound is used to
image nearly all soft tissues in the body.

The images are produced in real-time, which is one of the strengths of
ultrasound imaging. The technique does not use ionizing radiation, and is
therefore safe for the patients. Additionally, the relatively small size of the
ultrasound scanners themselves, makes ultrasound more accessible compared
with other imaging modalities. For all of these reasons, ultrasound is widely
used in the clinic within a broad range of medical disciplines and for a
variety of diagnostic purposes.

In the field of medicine, not only the anatomy but also the physiology
plays a key role in diagnosing various diseases. The hemodynamics in
the human body plays a role in various diseases that are both directly or
indirectly related to the cardiovascular system. Therefore, the estimation of
blood velocity is a key diagnostic tool for many diseases. The foundation for
the estimation of blood velocities using ultrasound dates back to the middle
of the 19th century.

Doppler ultrasound

The so-called Doppler effect is named after the Austrian physicist Christian
Andreas Doppler (1803-1853). The Doppler effect describes the change in
frequency that occurs when the source or a target is in motion. In ultrasound,
only the target moves and the difference in the transmitted and the received
frequency yields the Doppler shift frequency, fp, given by [28]

~ 2femt|vs| cos O

fD:fxmt_frcv_ 77 (21)
where fyme and fre, are the transmitted (xmt) and received (rcv) ultrasound
frequencies, respectively, vy the velocity of the target or source, ¢ the speed
of sound in the medium, and 6 the angle between the ultrasound beam and
the direction of motion of the target—also known as the beam-to-flow angle.
This angle accounts for the fact, that only the velocity component parallel
to the direction of the ultrasound beam affects the Doppler shift.

The Doppler shift can be measured in continuous-wave (CW) systems,
where the same frequency is emitted continuously from one transducer. A
second transducer then receives the echoes, and the shift in frequency can



24

12 2. Velocity estimation in medical ultrasound

be estimated. The earliest system was suggested by Satomura [29] using the
shift to estimate motion—where the motion of the heart and heart valves was
the original proposed application. The development of Doppler ultrasound
has been efficiently described in brevity by Dunmire and Beach [24]:

The earliest Doppler ultrasound system was proposed by Sato-
mura® in 1957. This was a continuous wave system that resolved
the Doppler shift frequency, but lacked the ability to detect flow
direction or tissue depth. In the late 1960’s, McLeod® developed
an analog solution to find the sign of the Doppler frequency shift,
while Wells” and Baker® resolved the depth ambiguity by puls-
ing the transmit signal. The end result is the modern Doppler
ultrasound machine.

The pulsed wave (PW) mode consists of short ultrasound pulses followed
by sampling of the received ultrasound echoes. Therefore, the same trans-
ducer can be used as both transmitter and receiver. Additionally, the time,
t, can be related to depth, D, by

t=".
&

1D velocity estimation

The PW mode results in a broadband response, that contains several fre-
quency components opposed to the monochromatic response in the CW
mode. Due to frequency dependent attenuation in the tissue, it is difficult
to detect the Doppler shift in PW mode. Yet, measuring repeatedly at the
same depth, blood cells that pass the point of interest will give rise to a
signal with a frequency proportional to the velocity as [27]

_ 2v,

o Jo; (2.2)

C

5See Ref. [29]

6F. D. McLeod. A directional Doppler Flowmeter, In Digest of the 7th International
Conference on Medical and Biological Engineering, p. 213, 1967

"P. N. T. Wells. A range gated ultrasonic Doppler system, Med Biol Eng 7:641-652,
1969

8D. W. Baker. Pulsed ultrasonic Doppler blood-flow sensing, IEEE Trans Sonics
Ultrason SU-17:170-185, 1970
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where fj is the center frequency of the emitted ultrasound pulse, and v,
is the axial velocity component. A simple model for the received radio
frequency (RF) signal, (i), from a single moving scatterer as illustrated in
Figure 2.1 is [27]

r(i) = g(i) sin (27322 Foi Tt — ¢> , (2.3)

where i is the number in the emitted pulse, g(7) the envelope of the emitted
signal, T},,¢ the time between consecutive pulse emissions, and ¢ a phase shift
introduced by the propagation time of the ultrasound beam in the tissue.
This signal is often denoted the slow time signal, as it is acquired over several
ultrasound emissions. The frequency of this slow time signal is often still
denoted the Doppler frequency [23, 28], probably because the right-hand-
sides in (2.1) and (2.2) are identical as v, = vcosf. Yet, the frequency in
(2.2) is not the Doppler shift frequency of the observed instantaneous CW
signal as stated in (2.1).

The direction of the velocity, i.e. either towards or away from the trans-
ducer, can be obtained using in-phase and quadrature (IQ) data. The
complex 1Q data can be obtained either by applying the Hilbert transform
(y = H{z}) to the sampled data x or by sampling IQ data directly. The
complex signal can be written as

r(i) = (i) + 5y (i), (2.4)

where x is the real signal and y the imaginary signal.

2.4.1 Spectral estimator

With a collection of scatterers moving at different velocities, a superposition
of the contribution of the individual scatterers is obtained. This gives rise to
a spectral density of the signal which is equal to the density of the velocities.
Applying the Fourier transform to the slow time signal (corresponding to
the right graph in Figure 2.1) yields directly the velocity distribution of
the scatterers for a given time. The power density spectra can be stacked
together to yield the spectrogram, often referred to as the Doppler spectrum.

2.4.2 Autocorrelation estimator

An alternative approach to estimate the velocity of the scatterers is to use
an autocorrelation approach. The autocorrelation approach estimates the
mean velocity of the scatterers by estimating the mean phase shift from
emission to emission (see Figure 2.1).
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Figure 2.1 Sampling of a single scatterer moving away from the transducer.
The left graph shows the different received RF lines, and the right graph is the
sampled slow time signal. The dotted line indicates the time when the samples

on the left are acquired. Courtesy of Jensen [27] — reprinted with permission.

The autocorrelation estimator suggested by Kasai et al. [30] is

S yi)ai — k) — 2(iyl - k)
v, = —W arctan ]f,:jk , (2.5)
: >_ x(@)a(i = k) + y()yli — k)

D

(2

where N; is the number of emissions per estimate and k is the lag in the
autocorrelation estimator which is usually 1. In short notation, this can be
written as

A S{R(k)}
v, = _47TkTprf arctan (W) , (2.6)

where ${-} denotes the imaginary part, R{-} the real part, and R(k) the
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complex autocorrelation at lag k, and A, is the axial wavelength given by

A= (2.7)

2.4.3 Cross-correlation estimator

Another way to estimate the velocity is to use a cross-correlation approach.
The method is based on temporal tracking of the spatial position of individual
scatterers. In relation to Figure 2.1 this corresponds to tracking the change in
position from emission to emission. Dotti et al. [31] were the first to suggest
such an approach. Also Bonnefous and Pesqué [32] and Foster et al. [33] have
contributed to the development of the time-based cross-correlation method.
The cross-correlation method has not been used in this project, as the
most commonly used axial velocity estimator is based on an autocorrelation
approach [25]. For further details on the cross-correlation estimator, the
reader is referred to the background literature stated in Section 2.3.1.

2.4.4 Color flow imaging

The advantage of the autocorrelation and the cross-correlation estimates are
that only 8-16 emissions are required to obtain a velocity estimate. That
makes these methods suitable for obtaining velocity estimates at several
spatial positions. The velocity is then color coded and superimposed on to
the gray-scale B-mode image. An example of this is illustrated in Figure 2.2.

The application of velocity estimation in ultrasound was drastically
expanded after the introduction of real-time 2D images of axial velocities
using the autocorrelation approach introduced by Namekawa et al. [34] and
Kasai et al. [30]. The autocorrelation technique (with certain modifications)
is the most widely used for color flow imaging [25].

Loupas et al. [35, 36] improved the autocorrelation approach in two
distinct ways. Firstly, the estimate of the phase shift is formed by processing
samples over a range of axial depths. This is also called RF averaging.
Secondly, they suggested to use an approach that explicitly estimates not
only the phase shift, but also the mean RF frequency. This estimated mean
frequency can then be used instead of the center frequency, fo, in (2.7).
Especially in attenuating phantoms or tissue, where the center frequency of
the ultrasound pulse in PW systems gets downshifted due to the frequency
dependent attenuation, this approach reduces the bias that would otherwise
arise.

Methods have also been suggested that provide the axial velocity compo-
nent as color Doppler in a 3D volume [37, 38]. A review of the early history
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of 3D ultrasound imaging including 3D color flow imaging has been published
by Nelson and Pretorius [39]. Berg et al. [40] suggested an approach to
obtain volumetric blood flow measurements using a free-hand transducer,
and generating the 3D volume by tracking the position of the transducer in
3D space. Pemberton et al. [41], on the other hand, have applied real-time
3D Doppler measurements for the assessment of stroke volume.

A major limitation for both 2D and 3D color flow imaging is the angle
dependency between the ultrasound beam and the direction of the velocity.
This is described in Section 2.5.

2.4.5 Clutter filtering

One major challenge with velocity estimation using ultrasound is the weak
backscattering from blood. The normal scattering coefficient of blood is on
the order of 10 to 100 times smaller than for the vessel boundaries and the
surrounding tissue [27]. Therefore, the signals from the strong stationary
echoes must be removed as they otherwise will dominate the signal. This
can be achieved by applying high-pass filters. They can be very simple or
very advanced. Only simple filters for clutter filtering or stationary echo
cancelling have been applied in the work presented in this thesis. Examples
of simple clutter filters are given by Jensen [27]. For more advanced filters,
see for instance the work by Torp [42] and Bjeerum et al. [43, 44].

2.4.6 Clinical applications

As stated by Evans et al. [25], the introduction of color flow imaging was a
major breakthrough in medical ultrasound imaging. Conventional color flow
imaging is used in many areas of vascular imaging and is highly utilized in
cardiac imaging also know as echocardiography.

It is commonly used to evaluate and diagnose carotid artery stenosis. The
formation of atherosclerotic plaque may cause stroke when small embolies
detach from the vessel wall and travel with the blood stream to the brain.
Early diagnosis and possibly treatment of carotid artery disease is therefore
critical to reduce the number of mortalities. B-mode imaging combined
with spectral Doppler and color flow imaging is the method of choice for
the assessment of carotid artery disease [25]. An important diagnostic
criteria in grading stenoses is the maximum peak velocity measured in the
arteries [1, 2].

Other areas of application of color flow imaging are in diagnosing and
assessment of renal artery stenosis, venous thrombosis, venous insufficiency,
portal vein thrombosis and portal hypertension as well as assessment and
follow-up of transplanted organs.
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B-K Medical 23-05-2000 8812
13:39:26 8 MHz

0.0 cm

31.9 crn,.l'.sl

e -31 .9 crn,f'.s.

Medium

5.0 cm

Figure 2.2 Color flow image of estimated axial velocities on a B-mode image
for a linear array transducer. The scan is of the carotid artery and the flow is
from right to left towards the brain. Note the change from red to blue, and the

apparent absence of velocities in the middle of the image.

The angle dependency problem

The conventional velocity estimators in ultrasound are only able to estimate
the axial velocity component, v, , which is parallel to the ultrasound beam.
The axial velocity is

v, = |Vax| cos 6

where |v,x| is the velocity magnitude in the image plane—i.e. the ZX
plane—. This means that only a part of the velocity magnitude can be
estimated. If the beam-to-flow angle is close to 90° no velocity can be
estimated as illustrated in Figure 2.2.

In some situations, the axial velocities can be angle corrected to obtain
the velocity magnitude. This is done by

e (2.8)
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where the operator may set the expected flow angle, however, this is not
necessarily trivial [3]. The common assumption is that the flow is parallel
to the vessel. This assumption may be reasonable in long straight healthy
vessels, but as soon as geometrical changes occur—such as curves, branches,
bifurcations or narrowings—this assumption may be invalidated. Especially
when complex flow is present, all bets are off [4]. Furthermore, this does
not even consider the out of plane motion.

2D vector techniques

Several techniques have been proposed to remedy the angle dependency
problem. The Transverse Oscillation method, which is the foundation for
this project, is described in the next chapter. The suggested methods and
the cited authors stated in the following are chosen primarily on the basis of
their significance or because they serve as an example for a given approach.

2.6.1 Transverse Doppler

Newhouse et al. [45] proposed a method based on the transit-time spectral
broadening effect of the Doppler bandwidth. The idea is that the spectral
broadening is proportional to the transverse velocity component. This
method works only if the Doppler bandwidth is largely or solely determined
by the intrinsic spectral broadening. This requirement is compromised when
the flow is non-stationary as under pulsatile flow conditions [28].

2.6.2 Cross-beam methods

Several authors have suggested cross-beam methods to estimate the velocity
vector since the first introduction in 1970 [46]. Basically, these methods
interrogate a sample volume from multiple independent directions. Based on
the obtained axial velocity estimates and the known orientation of the beams,
the two (or three) velocity components may be calculated using trigonometry.
In 2D, measurements in two independent directions are enough. Dunmire
et al. [46] and Dunmire and Beach [24] have published excellent reviews of
the cross-beam vector methods. They describe the various permutations of
single-element or array implementations of these methods. The following
highlights the major developments in these systems.

The first simple systems were based on two single-element transducers.
Fahrbach [47] suggested a method with two single transducers at 90°, whereas
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Peronneau® suggested a more general approach. The issue with these
methods is that they have beams that only intersect at one sample volume.
Alternatively, in the areas where the beams do not intersect, they need to
assume that the flow is constant and in the same direction.

Later, linear array transducers were employed taking advantage of beam
steering. Thereby, the velocity in a plane could be obtained. Also, methods of
electronically splitting the linear array into subapertures have been suggested
and patented. Yet, the multibeam methods often struggle with small angle
differences at larger depths, which increases the uncertainty of the estimates.
A Doppler system for obtaining dynamic vector velocity maps from in vivo
measurements have been presented by Capineri et al. [48].

More recently, Tortoli et al. [49] suggested a method for estimating
the Doppler angle for angle compensation of the velocity estimates. The
accuracy of the method has been investigated [50]. The method, however,
assumes the same flow angle throughout the region of interest.

Arigovindan et al. [51] have developed a method to recover velocity
vectors based on axial velocity estimates from different beam directions. The
reconstruction problem is solved in continuous domain using regularization.

2.6.3 Decorrelation based techniques

In a different direction, it has also been demonstrated that the speckle
decorrelation due to motion can be used to estimate the second velocity
component [52].

2.6.4 Cross-correlation of beams
Bohs et al. [53] suggested an approach employing two parallel receive beams
and 1D pattern matching and presented results from a laminar flow phantom.
The directional beamforming approach by Jensen [54] as well as Jensen
and Bjerngaard [55] estimates the velocity by beamforming lines in the
direction of the flow. The flow direction and the velocity is found by using
cross-correlation estimators. The method has been combined with synthetic
aperture imaging to yield in vivo measurements [56]. This method requires
many calculations, especially if a 2D cross-correlation search has to be
applied to find the flow angle [57].
Another method using a cross correlation approach was proposed by
Henze et al. [58].

9P. Peronneau, J. P. Bournat, A. Bugnon, A. Barbet, M. Xhaard. Theoretical and
practical aspects of pulsed Doppler flowmetry real-time application to the measure of
instantaneous velocity profiles in vitro and in vivo. In: R. S. Reneman, ed. Cardiovascular
applications of ultrasound. Amsterdam: North Holland Publishing, 1974:66-84



20 2. Velocity estimation in medical ultrasound

2.6.5 Speckle tracking

The speckle tracking technique suggested by Trahey et al. [59, 60] has been
widely used for motion estimation. The suggested method is based on 2D
cross-correlation searches. A small 2D kernel from one image is searched for
in a larger area in a second image. Thereby, the motion can be determined

Bohs and Trahey [61] suggested using the sum-absolute-difference (SAD)
algorithm for blood estimation in ultrasound. The SAD method is less
computational demanding compared with the full 2D cross-correlation ap-
proach. A real-time system using the SAD method was constructed [62],
and experimental and initial clinical results of 2D vector velocities were
demonstrated by Bohs et al. [63, 64].

Sandrin et al. [65] suggested combining plane wave excitations and speckle
tracking for ultrafast 2D velocity estimation. Udesen et al. [66] combined
this with temporal coding (Barker codes) to increase the SNR to yield fast
vector velocity images with a frame-rate of 100 Hz, and Hansen et al. [4]
demonstrated in vivo examples of complex flow patterns.

The speckle tracking methods are in general computationally demanding,
although, the SAD method reduces the required number of calculations.
Additionally, these methods require a high frame rate to avoid speckle
decorrelation between searches.

2.6.6 Particle image velocimetry

Speckle or particle tracking is also used in the more recent ultrasonic particle
image velocimetry (PIV) approach [67-71]. The method is based on the
optical digital particle image velocimetry technique [72]. The approach
requires that a contrast agent is injected into the blood stream. The higher
back-scattering from the particles yield better velocity estimates as the SNR
is improved. However, this benefit comes with a trade-off. The injection of
contrast agent results in the method no longer being a purely non-invasive
technique.

2.6.7 B-flow

Another approach that has been proposed to visualize the flow motion is B-
flow imaging, where the speckle signal from the blood scatterers is enhanced.
The method was introduced for visualization of arterial blood flow in the late
1990’s by GE Ultrasound [28]. The method has been investigated by several
researchers including Chiao et al. [73], Bjeerum et al. [44], and Lgvstakken
et al. [74, 75]. With this method the flow motion and direction may be
followed qualitatively superimposed on the B-mode image. The drawback is
that this method is not quantitative.
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2.6.8 Frequency domain approaches

Oddershede et al. [76] suggested an approach that estimates the vector
velocities by means of a multidimensional spectrum analysis. This method
also creates transverse oscillations in the field, but estimates the velocities
based on 3D spectrum analysis.

2.6.9 Spatio-temporal filtering
Marion and Vray [77] have suggested an approach using spatio-temporal
filtering of ultrasound images to extract the direction of the motion.

3D vector techniques

Approaches to obtain the full 3D velocity vector have also been suggested.
Some of these are expansions of 2D methods, whereas others were suggested
as 3D methods from the beginning. A selection of suggested methods
are presented below. The references are chosen either because of their
significance or because they exemplify a family of techniques.

While reading about the following methods, it is important to bear in
mind that all of the 3D methods mentioned below still have to demonstrate
their clinical and commercial applicability for 3D vector flow imaging. There-
fore, there is a need for a real-time implementable approach that is capable
of estimating 3D velocities in a 3D volume.

2.7.1 Transverse Doppler

Newhouse et al. [78] expanded the transverse Doppler method to 3D velocity
estimation by suggesting the use of two transducers. The 3D velocity were
estimated based on a combination of the two Doppler mean frequencies and
the Doppler spectral bandwidth. It was an improvement over the three
transducers required by other methods at the time, but still required two
transducers. The main disadvantages are the assumption of only one velocity
in the region of interest and the dependence on the spectral broadening effect.
The spectral broadening effect still suffers in non-stationary conditions as
stated for the 2D method. Another disadvantage is that the two transducers
are focused at one point, and hence, give the 3D velocities in a small sample
volume only. McArdle et al. [79] demonstrated flow phantom measurements
of the 3D velocity vector from a sample volume and compared the results to
three and five transducer cross-beam methods.
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2.7.2 Cross-beam methods

Three-dimensional single-element cross-beam methods were developed par-
allel to the 2D techniques. The first approach was the trans-esophageal
instrument developed by Daigle et al. [80]. The elements in the esophageal
probe had one point of beam convergence and had to be operated sequen-
tially over several cardiac cycles because all the transducers operated at
the same frequency. The flow angle was determined via triangulation, and
the velocity estimates could therefore be angle corrected. This, however,
assumed the flow had the same direction over the cross section of the vessel.

The system developed by Fox [81] and by Fox and Gardiner [82] for obtain-
ing calibrated 3D Doppler velocimetry information employed continous-wave
transmit /receivers sacrificing depth information, and the system had to be
manually adjusted for a specific area of interest. The five-transducer and
three-transducer system proposed by Overbeck et al. [83] and Dunmire et al.
[46] also estimate the velocity in a single sample volume only. Therefore,
they cannot be used for obtaining 3D velocity vector estimates over an entire
volume.

Rickey et al. [84] modified a conventional color Doppler system to obtain
images over a volume from three (known) directions. The volume and the
resulting velocity vectors were reconstructed based on the three color flow
images.

As 2D transducers become more available, several of these cross-beam
methods may be expanded to 3D vector velocity estimation [46]. One
approach would be to split the 2D aperture into subapertures and with
beam-steering obtain independent estimates of the axial velocities and
subsequently calculating the three velocity components using trigonometry.

2.7.3 Decorrelation based techniques

Rubin et al. [85] and Tuthill et al. [86] have suggested combining a cross-
beam method for in-plane velocity estimation with a speckle decorrelation
technique for estimating the out-of-plane velocity. Depiction of 3D veloc-
ities in a tube as well as measurements in a canine femoral artery were
demonstrated [86].

2.7.4 Cross-correlation of beams

The method by Bonnefous [87] requires a 2D array transducer and five
beamformers in parallel to obtain the velocity vector by means of five 1D
cross-correlations. The method works for transverse motions, but breaks
down if axial motion is present as it will dominate the signal change.
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The approach by Hein [88, 89] employing a triple-beam lens transducer
requires detailed consideration of beamwidth and beam separation, and
suffers from low SNR.

The directional beamforming approach has also been applied to 3D
velocity estimation [90]. The investigation was based on simulated data.
The drawback of this approach is the larger number of calculations needed
for 3D velocity estimation.

2.7.5 Speckle tracking

Bohs et al. [91] suggested the speckle tracking approach for multi-dimensional
flow estimation. Yet, the formulation of the 3D volumetric approach was not
stated, and the presented results were for 2D velocities. Speckle tracking
has been been expanded to 3D tissue motion tracking [92, 93]. However,
results from non-invasive speckle tracking for 3D flow estimation have yet to
be presented. The issue with 3D speckle tracking is the very high number
of calculations needed. Also, the high frame-rate required to avoid speckle
decorrelation and—in consequence—the large amount of data generated
pose a problem.

2.7.6 Particle imaging velocimetry

Reconstructed 3D flow using ultrasound PIV has been reported [94], but
results from estimating the full 3D velocity vectors have yet to be reported.
In general, the challenge with speckle tracking techniques, especially in 3D,
is the fairly high number of calculations needed.

2.7.7 Feature tracking

Another approach is to apply feature tracking in 3D [95, 96], however, the
approaches are limited by uncertainty in especially the transverse localization
of the peak, false peak detection, and the duration of the tracked feature.

2.7.8 Frequency domain approaches

Ogura et al. [97] have suggested a method that they state derives the three
velocity components by sampling signals with a 2D array. The data are first
2D Fourier transformed in the spatial domain parallel to the transducer and
then a temporal 1D Fourier transform is applied.
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Potential clinical application of vector flow
imaging

First of all, 2D and 3D vector flow imaging of healthy volunteers will aid in
obtaining a better understanding of the hemodynamics in the human body.
With these methods it will be possible to visualize and quantize complex
and secondary flow patterns including vortices.

In a longer perspective, it is very likely that vector flow imaging will be
able to provide information about pathological flow patterns in e.g. early
carotid artery stenosis or in cases of valve insufficiencies. Yet, the clinical
impact of 2D and subsequently 3D vector flow imaging can be efficiently
determined first when the methods are implemented on systems that are
suitable for clinical investigations and trials.

To have clinical relevance, the methods should be able to measure the
2D or 3D velocities in planes or volumes in (at least close to) real-time.
Commercial implementations of 2D vector flow imaging are available on the
market, but currently, no implementation of 3D vector flow imaging exists.
The most likely explanation is that none of the existing methods for 3D
velocity estimation are suitable for real-time commercial implementation—at
least not for the time being.
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The Transverse Oscillation
method

Summary  This chapter introduces the Transverse Oscillation method,
which was proposed by Jensen and Munk [20] in 1998. The method synthe-
sizes double-oscillating fields in receive. It uses a spatial quadrature approach
and a special autocorrelation estimator to estimate the transverse velocity
component. The theoretical derivation underlying the method is introduced,
and the resulting pulse-echo field is described. Previous experimental in
vivo results are mentioned, and clinical examples of 2D vector flow imaging
obtained using the commercial implementation by BK Medical are presented.
Finally, a discussion of the receive apodization and the clinical results as
well as the perspectives of the method are given.

Purpose

The purpose of this chapter is to give an introduction to the theory behind the
Transverse Oscillation (TO) method in Section 3.3 to Section 3.6. Readers
familiar with the TO method may choose to skip these first four sections and
go to Section 3.7 and 3.8 that describe experimental and clinical applications
of the TO method. Section 3.9 discusses the TO method described in
this chapter and should not be skipped as it leads up to the scientific
contributions presented in the following chapters.

Background and previous literature

The TO method is one of the techniques that solve the angle-dependency
problem in traditional ultrasonic flow estimation. The method estimates
both the axial and the transverse velocity components. The technique was
suggested by Jensen and Munk [20, 98] in 1998. Initial work had been part
of the M.Sc thesis by Munk [99]. A similar approach was suggested by
Anderson [100, 101]. Yet, the in vivo results were not that convincing [102].
Sumi [103] has also described a lateral modulation approach.

25
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The TO method has been further investigated and described in the PhD
dissertations by Munk [104] and Udesen [105], and in papers by Munk and
Jensen [106], Jensen [107], Udesen and Jensen [108], and Udesen et al. [109].
Furthermore, BK Medical has international patents on the method from
1996 [110] and on the velocity estimator from 2000 [111].

Liebgott et al. [112, 113] has applied the beamforming strategy from the
TO method to tissue elasticity imaging, and the approach has also been
expanded to a phased array [114, 115]. A combination of the TO approach
and synthetic aperture imaging has also been proposed [116] along with an
estimator suited for tissue motion estimation [117].

The basic idea

The basic mechanism that allows the traditional estimation of axial velocities,
is the oscillations in the transmitted ultrasonic pulse. Using the same
principle, an introduction of a transverse oscillation in the ultrasound field
generates received signals that depend on the transverse oscillation. If the
transverse oscillation is known, the velocity can be estimated.

3.3.1 The double oscillating field

A 2D field that oscillates in two dimensions can be illustrated with a simple
example. If two rain drops hit still water, each drop will generate oscillations
on the water surface. Where these oscillations interfere, a double oscillating
field will be created as illustrated in Figure 3.1.

The analogy with the two rain drops in still water can be directly
transferred to ultrasound. Both are based on the propagation of waves. The
rain drops can be considered as point sources on a surface, and in ultrasound
this can be seen as two single elements of a transducer array. An example of
this is given in Figure 3.2, where the two half-circles represent two elements
on a transducer array. If the elements are small compared to the distance to
the point of observation, they can be seen as point sources or—in the area
of signal processing—as two delta functions.

In ultrasound, where the axial wavelength is well-known based on (2.7),
the transverse wavelength has to be estimated before the transverse oscil-
lations can be used in estimating the transverse velocity component using
autocorrelation based estimators. The generation of the double-oscillating
field and the derivation of the corresponding transverse wavelength is the
topic of the next section.
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Figure 3.1 An example of the occurrences of double-oscillating fields in nature.
The double-oscillating field appears where rings created by the raindrops interfere.

The most distinct fields are in the lower right part of the image.

Double-oscillating Field

Axial distance

Lateral distance

Figure 3.2 Simple illustration of a double-oscillating field created by two point

sources. The point sources (half circles) represent the rain drops in Figure 3.1.

Modified from [105].
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Field generation and the transverse
wavelength

The generation of the double-oscillating pulse-echo field (PEF) with both
axial and transverse oscillations is described in the following. The derivation
of the transverse wavelength is an integrated part of hereof. The transverse
wavelength can be derived in two different ways; either by applying geo-
metrical considerations [20, 105] or to use the Fourier relations between the
aperture function and the field [20, 104, 108]. A review of latter is presented
below.

3.4.1 Theoretical derivation

The following describes the theoretical derivation of the double-oscillating
field and the associated transverse wavelength. This requires the introduction
of the Fraunhofer approximation, which is followed by considerations of the
transmitted field and the resulting transmit-receive field.

The Fraunhofer approximation

The shape of the transducer apodization is directly related to the transmitted
CW field. In the far field and in the focus, the lateral dimension of the field
has a Fourier relation to the apodization function. The far field is known as
the Fraunhofer diffraction pattern. The relation can be expressed as [118]

P(z,z) =

eihvreibods oo 2
e e i d
Nz /_oo al¢) eXp[ jAzz"’f] :

—clf{a ()\fz)} (3.1)

where z and z are spatial positions in the field, &k, = 27/, is the wavenum-
ber, ¢ is the position on the 1D aperture, and ¢; is the multiplicative phase
factor, which scales the field. The scaling factor is omitted in the following
derivation. The Fourier transform F{-} is evaluated at the spatial frequency

fo= /(2. (3.2)

Disregarding the scaling factor, (3.1) demonstrates the Fourier relation
between the aperture function and the lateral component of the field. The
Fraunhofer approximation is valid when the distance to the observation
plane is large compared to the width of the aperture, i.e. the following has
to be satisfied

Fw&max

2> —0
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Therefore, in conventional medical imaging using ultrasound, the depth of
interest is never in the far field. However, due to the focusing, the Fourier
relation still holds, albeit the scaling is different [118]. One may say that
the focusing lenses or—in the field of ultrasound—electronic focusing brings
the far field to the near field. The difference in the scaling factor does not
influence the derivations, as the scaling of the Fourier transform in (3.1) has
already been ignored.

Transmitted field

To derive the theoretical oscillation wavelength, a good place to begin is to
consider the transmit aperture as two delta functions as in Section 3.3.1. If
the transmit apodization Gy (z) is two delta functions given by

Aymt = 0(T — x.) + 6(x + z.), (3.3)

then, if ignoring the multiplicative scaling factor, (3.1) yields a cosine in the
field as

Pt (x, 2) = cos(27 frx), (3.4)

where Py (, 2) is the lateral component of the field. If the distance between
the two delta functions is d = 2z, and inserting the lateral spatial frequency
from (3.2), the lateral wavelength A\, = 1/f, of the cosine becomes

A(z) = 20, (3.5)

This is the theoretically derived transverse oscillation wavelength for two
point sources separated by the distance d, and where the focus point is
positioned at depth z.

The transmit-receive field

The generation of ultrasound data relies on both transmitting acoustic energy
and receiving acoustic energy. Hence, the resulting transmit-receive field
depends on both the transmit and the receive aperture. Eq. (3.1) applies to
both the transmitted ultrasound field Py, and the received® ultrasound field
P, in the far field and in the focal point. Denoting the transmit aperture
function a,.,, the receive aperture function a,., and the lateral component

IThe receive field corresponds to the ultrasound pressure field that would have been
generated if the receive aperture had been used for transmitting ultrasound waves.
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of the field at the focal point by Pyt ey yields [119, 120]

Pantrev = Pemt * Prev (3.6)
= F{axmt} F {trev }
= F {axmt * Gt }
= F{axmtrev} (3.7)

where * denotes the convolution operator and aymsrev = Gxmt * Grey 18 called
the effective aperture. Having the following apertures

Ayt = ()
Urey = 0(x — x0) + 0(2 + ),

it follows from (3.1) and (3.7) that the lateral component of the pulse-echo
field also will be a cosine with the spatial transverse wavelength given by

(3.5).

3.4.2 The resulting pulse-echo field

Although the above derivations were based under the assumption of a
continuous-wave field, the generality has not been lost since the broad-
band response in a pulsed mode system can be obtained from a Fourier
superposition of the monochromatic responses [120].

Furthermore, where the CW interference can be obtained at any point
because the pulse length in theory is infinitely long, the pulsed mode length
is finite. Therefore, the wave fronts must be aligned to create the double-
oscillating interference patterns at the point of interest. Applying focusing
also has the consequence of bringing the Fourier relation from the far field
to the focus plane as mentioned in Section 3.4.1. Jensen and Munk [20]
suggested using conical focusing—i.e. the delay curves have a triangular
shape—to obtain the interference pattern at the desired point of interest.
An alternative could be to use conventional dynamic receive beamforming
with spherical delay profiles.

The double oscillating field in the TO method is synthesized artificially
in receive. Hence, the transmitted field can be a conventional pulse as
used for conventional axial velocity estimation using an autocorrelation
approach. This is typically a pulse consisting of 6-8 cycles and with a
transmit apodization function with the shape of e.g. a rectangular or a
Hanning window. Yet, both the transmit apodization and the receive
apodization can be varied yielding different PEFs.

The shape of the receive aperture can be derived. The derivation above
considered the field based on the aperture function. The opposite approach
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is to consider the desired double-oscillating field, and then derive the desired
aperture function. If the transverse oscillating field with wavelength A\, and
lateral width L is

Pyt rev = TeCt(L) cos <27T$> : (3.8)
) )\x
where the aperture function can be obtained by using the inverse Fourier
transform. This yields two sinc functions, where the location of the maxima
depend on the tranverse wavelength. The relation is the same as stated in
(3.5). A derivation of this is presented in Refs. [20, 108].

In general, the PEF is the combined transmit-receive pressure field. It
depends on the transducer geometry, the transducer impulse response, the
excitation waveform, the transmit apodization, and the receive apodization.
The consequence of this is discussed in Section 3.9.

Spatial quadrature beamforming

In conventional pulsed wave autocorrelation or spectral estimators, it is
necessary to have a quadrature signal to estimate the direction of the
axial velocity component. For the TO method, spatial quadrature data are
required.

The spatial quadrature approach in the TO method differs from the
method proposed by Anderson [101], who suggested that the spatial quadra-
ture data be obtained by applying the Hilbert transform to some channels
prior to the sum in the beamformer. The TO method beamforms two
lines with the same modulations, but the fields are shifted 90°. In the TO
method, it is possible to control the transverse oscillation period at which
the double-oscillating field is sampled, whereas in the Anderson approach,
the oscillation period is not directly controllable [104]. The differences
are further discussed by Munk [104]. The similarities between the two
methods as well as the vector Doppler approach have been discussed by
Anderson [121], who states that despite the similarities in the pulse-echo
fields, the differences in beamforming strategy will result in differences in
performance—especially under non-ideal conditions.

The two TO beams are beamformed with a spatial separation in the
transverse direction by A, /4. Thereby, the two fields are 90° phase-shifted
and spatial IQQ data can be obtained. Denoting the beamformed real samples
from the two lines as e and 74gn¢ for the left and the right line, respectively,
the spatial quadrature samples at a given depth are given by [107]

T'sq (Z) = Tleft (Z) + jTright (2)7
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where ¢ is the pulse number of N; emissions. To obtain the corresponding
temporal quadrature signal, rq, the data can either be sampled as in-phase
and quadrature components directly, or by using the temporal Hilbert
transform #H{-} on ry, as

th(t) = H{qu} = H{ren(t)} + jH{Tright )}

where t denotes (discrete) time and the direction of the Hilbert transform
is for the samples in 7 () and 7 (t), respectively, and not over the N;
emissions. The result is that the two sampled real signals have become two
imaginary signals with both spatial and temporal IQ data. The next step is
to estimate the phase changes for both the axial and the transverse motion.

Velocity estimation

The following gives a brief description of the TO velocity estimator sug-
gested by Jensen [107]. Based on the spatial quadrature, 74, and temporal
quadrature, 1y, signals, two new signals, r; and 73, can be generated

(i) = T'sq (%) +jrtq(i) = eXp(jQWiTprf(fz’ + fp))
ra(1) = 1q(i) — jreq (i) = exp(F2miTou(for — fp))

where the frequency f, is due to the axial pulse modulation and f,/ is due
to the spatial transverse modulation. To estimate the velocities, the phase
change over the NN; emissions must be estimated. For the two signals the
phase changes are

d¢1 = 277Tprf(fx’ + fp)
dqf)g = 277Tprf(fa:’ - fp)

The sum and difference between the two phase terms yields the transverse
and axial velocities

(d¢1 + d¢2))‘cc
27T2Tprf

o (dg1 — dg)),

: 24Ty

x
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Using the autocorrelation approach suggested by Jensen [107], the velocities
can be estimated as

e =2 antan (SN + S
* T 2n 2T R{R1 ()R Ra(R)} — S (0)}S{Ra ()}
o = antan (SR} = SR
" T 2k T R{R1 ()RR ()} + S{Ra ()} S{Ra(h)} )

where R;(k) is the complex lag k autocorrelation value for ry(k), and
Ry(k) is the complex lag autocorrelation & value for 75(k). The complex
autocorrelation is estimated over N; emissions. RF averaging is performed
by averaging the autocorrelation estimate over the length of the excitation
pulse [35, 107].

The aliasing limit of the TO transverse and axial velocity is

Az

1
Vgase = — (3.9)
1A,
2 = - . 3.10
U 7TOII]BX 8 kTprf ( )

As an alternative, the axial velocity component can be calculated using
an autocorrelation estimator as suggested by Loupas et al. [35] with RF
averaging as

A RN 1)

v, = —————arctan | ———~

212k T ot <§R{R(k¢)}
where R(k) is the autocorrelation of the center line at lag k. The aliasing
limit of the conventional axial velocity is twice as large as the axial velocity
estimated using the TO method. It is

1 A
UV, = — .
max 4 kTprf

Experimental in vivo results

The first in vivo results were presented by Udesen et al. [122, 123]. They
demonstrated that the method could be used for in vivo measurements. The
data were acquired using a linear array transducer and the experimental
Remotely Accessible Software configurable Multi-channel Ultrasound Sam-
pling (RASMUS) system [124]. Subsequently, the method was validated
against MR angiograhpy by means of comparing stroke volume [125-127].
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The correlation between the stroke volume estimated by TO to and magnetic
resonance angiography was 0.91 (p<0.01), and the results indicated that
vector velocity estimates obtained in vivo using the TO method were reliable.
As with the previous data, these were also obtained using the experimental
scanner RASMUS.

Commercial implementation and clinical
examples

These in vivo measurements and the validation against MRI demonstrated
that the method was ripe for a commercial implementation. The feasibility
of implementing the method on a commercial scanner was investigated by
the author [128]. The work was continued after commencement of the PhD
study and the investigation is the subject of the next chapter.

Meanwhile, BK medical has implemented the technique on their Pro
Focus UltraView scanner, demonstrating that a commercial implementation
was indeed feasible. And early 2012, the technique has been approved by
the Food and Drug Administration (FDA) in the United States. Examples
of the method employed for clinical measurements are demonstrated in the
following.

3.8.1 Clinical examples

Using the commercial implementation by BK Medical, Pedersen et al. [129]
compared the real-time results obtained in vivo using the TO method and
the spectral estimator. The results showed no difference in the TO estimated
angle and the operator selected angle in the spectral estimation. However,
there were differences in the peak systolic and end diastolic velocities. The
difference in temporal resolution between the two methods may explain
this difference. Furthermore, the paper highlighted the limitation in the
potential use of the method, as it is (at the time of writing) limited to a
linear array transducer and an imaging depth of 4-5 cm.

Pedersen et al. [131] and Pedersen [130] quantified the complex flow in
the carotid artery. An example of the complex flow present in the carotid
bulb is given in Figure 3.3. The 2D vector flow image illustrates the vortex
present in the flow at some instances in the cardiac cycle. The figure also
illustrates the problem of the angle-dependency of conventional axial velocity
estimators. In the given frame, no single angle can be used to correct for
the flow angle. Therefore the correct velocity magnitude in the plane cannot
be determined for all positions using the 1D estimators. Hence, the strength
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Figure 3.3 2D vector flow in vivo scanning employing the commercial imple-
mentation of the TO method. The complex flow in the carotid bulb (top left of
the vector flow image) is visible. The color coding for direction and magnitude is
overlaid in the top right corner. Reprinted with permission and by courtesy of

Mads Mgller Pedersen [130].

4

Depth [mm]

f
/
4
-
Fd

Width [mm]

Figure 3.4 In vivo vector flow example of the abdominal aorta in the cross-
sectional plane where secondary flow is present. Image courtesy of Mads Mgller

Pedersen [130] and reprinted with permission.
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of 2D estimators is evident from this example. Additional examples of in
vivo flow have been presented by Hansen et al. [19, 132].

Visualization of the secondary flow present in the abdominal aorta is
presented by Pedersen [130] and Pedersen et al. [133]. An example of this is
given in Figure 3.4. The scan is a cross-sectional plane of the abdominal
aorta. The main part of the velocity vector is therefore expected to be out
of the image plan. Yet, there are still considerable velocities in the scan
plane. This illustrates the presence of secondary flow patterns. Thereby,
Figure 3.4 demonstrates that the velocity vector has components in all three
dimensions.

Discussion and perspectives

This section discusses the receive apodization and the resulting PEF as well
as the clinical in vivo examples described above.

Regarding the receive apodization functions, the double oscillating field
can be generated using various apodization functions. Using two single
elements in receive would yield a very narrow band response, however, it
would result in poor spatial resolution in the field and a poor SNR. The
SNR would be poor because the SNR is proportional to the area under the
apodization function. Convolving the two delta functions with a sinc function
yields a rectangular window multiplied on the cosine field as demonstrated
above. The sinc is in principle infinitely long, and would also result in
a poorer SNR compared to other apodization types. Additionally, the
spectrum of the TO field would in theory also have an infinite amount of
frequency components yielding a poor definition of the transverse frequency.
Using (3.1), rectangular apodizations yield a sinc modulation of the cosine
in the field. The benefit is a high SNR, and the drawbacks are a poorer
spatial resolution and a rectangular shape in the spatial frequency spectrum.
Applying a Gaussian shape on the aperture would also yield a Gaussian
windowing of the transverse oscillating field, and a Gaussian distribution
around the theoretical transverse spatial frequency. A draw back here is
the lower SNR compared to a rectangular apodization. Also, the Gaussian
is in principle infinite, but may be truncated or substituted by a Hanning
window. Other window functions can also be applied.

Perspectives

The above theoretical derivation is performed under the assumption of a
monochromatic field and only applies in the far field or at the focal point.
As the application is used in pulsed mode, and the resulting field depends
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on both the transmit and receive apodization, it can be difficult to predict
the center or mean wavelength of the TO field correctly. Udesen [105]
demonstrated a bias between the actual field and the theoretically predicted
field and hence a difference in mean wavelengths. Yet, the theoretical
approach yields a good starting point for predicting the transverse wavelength
in the double-oscillating ultrasound field. As an alternative to the theoretical
approach, an ultrasound simulation tool can be used to estimated the
resulting PEF and based on this the mean transverse wavelength can be
estimated. This is expected to yield improved results [20, 104]. To an
increasing extend, this will be applied in the following chapters.

The clinical in vivo images exemplified the complex and secondary flow
patterns that are present in the human blood vessel. The results illustrate
the strength of 2D vector velocity methods over 1D methods. Additionally,
the results demonstrate that the velocity vector has components in all three
dimensions and varies both spatially and temporally. This also illustrates
the need for methods that are capable of estimating the 3D velocity vector
components simultaneously.

At the commencement of this PhD project, the commercial implementa-
tion was not yet available. Therefore, an investigation of the feasibility of a
commercial implementation was warranted. This is the topic of the next
chapter.
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Feasibility study of a
commercial implementation

Summary Previously reported results of the obtained transverse velocity
components using the TO method include interesting in vivo results. However,
the results have been obtained using an experimental scanner. To obtain a
clinical impact, the method must be implemented on commercial scanner.
By using a research data acquisition system, beamformed data for the TO
method were obtained using a commercial scanner. Based on these data, the
transverse velocity component perpendicular to the ultrasound beam could
be measured. The results demonstrate that the TO method is suitable for a
commercial implementation. If the TO fields are poorly defined, it affects
the performance of the estimator including the introduction of a bias. This
bias can be compensated for, but the method should be optimized to improve
both bias and standard deviation.

Purpose

The purpose of this chapter is to demonstrate the feasibility of a com-
mercial implementation of the TO method. The chapter also serves as a
demonstration of the issues when the TO method or the TO fields are not
optimized. The chapter is composed upon Paper I and parts of the paper
by Hemmsen et al. [21] of which the author of this thesis wrote the section
titled Transverse Oscillation for blood velocity estimation (approximately
two pages).

Background and motivation

The previous section described the TO method. At the time the research
presented in this chapter was conducted, the obtained transverse velocity
estimates had been obtained using the experimental scanner RASMUS [134].
As mentioned in the previous chapter, both flow-rig and in vivo examples
had been obtained using the experimental setup. However, to obtain a
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clinical impact, the method must be implemented on commercial scanner.
Hence, the next step was to demonstrate the feasibility of such a commercial
implementation.

In this chapter a small part of the work performed to demonstrate the
feasibility of a commercial implementation of the TO method for clinical use
is presented. The feasibility of a commercial implementation is investigated
by modifying the settings in a commercial scanner, and subsequently acquire
beamformed RF data through a research interface. The implementation
is tested in a flow-rig system with a parabolic flow profile. The mean and
standard deviation of the obtained velocity estimates are calculated and
compared to the expected velocity profiles.

Additionally, this chapter demonstrates the consequence of using apodiza-
tion functions which yield PEFs where the transverse oscillations are poorly
defined. And, how this can be compensated for.

Structure of the chapter

In the following section the research hypotheses underlying the this chapter
is presented. Section 4.4 presents the methods and materials used, and the
results are presented and discussed in Section 4.5. Finally, the conclusion
and the perspectives are stated in Section 4.6.

Research hypotheses

The main hypothesis underlying the scientific work presented in this chapter
is:

o A commercial implementation of the TO method is feasible.
This is investigated by means of the following hypotheses:

1. The TO method can be used on beamformed data acquired using a
commercial scanner.

2. A commercial scanner can be modified to create the TO fields.

3. Parabolic velocity profiles can be obtained in a flow-rig with steady
flow.

4. Bias compensation can be employed to remove the bias.
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Figure 4.1 The commercial BK Medical 2202 Pro Focus scanner and the BK8812
linear array transducer used to acquire beamformed RF data for velocity estima-

tion. Photos courtesy of BK Medical — reprinted with permission.

Methods and materials

The velocity estimations presented in this chapter employ the TO method
described in the previous chapter. The data are obtained using a commercial
scanner equipped with a research interface, and the measurements are
performed in a flow-rig system.

4.4.1 Commercial scanner

Beamformed data were acquired using a BK Medical (Herlev, Denmark) 2202
Pro Focus scanner, a BK8812 linear array transducer, and a BK UA2227
research interface connected to a standard PC through a DALSA (Waterloo,
ON, Canada) X64-CL Express camera link [21]. The scanner and the linear
array transducer are illustrated in Figure 4.1. The research interface allows
beamformed RF data to be extracted from the scanner and stored offline
for post processing.
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Figure 4.2 The transmit and receive aperture for the TO estimator with a
transmit focal depth at 15 mm. The transmit aperture is rectangular, and the

F-number is 4. The receive aperture is the TO apodization.

Implementation of the TO method

Only minor changes to the conventional color flow imaging setup are neces-
sary to obtain the required data. The two most important ones are adjusting
the apodization and delay profiles in receive.

The scanner was set up to beamform three lines in parallel in receive:
Two TO lines and one center line for conventional axial velocity estimation.
Subsequently, the color flow imaging receive delays and apodizations were
downloaded from the scanner, modified according to the principles of the
TO method, and then uploaded to the scanner again. The delay curves
were based on dynamic receive focusing and were spherical. This was in
opposition to the conical delays suggested by Jensen and Munk [20]. With a
focal point at 15 mm, a line density of 1 line per element, and beamforming
the two TO lines next to each other (i.e. A\,;/4 is equal to the pitch), the
spacing between the two aperture peaks has to be 7.5 mm. The transmit
and receive aperture functions are illustrated in Figure 4.2. However, at
the time of data acquisition, this was not taken into consideration, and the
spacing was 6.6 mm. The implications are discussed below.

Although data for whole color flow imaging frames were acquired, only
the central color flow imaging line was extracted from each frame for fur-
ther offline processing. 75 flow profiles were generated for the purpose of
investigating the performance of the TO estimator.

The transmit and receive aperture functions used in the implementation
presented in this chapter are illustrated in Figure 4.2. A narrow transmit
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Table 4.1 Parameters for the experimental flow-rig measurements.

Parameter Value
Transducer

Name BK8&8812
Type Linear
System

Sampling frequency [MHz] 20
Speed of sound [m/s] 1480
Active number of channels 64

Emitted pulse

Center frequency [MHz] 5
No. of cycles 6
Window of emitted pulse None
Focal depth [mm|] 15
Steering angle [deg] 0
Apodizations

Distance between TO peaks [mm] 6.6
Flow settings

Center of vessel [mm] 16
Peak velocity of flow, vy [m/s] 0.215
Beam-to-flow angle [deg] 90
Data acquisition

Pulse repetition frequency [kHz] 1.3
Velocity estimator

Averaging length 1 pulse length (2.4 mm)
Transverse lag 1
Number of shots per estimate 16

aperture produces a broad transmit field. The relative high apodization
values in the receive aperture increases the SNR.

Due to limitations in the current scanner setup, the TO apodization
profile is kept constant over depth. This increases the spatial wavelength over
depth. Therefore, the lateral velocity sensitivity changes over depth. This
poses an optimization challenge, but does not affect the proof of concept.

The parameters for the measurements are shown in Table 4.1. The
table includes information regarding the transducer, the system parameters,
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Figure 4.3 Illustration of the flow-rig system. It consists of a centrifugal pump,
an air trap, a long rigid metal tube extending into a water tank followed by a
magnetic flow meter. The tubing inside the water tank is replaced with rubber
penetrable to ultrasound waves. A transducer fixation device can be lowered into
the water tank at adjustable beam-to-flow angles. The radius of the metal tube

and the rubber tube is 6 mm.

the emitted pulse and receive apodizations, the flow settings, the data
acquisition, and the velocity estimator.

4.4.2 Flow-rig system

The measurements were performed on an in-house built flow-rig system as
depicted in Figure 4.3. A Cole-Parmer (Vernon Hills, IL, US) centrifugal
pump circulates a blood-mimicking fluid in a closed loop circuit. Part of
the circuit is contained inside a tank filled with demineralized water, where
part of the tubing is replaced with a heat-shrink tube, which is penetrable
to ultrasound. The internal radius, R, is 6.0 mm, the thickness of heat-
shrink tube is 0.5 mm, and the length of the metal tube prior to the rubber
tube is 1.2 m to ensure fully developed laminar flow with a parabolic flow
profile [27]. The fluid volume flow, @, was measured with a MAG 1100 flow
meter (Danfoss, Hasselager, Danmark). The transducer can be placed in a
fixture and the beam-to-flow angle can be set to a known value. The fixture
can then be placed in the water container prior to the measurements.

The tube is filled with a blood-mimicking fluid [135] consisting of water,
glycerol, orgasol, Triton x-100, NaBenzoat, and KoEDTA diluted 10 to 1
with demineralized water, resulting in a viscosity, u, of 2.6 - 1073 Pa-s, and
a density, p, of 10% kg/m3 [108].

The centrifugal pump is only able to keep the flow constant at sufficiently
low flow rates (@ < 60 L/h). The entrance length of the tube is more than
1.2 m, and under the given settings sufficient in length to ensure fully
developed flow. Hence, the flow can modeled to be laminar with a parabolic
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flow profile as given by

v(r) = (1 — ;2>v0, (4.1)

where r denotes the radial position, R is the radius of the tube, and v is
the maximum (peak) velocity at the center of the tube.

Due to sediments in the tube the efficient radius was 5.7 mm in these
measurements. After the results presented in this chapter and prior to the
measurement results presented in the following chapters, the flow-rig system
was cleaned, the rubber tube replaced, and a new blood-mimicking fluid
mixed as described in Section 5.7.1. This does not influence the results in
this or the following chapters. The only difference is that the vessel radius
is 6 mm for the measurements presented in the following chapters.

4.4.3 Field Il

Field 1T [136, 137] is used to perform simulations. Field II is a program for
simulating ultrasound transducer fields and ultrasound imaging using linear
acoustics. The underlying method used is the Tupholme-Stepanishen [138,
139] method for calculating pulsed ultrasound fields by means of the spatial
impulse responses. The program can be used to simulate point targets, soft
tissue, and flow. For flow, the scatterers are moved between emissions.

4.4.4 Statistics

To investigate the performance of the method, a statistical analysis is
performed on the data collected from the flow rig setup. It is assumed that
the velocity estimates are independent between depths and between velocity
profiles, and that the volume flow is constant over a measurement sequence.

At each discrete depth in the vessel, the velocity is estimated from a
number of emissions. The average, v(z), of N, estimates and the estimated
standard deviation, o(z), is calculated at each discrete depth as

@m=§§mw (42)

p

waimlli@mammi (13)

where v,(z) is the p'th velocity estimate at the discrete depth z.
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Figure 4.4 The pulse-echo field (or point spread function) at the focal depth
calculated based on the used transmit and receive apertures (left). The 2D Fourier

transform of the pulse-echo field, i.e. k-space representation (right)

Results and discussion

This section presents and discusses the pulse-echo fields and the measurement
results of the transverse velocities obtained using beamformed RF data from
a commercial scanner.

4.5.1 Pulse-echo fields

Based on the measurement settings and the apodizations, the pulse-echo
fields are calculated using Field II. The result is illustrated in Figure 4.4,
which also illustrates the 2D Fourier transform of the pulse-echo field (K-
space). From Figure 4.4 it can be noted that the transverse oscillations are
14 dB lower compared with the main lobe. They are lower than the ones
presented by Udesen and Jensen [108], where side lobes were around 2 dB
down. This can also be observed from the spectrum where the distinction
of the two lateral peaks is poorer. The differences in point spread functions
affect the estimator.

Hence, the transverse oscillations are not very well defined, and this is
expected to affect the velocity estimates. To optimize the method, the PEFs,
i.e. the TO fields, should be improved.

4.5.2 Velocity estimates

Figure 4.5 shows the estimated lateral velocity component of the velocity
profiles for 75 measurements at a beam-to-flow angle of 90°. The figure also
indicates the mean estimate + the range of one standard deviation as well
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as the expected, true velocity. The TO method is clearly able to estimate
the lateral velocity component, which is not possible with conventional
estimators. As expected, the estimated lateral velocity profile has a parabolic
shape. However, the TO estimator underestimates the velocity. The bias
is related to the poor definition of the transverse oscillations as described
above.

The result is a mismatch between the theoretical A, from (3.5) and the
simulated mean ), in the generated TO field, because the assumptions for
the Fraunhofer approximation are not fully met. The consequence of this
is underestimated velocities. Using Field II, the mean lateral wavelength
can be estimated based on the 2D spatio-temporal frequency domain of the
combined pulse-echo TO field. How to do this is further described in (5.4)
in Section 5.4.3. At 15 mm, the theoretical A\, is 1.35 mm and the simulated
mean ), is 2.66 mm. Calculating the relative bias between the simulated
mean value and the theoretical value one obtains (2.66-1.35)/2.66 = 0.494.
The bias correction factor is therefore 1.494, and this value is multiplied to
the estimated velocity. The mean )\, is simulated for each 1/2 mm from 10
to 22 mm and interpolated before bias compensation is applied to the 75
velocity profiles. With this bias compensation, the mean of the estimated
velocities follows the theoretical profile as apparent from Figure 4.6. The
results demonstrate, that it is possible to perform bias compensation, that
practically removes the bias.

The results have demonstrated the feasibility of a commercial implemen-
tation of the TO method. The commercial implementation should consider
optimizing the TO fields, to reduce the mismatch between the expected
theoretical wavelength and the actual mean wavelength in the field.

Conclusion and perspectives

The Transverse Oscillation method has been investigated using beamformed
data from a commercial BK scanner. The estimated velocities exhibit the
expected theoretical profile, and it is possible to compensate for the bias.
Preferably, the TO fields should be optimized prior to velocity estimation.
Nonetheless, the feasibility of a commercial implementation for real-time
estimations of blood flow vector velocity has been demonstrated.

Perspectives

The results presented in this chapter demonstrated that a commercial
implementation is feasible. As illustrated in the previous chapter, BK medical
has implemented the technique on their Pro Focus UltraView scanner,
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Figure 4.5 Transverse velocities for 75 flow profiles with a beam-to-flow angle of
90° without bias compensation (top). Mean estimate £ one standard deviation
and expected theoretical velocity profile (bottom). No attempt has been made to

suppress false velocity estimates at the vessel wall and in the surrounding water.
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Figure 4.6 Transverse velocities for 75 flow profiles with a beam-to-flow angle
of 90° with bias compensation (top). Mean estimate + one standard deviation
and expected theoretical velocity profile (bottom). No attempt has been made to

suppress false velocity estimates at the vessel wall and in the surrounding water.
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demonstrating that a commercial implementation was indeed feasible. And
early 2012, the technique was FDA approved.

The implementation presented in this chapter, and the implementation
by BK medical were both limited to a linear array transducer. Hence, it
would be interesting to expand the method to other transducer geometries
such as a phased array or a convex array.

The results also demonstrated, that even with poorly defined TO fields,
the parabolic shape of the velocity profile can be estimated. Additionally,
bias compensation was able to remove the bias. However, it is expected that
the poor TO fields affect the standard deviation of the estimator, and hence,
the TO fields should be optimized prior to performing velocity estimations.
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Expanding the TO method to
a phased array

Summary The previously reported experimental results and the current
implementation on the commercial scanner all use a linear array transducer.
The TO method is therefore extended to be used in conjunction with a phased
array transducer. Therefore, suitable TO fields must be created. To optimize
that process, three performance measures are proposed that evaluate the
created TO fields. It is demonstrated that these metrics based on the TO
fields and the corresponding TO spectrum are correlated with the performance
of the subsequently obtained velocity estimates. The performance measures
of the TO spectrum can be readily obtained opposed to the velocity method.
The beamforming approach is adjusted to the phased array by employing
steered TO beams. Simulation results demonstrate, that a phased array
implementation is feasible, and that velocities can be estimated down to
a depth of 15 cm. A parameter study demonstrates the robustness of the
method. Measurements also yield velocity estimates that behave as expected
and are comparable with the simulation results. The results demonstrate that
further optimizing is required to eliminate the velocity bias, e.qg. by employing
the mean transverse wavelength instead of the theoretical wavelength, which
was used for these results.

Purpose

The purpose of chapter is to expand the TO method to a phased array ge-
ometry, and to introduce performance measures that may help in optimizing
the TO fields, and hence, the performance of the TO method. This chapter
is composed upon Paper II and III.

Background and motivation

The TO method was introduced in Chapter 3 along with various experimen-
tal and in vivo results obtained using the method. The previous chapter
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presented flow-rig measurements obtained using a commercial scanner. How-
ever, all of the results have been obtained using a linear array transducer.
Also, the commercial implementation of the method is currently limited to
a linear array transducer where the scanning of the transverse velocities
is limited to a depth of 4-5cm. And from medical doctors there has been
an interest in extending the method for use in other areas than currently
possible.

The aim of this chapter is to expand the TO method to a phased array
geometry using steered beams to broaden its potential clinical applicability
because of the smaller footprint of the phased array transducer and its larger
field of view compared to a linear array. The potential is especially within
cardiac imaging. Additionally, this will be a first step in expanding the
method to a 2D phased array transducer for 3D velocity estimation.

Expanding the TO method to a phased array geometry requires suitable
PEFs with transverse oscillations. Variations in the TO fields affect the
performance of the TO velocity estimator. However, the simulation of many
scatterers for velocity estimation is very time consuming. Hence, if the
performance of the method can be predicted based on the appearance of the
TO fields and their corresponding TO spectrum, it will be very beneficial.
A lot of computation time can be saved, and the TO fields and the method
can be optimized much more easily. Therefore, three performance measures
are suggested to evaluate the created double-oscillating TO fields and the
corresponding TO spectrum. They are compared with performance measures
of the velocity estimates to investigate if correlations between the two groups
of performance measures exist. Additionally, it is sought to reduce the bias
issues emphasized in the previous chapter.

Furthermore, velocity estimates are obtained both through simulations
and measurements to demonstrate the feasibility of using the TO method
in conjunction with a phased array transducer using steered beams.

Structure of the chapter

The following section highlights the research hypotheses underlying this
chapter. Secondly, the TO method for a phased implementation is presented.
Section 5.5 describes the measures used to describe the performance of
the TO estimator, and the proposed measures used to evaluate the TO
fields. Simulations are performed to demonstrate the feasibility of the
implementation and are presented in Section 5.6, and Section 5.7 describes
the measurement setup and the obtained results. All results are discussed
in Section 5.8, and the conclusion and perspectives are given in Section 5.9.
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Research hypotheses

The main hypothesis underlying the scientific contribution presented in this
chapter is:

e The TO method is suitable for use in conjunction with a phased array
transducer.

This is investigated by means of the following hypotheses:
1. Suitable TO fields can be created using a phased array transducer.

2. The developed performance measures based on the TO spectrum are
correlated with the performance of the velocity estimates.

3. Velocities can be estimated down to a depth of 15 cm.

4. A parameter study will reveal what affects the method, and that the
method is robust.

5. Measured velocities will follow the expected parabolic profiles.

6. Measurement and simulation results will reveal the same trends.

The TO method for a phased array

This section provides a brief description of the TO method for 2D velocity
estimation using a phased array transducer.

5.4.1 Beamforming
For the phased array implementation, the transmitted beam is a standard
focused beam with eight cycles in the excitation pulse as for the linear array
implementation. Also, the transmit apodization is practically the same as
the one used in conventional axial velocity estimation using a phase shift
estimator, e.g. a rectangular or a Hanning apodization of the transmitting
aperture.

Compared to (3.5), the transverse wavelength, is estimated only slightly

differently as
z

Ao(2) =20, —+, 5.1
(2) d cos b (5.1)
where 6y is the steering angle in the azimuth (ZX) plane. It should be noted,

that when the steering angle is different from 0°, the effective aperture width
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and d decreases with the factor of cosf,. This is taken into consideration
when evaluating (5.1), although the effect is small for small steering angles.
Two beams are beamformed in parallel in receive from one emission as
depicted in Figure 5.1. To obtain a spatial quadrature signal for transverse
velocity estimation, the two lines are separated by a distance of A, /4. Consid-
ering (5.1), it is clear that the theoretically derived )\, increases with depth,
unless d increases accordingly. While increasing d in the receive apodization
function to maintain a constant )\, is often possible for a linear transducer
at shallower depths, the width of a phased array transducer is limited. In
addition, the best performance at each depth is obtained by separating
the TO peaks as much as possible, which yields the smallest transverse
wavelength and best spatial resolution. In the case where the apodization
function is kept constant (i.e. d is constant), the lateral wavelength increases
with depth, however, at each depth, the best possible transverse wavelength
is obtained. Keeping the apodization function fixed, the two TO lines can
be beamformed with a fixed angle instead of a fixed lateral distance.
Using the tangent-relation (see Figure 5.1) and (5.1), the angle, 070,
between the two lines can be derived as
Az/8

A
fro = 2arctan 222 — 2arctan 2% 5.2
TO arctan . arctan - 0 (5.2)

where d, is the effective distance between the TO peaks in the apodization
function calculated as d. = dcosfy. So for the phased array, instead of
beamforming the TO lines with a fixed lateral distance, they diverge with a
fixed angle.

The two TO lines are beamformed in parallel with dynamic focusing in
receive, as opposed to the triangular focusing profiles originally presented
in [104], where the focusing was obtained by steering plane waves so that
they intersected at the point of interest by means of triangular delay curves.

Additionally, a center line is beamformed in parallel with the two TO
lines for conventional axial velocity estimation.

5.4.2 PEFs and the combined TO field

The double oscillating PEFs at a given depth of interest for the left and
the right TO beam are hpe et (7, ) and Ape right (2, ). They are obtained as
the temporally sampled transmit-receive signal for a scatterer at a given
distance. Several scatterers can be positioned next to each other to obtain
the spatial change in e.g. the transverse direction of the transmit-receive
pressure field. An example of the PEFs for the left and right beam for the
phased array implementation is given in Figure 5.2. The PEFs from the left



5.4. The TO method for a phased array 55

—d
m [\ Receive apodization

[IEEOEONUNEAR Transducer

bro /2 a TO steering angle

Simulated flow
// :\ﬁﬂ/ -
57 0

IO, 70, Lines
—
i
\
z

Figure 5.1 Beamforming approach based on a fixed receive apodization function
with a fixed angle between beamformed lines. This angle corresponds to the
increase of the spatial lateral wavelength with depth. The simulation phantom
with a parabolic flow profile and peak velocity magnitude, vy, is also indicated.
For the simulations described in Section 5.6, the vessel direction is changed, so
the flow direction by default is perpendicular to the steered beam, i.e. the vessel
is parallel only to the transducer surface in the case above where the steered
beam coincides with the z-axis. This means, that only the transverse velocity
component contributes to the velocity magnitude as the axial velocity is 0 m/s.
On the other hand, when investigating the effect of different beam-to-flow angles,
the vessel was rotated around its center, so that an axial velocity component is
present for beam-to-flow angles different than 90°. In the measurements presented
in Section 5.7, however, the vessel is fixed and parallel to the transducer regardless
of the direction of the steered beam (contrary to the simulations). Therefore,
the axial velocity component contributes to the velocity magnitude, when the

steering angle is different than 0°.
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Figure 5.2 PEFs in normalized pressure at a fixed depth of 100 mm when the
steering angle of the transmitted beam is 0° see Figure 5.1). A is for the left
TO beam: hpe et (x,t). B is for the right TO beam: hpe rignt(,t). Note that a
conventional PEF for axial velocity estimation will not have oscillations in the
lateral dimension. Ape efs(,t) and hpe right (2, t) are calculated using Field II with

the standard parameter settings described in Section 5.6.1.

and the right beam can be combined to create the complex TO field by

hpe,comb (1}, t) - hpe,left (l’, t) + jH{hpe,left (l’, t)}
+7 (hpe,right (m, t) + jH{hpe,right (xu t)}) : (5-3)

5.4.3 TO spectrum

The corresponding 2D spatio-temporal frequency spectrum is then calculated
as

S(fa, ft) = Fon{hpecomb(@, 1)},

where f, and f; are the spatial (transverse) and temporal (axial) frequencies
in the received signals, and Fop{-} denotes the 2D Fourier transform. The
amplitude spectrum of S(f,, f;) for the PEFs given in Figure 5.2 is illustrated
in Figure 5.3.

~ Based on S(f,, fi) an estimated value of the mean transverse wavelength,
Az, at the given depth of interest can be obtained as 1/ f,, where f, can be
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Figure 5.3 The amplitude spectrum of the 2D spatio-temporal frequency spec-
trum, S(fz, ft), of the PEFs in Figure 5.2 when combined as described in (5.3).
Note that the energy is mainly located in the fourth quadrant. The first and
second quadrant are not shown, as the energy is zero for negative temporal

frequencies due to the analytical signal by use of the Hilbert transform.

computed as

Y

fs/2 fss/2
fe fs/2 fss/2 (5.4)
Lo S fo? dfedfi
fs/2 ) =fss/2

where f, is the temporal sampling frequency and f,, is the spatial sampling
frequency.

Additionally, A\, = 1/f, from (5.4) can be used instead of A, from
(5.1) in (5.2), however, it requires that A, has been estimated prior to the
beamforming stage.
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5.4.4 Velocity estimation

The velocity estimation is performed in the same way as described in
Section 3.6.

Performance measures

This section describes the performance measures used to evaluate the TO
estimator based on the velocity estimates and the designed PEFs.

5.5.1 Velocity estimates
To investigate the performance of the TO method for velocity estimation,
the average behaviour over a number of velocity estimates is investigated.
It is assumed that the velocity estimates are independent.

Based on the mean and standard deviation of the velocity estimates, given
by (4.2) and (4.3), respectively, the bias, B(z), and the root-mean-square
(RMS) error, Erms(z), are calculated as

B(z) = v(z) — v(z), (5.5)
Eruis(2) = ; é(vp<z> — w2, (5.6)

where v; is the true (or expected) velocity profile.

For a better and more straightforward comparison of various parameter
settings, three single measures for the bias, the standard deviation, and
the RMS error are computed. Therefore, B, o, and Eryg are averaged
over the entire vessel and divided by the peak velocity magnitude, vg. The
three non-dimensional quantities, the relative mean bias, B, the relative
mean standard deviation, &, and the relative mean RMS error, Erys, of the
velocity estimates are given by

Nz
B= v(jvz zzjl B(z), (5.7)
11 X )
g = ;0 E;O’(Z') s (58)
Erus = N %Z: Erums(2)?, (5.9)
Yo NZ z=1
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where N, is the number of discrete samples within the vessel. These measures
are used to describe the performance of the velocity estimates obtained
using the TO estimator.

5.5.2 TO spectrum

If the performance of the velocity estimator can be predicted from the
spatio-temporal frequency spectrum, the design of suitable PEFs will be
made easier. Three metrics are suggested to characterize the combined TO
fields based on the corresponding 2D spatio-temporal Fourier domain. These
measures are correlated with the measures introduced in Section 5.5.1.

The advantage of the suggested performance metrics based on the TO
fields and their corresponding TO spectrum is that they can be more readily
obtained. They can be obtained based on the TO fields, which require much
fewer calculations compared to a simulation study of moving scatterers. The
TO fields can be estimated based on 100 points (scatterers) for each TO
line, whereas a speckle phantom may require a factor of 100 or 1000 more
scatterers for just one TO line for one emission. This number must then be
multiplied with the number of emissions per estimate and the desired velocity
profiles. Therefore, it is preferable to optimize the TO method based on
these performance metrics compared to the obtained velocity estimates. For
this to work, the performance metrics from the TO fields must be correlated
to the performance of the velocity estimator.

Ideally, the lateral spatial frequencies of the 2D spatio-temporal frequency
spectrum, S(fz, fi), should yield a narrow one-sided spectrum (see Figure 5.3)
in the lateral dimension of S(f,, f;). Using temporal 1Q sampled data or the
Hilbert transform to generate analytical signals, the spectrum will already
be one-sided in the axial dimension.

The mean spatial frequency depends on the aperture function, i.e. the
spacing of the two apodization peaks as described in (5.1). The width of the
apodization peaks determine the frequency spread in the spatio-temporal
spectrum, S(fy, f.).

One of the measures used to evaluate the designed PEFs is the coefficient
of variation, ¢,, of the spatial transverse frequencies, f,, over the mean
spatial frequency

of
Cy = = (5.10)
o

where f, is the mean transverse spatial frequency given in (5.4), and oy, is
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the spread of the spatial frequencies given by

fs/2 fss/2
o 2S(fo fo)? dfadlf
o fs/2 f€9/2
fo = fs/2 fSS/2 )
A / S(fur fo)* dfudlf
f9/2 f99/2

It is hypothesized that ¢, is related to the standard deviation of the velocity
estimates, where an increase in ¢, should result in an increase in standard
deviations.

Based on the simulated A, = 1 / f. and the theoretically predicted lateral
wavelength given in (5.1), the relative bias of A, can be estimated as

This bias arises due to the fact that the Fraunhofer approximation is not
entirely valid, and because the spatial IQ approach does not work perfectly.
The mean transverse wavelength, )., can be used in the estimator to yield a
more unbiased estimate. Furthermore, ), instead of \, can be used in (5.2)

to expectedly reduce the bias on the velocity estimates.
The third measure is the energy ratio, F,, computed as

fs/2 0 )
/fs/Q/fSS/2S(fx7ft) dfxdft

/ st anag

fs/2 fss/2

This provides information of the energy leak from the right half plane
to the left half plane of the 2D frequency spectrum. Figure 5.3 serves
as an illustration of the energy leak from positive spatial frequencies to
negative spatial frequencies. It is hypothesized, that this gives an estimate
of the overall performance of the TO velocity estimator. If the value of E,
approaches 50%, the amount of energy in both quadrants is increasingly the
same, and velocity estimation is expected to be compromised, because the
spatial quadrature approach has failed. Therefore, it is hypothesized that
the relative mean standard deviation and Frys of the velocity estimates
increase as F, increases.

B (5.11)

(5.12)

Simulations

Simulated data are used to evaluate the implementation of the TO method
on a phased array. First, an initial example is constructed with a sensible
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Table 5.1 Transducer parameters.

Parameter Value

Transducer type Phased array

Number of elements 128

Pitch [mm)] 0.220

Kerf [mm] 0.022

Element height [mm] 15

Center frequency [MHz| 3.5

Impulse response 3 cycle sinusoid
(Hanning windowed)

Elevation focus [mm] 85

choice of parameter settings. Afterwards, several parameter settings are
varied around this initial operating point to investigate their effect on
the performance of the estimator, which will provide an indication of the
robustness of the method.

This section presents the simulation setup, the data generation and
processing, and the results.

5.6.1 Simulation setup

The ultrasound simulation program Field II described in Section 4.4.3
was used for the simulation study. A phased array transducer with the
characteristics shown in Table 5.1 was emulated. A blood vessel, as illustrated
in Figure 5.1, was modeled as a circular cylindrical volume (radius = 6 mm,
length = 20 mm) of moving scatterers surrounded by a block of stationary
scatterers in a 20mm x 20mm x 20 mm volume. The flow was modeled to
be laminar with a parabolic flow profile as given by (4.1).

The resolution cell size was conservatively calculated as A,-FWHM,,-\, /4,
where the full-width-half-max (FWHM) in the elevation direction was calcu-
lated as FWHM,, = A\, F# yielding approximately 1.2mm?. Consequently,
the number of scatterers was set to 80000 to obtain at least 10 scatterers per
resolution cell, which ensures fully developed speckle signals [140]. The flow
angle was set to be perpendicular (90°) to the depth axis to obtain purely
transverse flow at a steering angle of 0°. When scanning at steering angles
different from 0°, the scatterer block was rotated around (x, y, z) = (0,0,0) m
according to the steering angle—i.e. even at steering angles different than
0° no axial velocity component was present. However, at beam-to-flow
angles different from 90°, an axial velocity component was present. See also
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Table 5.2 Fixed simulation parameters.

Parameter Value
System

Sampling frequency 100 MHz
Speed of sound 1540 m/s

Emitted pulse

No. of transmit cycles in excitation pulse 8 cycles
Transmit excitation window Hanning
Transmit focus (radial depth) 10 cm

Flow settings
Maximum velocity of blood 1.0 m/s

Data acquisition
Pulse repetition frequency 5 kHz

explanation in Figure 5.1.

The fixed simulation parameters are listed in Table 5.2. At a depth of 10
cm, the lateral wavelength was 4.1 mm, and the maximal detectable velocity
with the given pulse repetition frequency was 5.15 m/s using (3.9). The
peak velocity of 1 m/s was therefore only at about 20% of the aliasing limit.

Table 5.3 lists the parameters that were varied in the simulation study.
A number of initial conditions were used to form a starting point in the
parameter space as indicated with boldface in Table 5.3. During this study,
the different parameters were kept fixed at their starting point (unless
otherwise stated), and only the parameter under investigation was varied.
Each simulation setup was repeated 100 times with random initial scatterer
positions.

A few comments to some of the parameters in Table 5.3 are given here:
For the different scan depths, the center of the vessel was placed at the given
scan depths. In one case, the transmit focus depth was the same as the scan
depth, and in the other, the transmit focus depth was fixed at 10 cm for all
scan depths. For the apodization shapes, the Tukey window had a ratio of
taper of 0.5. At a depth of 10 cm, the spacing of [33 49 65 81 97] elements
corresponded to A, = [12.1 8.2 6.2 5.0 4.1] mm. For the TO apodization
peak width investigation, the spacing was 65 elements (not 97), so that a
TO peak width of 64 elements could be obtained. The lag in acquisition
corresponded to effectively lowering the pulse repetition frequency by the
given factor. According to the previous calculation of the aliasing limit, the
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Table 5.3 Varied simulation parameters. The values in bold face are the default

parameter values.

Parameter Value

Emitted pulse

Steering angle [deg] [-45:5:45] (0)

F# in transmit 4681012
Apodization

Transmit apodization shape Hanning, Tukey, Rect.
Receive apodization shapes Hanning, Tukey, Rect.
Spacing between TO apod. peaks [elements] 33 49 65 81 97
Width of TO apod. peaks [elements] 8 16 32 64

Flow phantom
Scan depth with transmit focus

at scan depth [cm] 255751012515
Scan depth with fixed transmit focus

at 10 cm [cm] 255751012515
Beam-to-flow angle [deg] [60:5:120] (90)
Velocity estimator
Number of emissions per estimate 4816 32 64
Lag in acquisition time 12345
SNR [dB] 3036912

peak velocity, vy, with the given lag values, was at approximately [20 40
60 80 100] % of the aliasing limit of the transverse velocity estimator. As
default, SNR = oo, i.e. no noise was added. When changing the SNR, zero
mean white Gaussian noise was added to the beamformed RF signals prior
to the matched filtration. The matched filter improved the SNR by 18 dB,
and the resulting SNR after matched filtration is listed in the table.

5.6.2 Data generation and processing

M-mode (motion mode) lines were simulated with Field II. In the post
processing step, matched filtration was used by convolving the calculated
RF signals with the time reversed emitted pulse, g(—n), as

rm(n) = ryp(n) * g(—n), (5.13)

where 7,7(n) is the sampled and beamformed signal at discrete sample (time)
n.
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When stationary echo cancelling (clutter filtering) was applied, it was
performed by subtracting the mean ensemble value of IV; emissions by

ref(n,i) =rp(n,i) — érm(n, 7). (5.14)

Afterwards, the velocity estimation with RF averaging was employed.
In addition, the PEF was simulated and the 2D spatio-temporal frequency
spectrum was calculated. Subsequently, the performance measures listed in
Section 5.5 were computed for both the velocity estimates and the 2D spatio-
temporal Fourier domain. For the velocity estimates, the relative mean bias
and standard deviations were averaged over the entire vessel-except for the
outer 1 mm at either end of the vessel to reduce edge effects.

5.6.3 Simulation results

Initially, the simulated flow phantom was positioned at a (radial) depth of
10 cm at a steering angle of 0°. The transmit apodization of the transducer
aperture was a Hanning function with a width corresponding to a F-number
of 10. The two receive apodization shapes were two Hanning functions
each 32 elements (7.0 mm) wide, and spaced 96 elements (21 mm) apart.
These parameters affected the beamforming of the flow lines. The number of
emissions per estimate, N;, and the acquisition lag (i.e. the lag in the pulse
repetition frequency), k¢, are parameters that only affected the velocity
estimator, and they were 32 and 1, respectively. Similarly, changing the flow
angle only affected the estimated velocities.

The estimates of the transverse, v,, and axial, v, velocity components
from the 100 realizations are shown in Figure 5.4 and 5.5 without and with
stationary echo cancelling, respectively. The velocity is fully transverse,
hence, no axial velocity is present. This is reflected in the figure. The axial
velocity component is estimated using a conventional axial velocity estimator,
and is therefore not investigated further. With the standard settings, the
relative mean bias, BW, was -5.0% and the relative standard deviation, &,,,
was 7.9% without echo cancelling. With echo cancelling, sz, was 3.8% and
Fu,, was 7.8%. Although not considered further, for comparison it can be
noted that no axial bias is present, and that the standard deviations for the
axial velocity estimates are about an order of magnitude smaller than for
the transverse velocity estimates.

The effect on the performance measures when changing the position
of the simulated phantom in terms of (radial) scan depth is illustrated in
Figures 5.6A and 5.6B. There is no large difference between the two types
of focusing. The relative mean standard deviation increases with depth, and
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also the relative mean bias is depth dependent. With echo cancelling va
increases, whereas without echo cancelling EUI is closest to 0% at around 75
mm for both transmit foci. As the depth increases, an increasing difference
between B, with and without echo cancelling is visible.

At a depth of 15 em, B,, and &,, was 8.5% and 10%, with echo cancelling
and transmit focus at 15 cm. For the fixed transmit focus at 10 cm and
using echo cancelling, B, was 14% and &,, was 11%.

The effect of changing the steering angle (and also rotating the phantom),
is visible in Figure 5.6C. The &, is lowest at a steering angle of 0° with
a value of 8.1% and increases with increasing steering angle. At +45° &,
is 11%. Without echo cancelling B,, ranges from -1% to -7% without a
clear trend. However, with echo cancelling, va is 3.3% at 0° and increases
to 17% at £45°. The difference between the relative mean bias with and
without echo cancelling increases when steering away from 0°.

Regarding the beam-to-flow angle, the results are shown in Figure 5.6D.
The relative mean standard deviation is lowest at 90° (8.3%) and highest at
either 60° or 120° with an approximate value of 23%. The relative mean
biases are more or less the same with and without echo cancelling except at
values close to 90°. At 90° the difference is largest. Without echo cancelling
there is no large variation in sz, whereas with echo cancelling, a noticeable
jump at a beam-to-flow angle of 90% can be observed.

On the transmit side, the F-number of the transmitting aperture was
varied. The results can be seen in Figure 5.6E, which shows that the F-
number has only a small effect on both B, and &,,. The best performance
is obtained at a transmit F-number of 6.

Combining the three different apodization shapes for the transmit aper-
ture and receive aperture yields the results shown in Figure 5.6F. With the
given (reference) spacing of the TO peaks, the apodization type does not
affect &,, or B,, .

As mentioned, the receive TO apodization creates the transverse oscilla-
tions in the PEF. The result of changing the TO apodization peak spacing
and width provides the results presented in Figure 5.6G and Figure 5.6H,
respectively. Increasing the spacing between the two TO apodization peaks
reduces 7, with and without echo cancelling, and sz with echo cancelling.
The performance increase (reduction in G,,) is larger when the spacing is
lower than 64 elements. With a spacing of 32 elements, only 64 elements are
used in receive with &,, being 25% and B,, being 33%. These values are
most likely not optimal for a 64-element transducer, where a smaller width
of the TO apodization peak, and hence larger spacing of the TO apodization
peak, is expected to be better.

As Figure 5.61 illustrates, increasing the number of emissions per esti-
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Figure 5.4 Transverse, v,, and axial, v,, velocity estimates without stationary
echo cancelling from 100 simulated realizations (A and C) and the mean and
the standard deviation (B and D). Note that the velocity range on the y-axis

has been decreased with a factor 10 for the axial velocities compared with the

transverse velocities.
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Figure 5.5 Transverse, v,, and axial, v,, velocity estimates with stationary
echo cancelling from 100 simulated realizations (A and C) and the mean and
the standard deviation (B and D). Note that the velocity range on the y-axis
has been decreased with a factor 10 for the axial velocities compared with the

transverse velocities.
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Figure 5.6 Performances measures (&,, and B, ) with and without echo can-
celling (ec) for (see legend in L): A different scan depths with transmit focus
at the given scan depth; B different scan depths with fixed transmit focus at
10 cm; C a number of steering angles; D a number of beam-to-flow angles; E
various F-numbers in transmit; F the nine combinations of Hanning [h], Tukey
[t], and rectangular [r] apodized aperture functions in transmit & receive; G
different spacings between the two TO apodization peaks in receive; H different
widths of the two TO apodization peaks in the receive; I varying the number of
emissions per estimate; J five different lag values, k¢, in the acquisition, so the
pulse repetition frequency effectively is 5/kp.¢ kHz; and finally, K the performance
depending on the SNR.
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mate decreases 7, with approximately 1/1/N; as expected. Without echo
cancelling, Evz is not affected, however, with echo cancelling, sz drops
from 33% to -1.2%.

Changing the acquisition lag (i.e. lowering the effective pulse repetition
frequency) lowers the relative standard deviation, because the peak velocity
gets closer to the aliasing limit. This can be observed from Figure 5.6J.
When k¢ = 4, vg is at about 80% of the aliasing limit. For ks = 5, vy is
at about 100% of the aliasing limit, and therefore, aliasing occurs, which
affects both &,, and B, and results in a decreased performance.

Figure 5.6K displays the results of varying the SNR of the beamformed
RF data. The matched filter improved the SNR by 18 dB. It can be observed
that the echo cancelling (mean subtraction of ensemble values) improves the
performance when the SNR is below 6 dB. The results also demonstrate, that
when the SNR is below 3 dB, the performance degrades rapidly. Without
echo cancelling the relative mean standard deviation is 22% and 50% at
3 dB and 0 dB, respectively, whereas with echo cancelling the values are
15% and 30%. The relative mean bias is unaffected with and without echo
cancelling.

Overall it can be noted that echo cancelling does not affect 7, . However,
B,, is affected, but primarily when the beam-to-flow angle is close to 90°.

To test the hypothesis that a correlation between the performance mea-
sures of the PEFs and the performance measures velocity estimates exist,
pair-wise values are plotted in Figure 5.7. For these plots all the varied
parameter values are included except the variation of the beam-to-flow angle,
the number of emissions per estimate, and the acquisition lag, as these
parameters do not affect the PEF. For the velocity estimates, only the values
without echo cancelling are investigated, as the echo cancelling affects the
performance of the estimator [27].

Figure 5.7A demonstrates the correlation between the coefficient of
variation, ¢,, of the transverse wavelength in the PEF and the relative
mean standard deviation of the velocity estimates. The correlation value,
R, of 0.96 (R?=0.92) indicates a strong relation. Figure 5.7B presents the
correlation between the bias of the mean transverse wavelength based on the
simulated PEF compared to the relative mean bias of the velocity estimates.
The correlation value is -0.91 (R?=0.83) indicating that a positive bias of
the mean wavelength leads to a negative bias on the velocity estimates.
In Figure 5.7C the relation between the energy leak, E,, and the relative
mean RMS error shows a correlation of 0.43 (R?=0.18). This indicates
some relation between the two, however, the results tend to group into two
trends, which lower the correlation value. A smaller group, where the same
value of E, results in different values for Erus, and a larger group where a
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Figure 5.7 Correlation between the performance measures for the 2D spatio-
temporal frequency spectrum and the performance measures for the velocity
estimates. R indicates the correlation value, and p is the p-value for testing the
hypothesis R=0. A is for the coefficient of variance, ¢,, of the 2D spectrum
compared to the relative mean standard deviation, &,,. B Is the bias of the
transverse wavelength, B)_, in the 2D spectrum versus the bias of the velocity
estimates, va. C is the energy ratio of energy leakage, F,, in the 2D spectrum
compared to the relative mean root-mean-square error, Egyg, of the velocity

estimates. D is E, versus o, .
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linear relation is observed. Therefore, F, only to some extend can predict
Erus. Finally, Figure 5.7D indicates the correlation between the energy
leak and the relative mean standard deviation. The correlation value is 0.89
(R?*=0.79) indicating a strong relation.

Measurements

To complement the findings from the simulations, measurements were con-
ducted in a similar environment to the simulation study. First the mea-
surement equipment, the experimental setup, and the data acquisition and
processing are described. Afterwards, the experimental results are presented.

5.7.1 Measurements equipment

The following describes the Synthetic Aperture Real-time Ultrasound System
(SARUS) and the flow-rig system.

SARUS

The experimental ultrasound scanner SARUS [141-143] was used to acquire
data together with a transducer with the same parameters as the ones listed
in Table 5.1. A photograph of SARUS can be found in Figure 5.8. It can
sample RF data with a sampling frequency of 70 MHz with a precision of
12 bits. The full system has 1024 channels, whereas, only 128 channels were
required for these measurements.

Flow-rig system

The measurements were performed on the in-house flow-rig system described
in Section 4.4.2. Compared to the results in the previous chapter, the
flow-rig system had been cleaned, and the rubber tube had been replaced.
The internal radius was, hence, 6.0 mm.

Additionally, the fluid had been exchanged with a blood-mimicking fluid
(Danish Phantom Design, Frederikssund, Denmark) containing 5 micron
orgasol, glycerol, detergent, and demineralized water in its concentrated
form. It was diluted 1:20 with demineralized water, and dextran was added
to obtain a viscosity, u, of 3.9 mPa-s, which is similar to that of blood. The
density, p, was 1.0 x 10% kg/m?3.

5.7.2 Measurements setup

The peak velocity in the tube was set to 0.25m/s in contrast to the 1 m/s
in the simulations. This velocity was chosen to assure laminar and fully



72 5. Expanding the TO method to a phased array

4 "’ = _E.”ﬂ;,ﬁg | .| n_

'w.‘._-..-a‘—‘-j‘-’_,_/ -

[

Figure 5.8 A photograph of SARUS, which has 1024 channels distributed over
six transducer plugs. The phased array transducer used for the measurements
in this chapter has only 128 elements. Therefore, it is plugged to one of the six
sockets. The transducer is positioned in the transducer fixation device, which
can be placed in the flow-rig water tank. Photo courtesy of Morten Fischer

Rasmussen.

developed flow. The pulse repetition frequency was adjusted accordingly
with a factor of four. With this setting, the peak velocity of 0.25 m/s was
at approximately 20% of the aliasing limit.

The vessel was parallel to the transducer surface, and the center of the
vessel was located 9.5 cm below the transducer. The parameters that were
fixed for the measurements are listed in Table 5.4, and the varied parameters
are listed in Table 5.5. The standard settings are typed in boldface. For the
investigation of the TO apodization peak width, the spacing between the TO
apodization peaks was 65 elements. For the optimal TO apodization peak
spacing, the width of the TO apodization peaks are adjusted accordingly,
so a spacing of [64 80 96 112 120] elements goes with TO apodization peak
widths of [64 48 32 16 8] elements, respectively.

5.7.3 Data acquisition and processing

Using SARUS, data were sampled with 12 bits at 70 MHz from each trans-
ducer channel. The fixed measurement parameters are listed in Table 5.4.
After data acquisition, the channel data were filtered with a matched filter
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Table 5.4 Fixed parameters for measurements.

Parameter Value
System

Sampling frequency [MHz] 70
Speed of sound [m/s] 1480
Number of channels 128
Emitted pulse

No. of transmit cycles in pulse [cycles] 8
Transmit focus (radial depth) [cm] 10
Transmit F-number 6

Flow settings

Maximum velocity of blood mimicking fluid [m/s]  0.25
Center of vessel [cm] 9.5
Vessel orientation compared to transducer surface Parallel

Data acquisition
Pulse repetition frequency [kHz] 1.25

Table 5.5 Varied parameters for measurements.

Parameter Value

Emitted pulse

Steering angle [deg] -30:5:30, (0)
Apodization

Spacing between TO apodization peaks [elements] 33 49 65 81 97
Width of TO apodization peak [elements] 8 16 32 64

Optimal TO apodization peak spacing [elements] 64 80 96 112 120
(not part of reference setup)

Velocity estimator
Number of emissions per estimate 8 16 32 64
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designed as the time-reversed excitation pulse as

Tm.e(n) =rsc(n) * g(—n), (5.15)

where 74 .(n) is the sampled signal from individual channels.

Afterwards, the filtered RF data were beamformed using the Beamfor-
mation Toolbox 3 [144], which is a versatile MATLAB toolbox written in
C++ for beamforming, and to quote Hansen et al. [144]: »It is a general
3D implementation capable of handling a multitude of focusing methods,
interpolation schemes, and parametric and dynamic apodization.«

Stationary echo canceling was performed by subtracting the mean of
an assemble of emissions as for the simulated data. As part of the velocity
estimation, RF averaging was performed with a window length equal to the
excitation pulse length.

5.7.4 Experimental results
Estimated transverse and axial velocities based on experimental flow-rig
measurements are shown in Figure 5.9. Using the (default) parameters
listed in Table 5.4 and 5.5, 45 velocity profiles are obtained for each velocity
component. The expected profiles of the velocity components are illustrated
as well. They are obtained based on the volume flow, the vessel radius, and
an estimate of the beam-to-flow angle. The beam-to-flow angle was estimated
to be approximately 89-90° based on B-mode images. For the transverse
velocity components, it can be observed, that the mean profile follows the
expected parabolic profile. For these data, the relative standard deviation
and bias were 8.6 % and -9.2%, respectively. As Figure 5.9 illustrates, the
axial velocity component is very small due to a beam-to-flow angle of almost
90°. As well known, it would not be possible to obtain the correct velocity
magnitude based on the axial velocity alone as small changes in the estimated
beam-to-flow angle would result in large changes of the estimated velocity
magnitude due to the division by the cosf-term in (2.8) on page 17.

Based on the estimated velocity components at the center of the ves-
sel, the mean velocity magnitude over the 45 profiles is 0.247+£0.023 m/s
compared with an expected peak velocity magnitude of 0.252 m/s. The
beam-to-flow angle is calculated to be 89.3°+0.77°. Excluding the almost
zero velocities at the vessel boundaries, the mean angle off all estimates at
all depths inside the vessel is 89.3°+0.85°.

Figure 5.10 illustrates the result of varying the different parameters
listed in Table 5.5. Figure 5.10A demonstrates the results of increasing
the number of emissions per estimate. Both &, and B, decrease with
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Figure 5.9 Measured transverse, v,, and axial, v, velocity components at a beam-
to-flow angle of approximately 89° in the experimental flow-rig system. A and C show
the result of 45 estimated realizations of the velocity profiles using the standard settings
and the expected parabolic profiles. B and D show the expected profiles, the mean of
the estimated velocities plus/minus one standard deviation. The underestimation at the
vessel boundaries is due to clipping in the sampled RF signals from the vessel walls. This
was only a issues at beam-to-flow angle close to 90° (see Section 5.8 for more details).
Note that the velocity range on the y-axis for the axial velocities (C and D) are reduced
with a factor 10 compared to the transverse velocities (A and B).
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Figure 5.10 Illustration of the relative mean standard deviation and the relative
mean bias with stationary echo cancelling for the measurements with (legend in
F): A changing the number of emissions per estimate, B varying the steering
angle, C changing the TO peak spacing, D changing the TO peak width, and E
optimizing the TO peak spacing.
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increasing numbers. The negative va is due to clipping in the RF signals
from the vessel walls.

Figure 5.10B illustrates the effect of changing the steering angle. However,
it must be noted that this differs from the simulations in the regard that the
vessel was parallel to the transducer surface for all steering angles, and not
rotated as the simulation phantom was. In the simulations, a beam-to-flow
angle of 90° was maintained for all steering angles, yielding full transverse
flow and no axial velocity component. For the measurements, the vessel was
perpendicular to the transducer surface for all steering angles. Therefore, the
beam-to-flow angle was 90°+6,. Hence, for a steering angle different than 0°,
the beam-to-flow was no longer 90° resulting in a reduced transverse velocity
component and an increase in the the axial velocity component. Additionally,
the vessel location (radially) was farther away from the transducer as the
steering angle is moved away from 0°. With that in mind, the results still
demonstrate that larger steering angles result in larger standard deviations,
however, if the angle is below +20°, the relative standard deviation remains
below 20%.

The effect of changing the TO peak spacing in the receive beamforming is
illustrated in Figure 5.10C. As the spacing increases, 7, decreases, whereas
B,, is practically unaffected.

Figure 5.10D shows the effect of changing the peak width. The effect on
0., is small, but there is an effect on sz.

Finally, Figure 5.10E demonstrates the effect of using an optimal TO
peak spacing based on the different TO peak widths. Both &, and évz are
affected by this.

Discussion

This section covers the discussion of the results from the simulations and
the results obtained from flow-rig measurements.

From (5.1) the transverse spatial wavelength, \,, increases as a function
of depth, and therefore, the velocity range of the TO estimator increases
in accordance with (3.9). The simulations show that the relative mean
standard deviation, &, , increased with depth (Figures 5.6A and 5.6B). Two
factors can explain this. First, ¢, was observed to increase with depth.
Secondly, the simulated peak velocity was kept constant, and as A, increases,
the velocities get further and further away from the aliasing limit, and
therefore, the standard deviation on the velocity estimates increases. Both
factors are suspected to contribute to the observed increase in relative
standard deviation as the depth increases. The latter reason is supported
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by Figure 5.6J. This demonstrates, that it is important to adjust the pulse
repetition frequency to match the expected peak velocity. In the reference
setup, the peak velocity was at approximately 20% of the aliasing limit of
the TO estimator at a depth of 10 cm. When the velocity was at 80% of
the aliasing limit, &,, was 5.1% (see Figure 5.6J).

The bias in the velocity estimates arises from the discrepancy between
the mean transverse wavelength in the PEF, and the theoretically derived
wavelength. As the simulations results have demonstrated a difference in the
relative mean bias depending on whether echo cancelling was used or not
exists. This demonstrates that the echo cancelling filter biases the velocity
estimates towards an overestimation. However, as Figure 5.6D demonstrates,
this happens only in simulations where the beam-to-flow-angle is close to
90°, and is expected to be a consequence of the lack of axial motion when
employing the echo cancelling filter. It is expected that better echo cancelling
filters can remedy or improve this.

Both simulations and measurements (Figures 5.6C and 5.10B) show
that the performance degrades as the steering angle increases. Several
factors come into play: 1) The effective aperture decreases, hence, the lateral
wavelength increases with the same effect as described above. 2) In the
measurements, the angle sensitivity of the elements influence the SNR and
therefore the performance of the TO estimator. 3) The radial depth for the
measurements increases with the steering angle due the fixed positions of
the vessel and the transducer.

The bias for the measurements depending on the steering angle. It was
expected to have a minimum at a steering angle of 0° where the beam-to-
flow angle is 90° (Figure 5.10B). Yet, this is not the case. As mentioned
previously, this is a consequence of clipping in the RF signals originating
from the vessel wall. A large part of the signal energy was reflected at the
incident angle of 90°. At the same time, the gain was set too high, so that
the sampled signals were saturating the analog-to-digital converter. This
was the case for the signals originating from the vessel wall, but due to the
8 cycles in the transmitted pulse, the clipping also occurred inside the vessel
wall drowning the additional small signal amplitudes from the scatterers in
the fluid. Therefore, the sampled and beamformed signals at those depths
were constant over time, leading to an estimated velocity of 0 m/s. On that
account, the minimum around 0° is expected to be an artifact. Also, the
different values for B, arise due to different PEFs and radial vessel location
when steering the beam. Therefore, the results in Figure 5.6C cannot be
directly compared with the results in Figure 5.10B.

The results demonstrate that it is important to estimate the true wave-
length for a given setup, so the TO angle in the beamforming step can be
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adjusted. Alternatively, the velocity estimates can be bias compensated
based on the difference in wavelengths. As Figure 5.7B indicates, a 10% bias
in wavelength, corresponds to approximately a -10% relative mean bias in the
velocity estimates from the simulations. This relation is an approximation.
Yet, if the actual transverse wavelength is 10% larger than expected, then
an underestimation of 10% is not surprising if using a transverse wavelength
in (6.3a) that is 10% too small.

The results also indicate, that the bias is a function of depth depending
on the parameter settings. For optimal bias compensation, this function
has to be derived for a given setup. The true transverse wavelength can
be estimated based on simulations or hydrophone measurements, yet, the
process of optimizing the actual (mean) transverse wavelength in the PEF
and the TO angle is a recursive process, because the estimated )\, influences
theATO angle, 6o, which again affects PEFs, and therefore, the estimation
of \,.

The transmit F-number should be optimized for the given field of view
for the velocity estimates. The transmitted field must be broad enough to
cover the diverging TO beams. The optimal F-number is 6 for the standard
simulation setup. This value was used in the measurements.

Varying the apodization types (either in transmit or in receive) did not
affect performance (Figure 5.6F). The larger the area under the apodization
functions, the better SNR can be obtained in a noisy environment, and
therefore, rectangular or Tukey-windowed apodizations may be advantageous
at low SNRs.

Performance decreases when peak separation in receive decreases (see
Figs. 5.6G and 5.10C), due to a lower spatial frequency. Additionally,
a poorer spatial resolution is obtained. If the larger standard deviation
is accepted, an implementation on a 64 element transducer is possible.
Figure 5.6H indicates that increasing the TO apodization peak widths
decreases 7, , although the effect is small. Broader TO peaks increase
the SNR. The results in Figure 5.10D show a slight increases in &,, when
increasing the width. The SNR in the flow-rig measurement is large due to
practically no attenuation in water, so the effect may be different in tissue.
The results from the TO apodization peak width and peak distance in
Figure 5.10E show the optimal (for these two parameters only) combination
of width and spacing. Again, these results may be different when the SNR
is low. As the results in Figure 5.6K demonstrate, the performance of the
estimator degrades rapidly when the SNR decreases below 3 dB. So, in cases
where the SNR is low, an increase in the amount of receive energy is expected
to be beneficial and outweigh the drawback of increasing the apodization
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peaks. This reduces the TO spacing, which under ideal conditions increases
the standard and therefore increases and thereby also reduce the TO spacing.

The correlation coefficient between the PEF metrics and the performance
measure indicate that correlations between the PEF metrics and the per-
formance measures exist. The PEF metric ¢, is related to 7,,. There is
also a relation between the bias, B),, of the mean transverse wavelength
compared with the theoretical wavelength and the relative mean bias, ];’vz,
of the velocity estimates. A relation between the energy leak, E,, and the
0, exists, but the relation between F, and ERMSW is not as clear.

T

Conclusion and perspectives

The simulation and measurement results demonstrate that the TO method
is suitable for use in conjunction with a phased array transducer, and that
2D vector velocity estimation is possible down to a depth of 15 cm.

Suitable TO fields can be obtained using a phased array transducer.
And in general, a lot can be learned by investigating and optimizing the
TO fields prior to performing velocity simulations. The squared correlation
value for three pairs of measures relating the performance of TO fields with
the performance of the velocity estimates ranged from 0.79 to 0.92. In
other words, the PEF metrics can be used as an initial assessment of the
expected estimator performance. The benefit is, that PEF metrics can be
readily computed opposed to the simulated velocity data and the derived
performance measures.

Various parameters have been investigated in a simulation study around
a reference point at 10 cm’s depth, where the relative mean bias, va,
was estimated to 7.8% and the relative mean standard deviation, &, , was
estimated to 3.8% with echo cancelling. At a depth of 15 cm, it was possible
to estimate the lateral velocity in the simulations using echo cancelling with
B,, and &,, being 8.5% and 10%, respectively.

The flow-rig measurements resulted in &, equal to 8.3% and B, equal
to 11% at a depth of 9.5 cm with 32 shots per estimate. At the center of
the vessel, the velocity magnitude was estimated to be 0.2474+0.023 m/s
compared with an expected peak velocity magnitude of 0.252 m/s and
the beam-to-flow angle was calculated to be 89.3°£0.77° compared with
an expected value between 89° and 90°. For steering angles up to + 20°,
7y, was below 20%. Hence, the measurement and the simulation results
are comparable. The results also showed, that a 64 element transducer
implementation is feasible, but with a poorer performance compared with a
128 element transducer.
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Overall, the estimator is robust with values of 7,, less than 10% for most
parameter settings.

Perspectives

This chapter has demonstrated that a phased array implementation of the
TO method is feasible. This was demonstrated through simulations and
experimental measurements using the experimental scanner SARUS. The
results warrant further investigation, and a test implementation on a commer-
cial platform. This has been the aim of the Master’s thesis “Vector Velocity
Imaging using a Commercial Scanner - Implementation of the Transverse
Oscillation Method using a Phased Array Transducer” by Marcher [145],
where the author of this thesis was co-supervisor. Furthermore, an abstract
based on that work has been accepted for the IEEE 2012 International
Ultrasonics Symposium [146]. The prospective clinical application is for
cardiac imaging, and vector flow imaging of the heart has the potential to
markedly improve diagnosis based on the hemodynamic investigations.

This chapter also introduced three performance measures based on the
TO spectrum that are correlated with the performance of the velocity
estimates has been proposed. This will speed up the future optimizing of
the method as one or more of these measures can be used to optimize the
method. Furthermore, it was proposed that the mean transverse wavelength,
A\, should be used instead of the theoretical value to reduce the bias. This
should be investigated as a first step to reduce the bias.

Additionally, the implementation of the TO method on a phased array
transducer is a first step to developed a method that estimates 3D velocities
based on a transverse oscillation approach and employing a 2D phased array
transducer.
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A TO method for 3D vector
velocity estimation

Summary The blood flow in the human body moves in complex patterns,
and the velocities are essentially three-dimensional. None of the existing
3D wvelocity estimation techniques have been adopted by commercial manu-
factures, nor have they demonstrated convincing clinical results. Therefore,
there is still a need for a real-time implementable method that estimates
the 3D wvelocity components simultaneously. A 3D method based on the
Transverse Oscillating approach is suggested. The method decouples the
three velocity components and estimates them simultaneously. Based on
simulations, a proof of concept is provided. The results obtained in that
study are biased, and therefore, an approach to reduce the bias is presented.
The effect of this is demonstrated. Additionally, a range of parameters and
their effect on the 3D TO wvelocity estimator are investigated. In conclusion,
the simulated results demonstrate that the 3D TO method estimates the full
3D welocity vectors.

Purpose

The purpose of this chapter is to present a method for estimating 3D
velocities using a Transverse Oscillation approach and to demonstrate the
feasibility of the method. The method should be implementable in real-
time. The chapter is composed upon Paper IV and V. Additionally, the
methodology and the proof of concept study presented in this chapter were
part of a confidential document written by the author. That document
founded the basis for the patent application mentioned in Section 1.3.3.

Background and motivation

As pointed out in Chapter 2, the velocity vector is three-dimensional and
the blood flow exhibits complex flow patterns. Additionally, the difficulty to

83
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determine the flow angle [3, 4] and compensate for it underlines the need for
methods that can estimate the three-dimensional (3D) velocity vector and
provide 3D vector flow images. The 3D Transverse Oscillation (TO) method
estimates the two transverse velocity components based on two double-
oscillating fields and spatial quadrature sampling. With the 3D TO method,
the velocity estimation is decoupled into the three velocity components
obtained simultaneously. The feasibility of the method is demonstrated in
a simulation study. Further results are presented including an approach
to optimize the method and results from a parameter study. It is also
illustrated that the method is implementable on modern scanners. The
physical requirements are limited to a 2D matrix array transducer, and the
number of calculations needed are within the capability of modern scanners
making a real-time implementation possible.

The presented method is based on the same principle as the Transverse
Oscillation (TO) method suggested by Jensen and Munk [20], which was
described in Chapter 3. The method also draws on the work presented in
the previous chapter regarding a phased array implementation of the TO
method. Furthermore, the relation between the performance of the TO
fields and the performance of the velocity estimation also presented in the
previous chapter is used to optimize the 3D TO method.

Other approaches have been suggested to estimate the 3D velocity vector.
They were described in Chapter 2. All of those methods still have to
demonstrate their clinical and commercial applicability for 3D vector flow
imaging. Hence, there is still a need for a method implementable for real-
time 3D velocity estimating including 3D vector flow imaging. Furthermore,
it is important to develop a method that is able to estimate the 3D velocity
components independently and simultaneously, as the blood velocities vary
spatially and temporally on short time scales.

Structure of the chapter

The objectives highlighted in the following section are achieved by, firstly,
introducing the 3D Transverse Oscillation method in Section 6.4. Secondly,
a proof of concept is demonstrated in Section 6.5, and an approach to
optimize the method is employed in Section 6.6. The simulation results and
the discussion of the parameter study can be found in Section 6.7, and the
conclusions are stated in Section 6.8.
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Research hypotheses

The main hypothesis underlying the scientific contribution presented in this
chapter is:

e The 3D TO method is able to simultaneously estimate the full 3D
velocity vectors.

This is investigated by means of simulations. The obtained results are
investigated by means of the following hypotheses:

1. The velocity estimation can be decoupled into v, v,, and v,.
2. The three velocity components can be obtained simultaneously.

3. The 3D TO method can be implemented in real-time on a commercial
scanner.

4. A simple plug-flow example can demonstrate the proof of concept.
5. The 3D TO method can be optimized to reduce the bias

6. A parameter study will reveal what parameters affect the method.

The 3D Transverse Oscillation method

The following describes the concept, the beamforming approach, and the
velocity estimation of 3D velocity vectors using a Transverse Oscillation
approach.

6.4.1 The concept

In the 3D case, the concept is to create two double oscillating fields per-
pendicular to each other. By employing special receive apodizations, the
synthesized fields should oscillate only in one direction. This is illustrated in
Figure 6.1, where transverse oscillations are present only in the transverse
(2-direction) when beamforming the two TO lines in transverse ZX plane,
whereas there are no oscillations in the elevation direction. The opposite
(not shown) holds for the two TO lines beamformed in the elevation ZY
plane.

Furthermore, it is assumed that the velocity estimation can be decoupled
into estimating three independent velocity components: The axial, v/,
the transverse, v,s, and the elevation, v,/, velocity component. The three



86 6. A TO method for 3D vector velocity estimation

4“ =

- -2.5 — -2.5
Tranverse d1rect10n [mm] Tranverse d1rect1on [mm]

4=

Tlme ,us]
Tlme ,us]

C

Tlme ,us]
Tlme ,us]

- 25 - -2.5
Elevation d1rect10n mm] Elevation d1rect10n [rnm

Figure 6.1 Transverse oscillating PEFs simulated at a depth of 30 mm across
10 mm in either the transverse direction (A and B) or the elevation direction
(C and D). A and C are for the left beam in the transverse (ZX) plane and B
and D are for right beam in the transverse (ZX) plane. Transverse oscillations
are present only in the transverse direction, and the oscillations for the left and
right beams in the transverse direction are shifted by 1/4 of a spatial transverse
wavelength. In the elevation direction, there are no oscillations for the left and
the right beams in the ZX plane. This example illustrates that the transverse
fields in the ZX plane oscillate only in the transverse direction and not in the
elevation direction. There is a 90° spatial phase shift between the TO fields in
the transverse directions, and none in the elevation direction. The opposite is the
case for the two TO beams in the ZY plane, where the TO fields oscillate only in

the elevation direction and not in the transverse direction (not shown).
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Figure 6.2 Beamforming approach for 3D velocity estimation using a 2D matrix
phased array transducer. The estimation of the 3D velocity vector is decoupled
into three components orthogonal to each other. The coordinate system of the
transducer is (z,y,z), and the sampling coordinate system along the direction
of the steered beam is (z',y/,2"). The dashed lines indicate two different steered
beam lines: One coinciding with the z-axis and the other is steered in the ZX
plane with an angle 6,,. Spheres indicate beamformed samples at a given depth:
A center line is beamformed for conventional axial velocity v,/ estimation, and two
pairwise TO lines are beamformed for estimation of the transverse and elevation
velocities v,s and v,y. They are pairwise steered at specific fixed angles, 670,
and fro,,, such that the spacing is a quarter spatial wavelength at every sample
depth. For illustration purposes, 670., and 0., have been exaggerated. For
a 64x64 transducer, they are 0.6° with respect to the z-axis. The gray shaded
areas illustrate the Z’X’- and Z'Y’ planes here coinciding with the ZX-, and the
ZY planes.



88 6. A TO method for 3D vector velocity estimation

estimated velocity components can be obtained, so that they are orthogonal
in a primed coordinate system (z’,3/,2"), which depends on the direction of
the steered beam. If the steered beam z’-axis coincides with the z-axis, v,
vy, and v, are equal to v, vy, and v, respectively. This is illustrated in
Figure 6.2 where the sampled signals for the estimation of v,, v, and v, are
orthogonal, and where the axial velocity, v,, is along the beam axis.

The estimation of the transverse velocity, v,, was described in the
previous chapter along with the transverse wavelength, yet, the latter is
stated again below for the sake of completeness. With the 3D TO method,
the velocity component in the elevation direction, v,, is obtained by creating
an oscillation in the elevation direction perpendicular to the ultrasound
beam. The transverse and elevation wavelengths are given by

2
A =2\, ——— 1
(2) “d, cos O, (6.1a)
z
A =2\, ——, 6.1b
() =20 (6.1b)

where z is the axial depth, d, and d,, are the distances between the apodiza-
tion peaks in the z- and the y-direction of the transducer, and the cosf.,-
and cos 6,,-terms account for the steering angles in the transverse and the
elevation plane, respectively. This can be obtained using a 2D phased array.
Essentially, the process of estimating v, is the same as for v,, except for
a rotation of the steered beams and the receiving aperture of 90° in the
transducers XY plane.

6.4.2 Beamforming in 3D

The beamforming approach is illustrated in Figure 6.2. For each sample
depth, five samples are beamformed. One along the center axis for conven-
tional axial estimation 7., and two pairs of the left and right TO samples
for spatial IQQ in both transverse, ricf;, and gy, and elevation, 7eg, and
Tright,, » direction. These signals can be combined to

T'sq, (1) = Tier,, (7) + JTright, (7)
quy (Z) - Tlefty (Z) + jrrighty (Z)a

where ¢ is the pulse number of N; emissions. Taking the temporal Hilbert
transform or sampling temporal IQ) data directly, one obtains

Tsqh, (1) = H{rsq, (1)}
Tsah, (1) = H{rsq, (1)}



6.4. The 3D Transverse Oscillation method 89

To create one flow line with the 3D velocity vectors along it, five lines are
beamformed per emission as illustrated in Figure 6.2. A center line along
the beam axis is beamformed for use in estimating the axial velocity, v./,
and two TO lines are beamformed in the Z’ X’ plane for estimation of the
transverse velocity, v,,. These are the same as for the 2D case using a 1D
transducer. In the 3D case, two additional TO lines are beamformed. They
are steered in the Z'Y’ plane for the estimation of the elevation velocity
vy. The velocity vector estimation is, thus, decoupled into these three
components, as illustrated in Figures 6.1 and 6.2.

In transmit, the emitted ultrasound pulse may be focused, a plane wave,
or unfocused, but it is crucial that the beam is broad enough to cover all lines
and the two transverse oscillating fields. On the receive side, the five lines
are beamformed dynamically in parallel. The center line is in the direction
of the transmitted beam axis. The pairwise TO beams are beamformed, so
that they are spaced a quarter of the respective lateral spatial wavelength
apart. Thereby, spatial IQ pairs can be obtained in both the transverse and
the elevation directions. In the transverse (azimuth) plane, this distance is
determined by (6.1a), and in the elevation plane by (6.1b).

The width of the 2D transducer limits the use of an expanding aperture
to keep A, and A, constant. This was addressed in the previous chapter in
the 2D case by beamforming the TO lines radially, so that at each depth,
the distance between the pair of TO lines is equal to a quarter spatial
wavelength at each depth. The same approach is employed in the 3D case.
The angle, 70, between the two TO lines in the transverse direction was
stated in the previous chapter. For the 3D case, the two pairs of TO lines
have the following TO angles

/8 A
0 — 2arct = 2arctan ———M 6.2
TO.o arctan % arctan 4d, cos 0., (6.22)
Ay /8 A
QTOZJc = 2arctan Zi = 2arctan W (62b)

Thus, instead of beamforming the TO lines with a fixed lateral distance over
depth, they diverge with a fixed angle.

The receive apodization for the TO lines will typically be two peaks
with a given width, and a given spacing, d, or d,. The two pairs of TO
lines are beamformed orthogonal to each other, and therefore, the required
apodization functions are merely the same except for a rotation of 90°.

All five lines are beamformed in parallel in receive based on the same
transmission, so only five beamformers in receive are required. However,
the method may be expanded to beamform several flow lines in parallel.
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As the lines are beamformed in parallel, the three velocity components are
estimated simultaneously.

6.4.3 Velocity estimation

The estimation of the transverse and elevation velocity components, v,
and vy, follows the one presented by Jensen [107] which was described in
Section 3.6. The velocity estimation is the same for v, and v/, each based
on one pair of the four TO lines. Based on the spatial quadrature, 74(i),
and temporal quadrature, 74, (7), signals in the ZX plane obtained at a
specific depth, two new signals, r1(7) and 75(7), can be generated. Similarly,
two new signals in the ZY plane r3(i) and r4(i) are generated. The four
new signals are given by

r1(2) = Tsqu(4) + Jrsan, (i) = exp(12miTo(for + fp))
72(6) = Tsqu (1) = JTsany (1) = exp(j2miToe(for — fp))
r3(i) = Tsqy (i) + J7san, (1) = exp(i2miToe(fy + fp))
r4(1) = Tsqy (4) — Jrsany (1) = exp(i2miTou(fy — fp)),

where f,/ is due to the spatial elevation modulation. The transverse, v,/,
and the elevation velocity, v,/, are then calculated by

)\x
O ook Ty
o (%{Rmm}%{w)} 5 %‘{R2<k)}3?{R1(k>}> .
R (6 )R (k) ) — SR ()} Ral) ‘
)\y
ook T
S{RRIR(RAR)) + SRR Ra(R))
arctan (%{Rgas)m{m(k)} - %{&(k»%{%)}) - (63)

where R;(k) is the complex lag k autocorrelation value of r(k) for [ =
1,...,4. The complex autocorrelation is estimated over N; emissions. RF
averaging is performed by averaging the autocorrelation estimate over the
length of the excitation pulse [35, 107]. Both A, and A, can be calculated
theoretically using (6.1a) and (6.1b) based on the given sampling depth, z.
Bias compensation may be performed by substituting A, and A, with for
instance the mean lateral wavelengths, A, and S\y, which can be estimated
based on simulations or measurements as described in the previous chapter.

As an alternative to the method described above, a heterodyning demod-
ulation approach as suggested by Anderson [147] can be applied. In that
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case, the following signals are formed

r12(7) = r1(7) X ro(i) = exp(J2miT o2 fr)
T2+ (1) = 11(2) X 15(7) = exp(j2miT,2fp)
r34(2) = 13(7) X r4(2) = exp(j2miTpe2 fyy)
r3q (1) = 13(2) X 15 (7) = exp(j2miTL2f,).

In stead of calculating the phase change in the complex signals over time
directly [147], an autocorrelation approach [30] with RF averaging [35] is
applied to estimate the phase change. The estimation of the transverse and
elevation velocity components then become

_ @ S{R12(k) }

Uy’ het = m arctan <§R{R12<k)}> (64&)
_ z S{Ru(k)}

Uy’ het = m arctan (?R{R34<k‘)}> (64b)

where Rjs(k) and Rsy(k) are the complex lag k autocorrelation values
of m2(k) and r34(k), respectively. Because this approach multiplies the
generated signals r1(k) and ro(k) directly prior to the autocorrelation, it is
suspected that this approach will be more susceptible to noise compared to
the TO approach, which estimates the autocorrelations first, prior to the
pairwise multiplication of the autocorrelation values.

The axial velocity component is calculated using an autocorrelation
estimator [30] with RF averaging [35] as

Az
Uy = ————— arctan

%{Rc(k)}>
27T2]€Tprf ’

R{R(k)}

where R.(k) is the autocorrelation of the center line at lag k.

Because the velocity estimations are based on autocorrelation approaches,
the aliasing limits of the axial, transverse, and elevation velocity components
are

Y

Ve max = ZkTprf
1A

U = IR
12,

Vot = — .
y’,max
4 kT
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6.4.4 Number of operations
The number of operations needed (both additions and multiplications) for
the 3D velocity estimation is calculated in the following. The calculation
assumes that the temporal quadrature data have already been obtained
either by IQ sampling or by means of the Hilbert transform.

Per set of four samples used for estimating v,» and v,/, the following
number of operations are required

Nero =2+ (2-(10—1—1—1—2)%—;),

where the first 2 is for v, and v,, the second 2 is for two autocorrelation
functions per velocity component, 10 is the number of operations to calculate
one autocorrelation value in R;(1), the +1 for summing the autocorrelation
values, and the 42 is for the adding the latest value and subtracting the
oldest in the RF averaging. For every N; emissions, the final velocity
calculation as described in (6.3a) is performed. This requires additional five
multiplications, two additions and one arctan look-up.

The required floating point operations per second (flops) can be calculated
as

fﬂops,TO = Nc,TO : fs * Do,

where p, is fraction of time used for velocity estimation. Assuming N; is
16, the sampling frequency is 15 MHz, and 80 % of the time is used for flow
estimation, the required flops for estimating v, and v, are

fops,0 & 53 - 15 MHz - 0.8 = 0.64 Gflops.

The amount of floating point operations per seconds is within the capabilities
of standard CPUs, whose capabilities are at least 1 Gflops.

For comparison, the number of calculations needed by the conventional
axial velocity estimator is

1
N.conw = (6+1+2) 4+ —.
, 6+ 1+ )+Ni

Consequently, the flops for the autocorrelation estimator in the given exam-

ples are
Jtiops.cony & 9+ 15MHz - 0.8 = 0.11 Gflops.

As it can be observed, the number of calculations required for the two
transverse velocities is approximately a factor of 6 larger than for the
conventional estimator. For a realistic example, the combined flops required
for estimating v,, vy, and v, are 0.75 Gflops. This is less than 1 Gflops,
which is a lower limit of the capabilities of standard CPUs today. Based on
the above, it is concluded that the 3D TO method is suitable for a real-time
implementation on a modern scanner.
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Proof of concept study

This section presents results from the initial proof of concept simulations.
First the simulation setup is presented, followed by the results and the
discussion.

6.5.1 Simulation setup

The simulations were performed using Field II. The simulation setup is
outlined in Table 6.1. To obtain temporal IQ data, the Hilbert transform
was used to create the analytical signal. The velocities were estimated based
on 32 emissions, and for each flow angle the simulations were repeated 10
times. No bias compensation was performed in the velocity estimations.

A 64x64 elements 2D phased array is emulated, however, only 1024 active
channels are used. A second transducer is emulated with 32x32 elements,
but otherwise with the same characteristics.

In transmit, only the center 32x32 elements of the 64x64 transducer is
used, i.e. 1024 active channels. The focal point is set to 25 mm, whereas
the point of interest is at 15 mm. For the 32x32 transducer, the transmit
apodization is identical to the center 32x32 elements of the 64x64 transducer,
whereas the focus point is moved to 100 mm to increase the beam width
at 15 mm. The transmit apodizations are illustrated in Figure 6.3A and
C. For receive, also only 1024 active channels are used. To increase the
spatial transverse wavelength, the apodization peaks are placed as far as
part as possible. This gives the transducer apodizations as demonstrated
in Figure 6.3B and D. The receive apodizations are for the two lines in the
Z X plane used for estimating v,. The apodizations for the ZY plane are
merely a 90° rotation as described above.

6.5.2 Results and discussion

The center of the plug flow phantom was placed at (z,y, z) = (0,0,15) mm.
Only velocities in the XY plane were simulated, hence, the results from
the estimation of the axial velocity are not shown. The estimated velocities
for flow in the z-direction (¢,, equal to 0°) and y-direction (¢,, equal
90°) for the 64x64 transducer are shown in Figure 6.5. The true velocities
are (vg,v,) = (1,0) m/s and (v,,v,) = (0,1) m/s for the two flow directions,
respectively. The figure demonstrates the agreement between the theoretical
profiles and the obtained velocity estimates, v, and v,, from the simulations
at both flow angles. At 15 mm, v, was 0.97 £0.026 m/s and v, was 0.011 +
0.061m/s for flow in the z-direction (¢,, = 0°). For flow in the y-direction
where ¢, is 90°, v, was 0.029£0.065m/s and v, was 0.98£0.038 m/s.
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Table 6.1 Simulation setup for proof of concept study.
Parameter Value
Transducer

Transducer type
Layout [elements]

2D phased array
64x64 or 32x32

Center frequency [Mhz] 3

Impulse response

3 cycle sinusoid
(Hanning windowed)

Pitch /2

Kerf A/100
System

Sampling frequency [MHz] 120

Speed of sound [m/s] 1480

No. of active channels 1024
Emitted pulse

Center frequency [MHz] 3

No. of cycles 8
Windowing of emitted pulse Tukey

Ratio of taper for window 0.75

Focal depth [mm|] 25 or 100
Flow settings

Flow phantom [mm x mm x mm)| 10x10x10
Flow type Plug flow
Flow speed [m/s] 1

Flow position (center) [mm] (x,y,2) = (0,0, 15)
Flow angle ¢,, [deg] 0 15 30 45 60 75 90
Beam-to-flow angle ¢, [deg] 90
Beam-to-flow angle ¢, [deg] 90

Post processing

Stationary echo cancelling (clutter filtering) None
Matched filter Time-reversed excitation pulse
SNR 0
Velocity estimator

Shots per estimate 32
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Figure 6.3 Apodization functions in transmit (A and C) and receive (B and C)
for the 64x64 (A and B) and 32x32 (C and D) apertures (beams in ZX plane).
Colorbar: Black—white = 0—1. Each small square represents an element. For
all four apertures, 1024 active channels are used. The transmit apodizations are
the same for each receive line, whereas the depicted receive apertures are for the

estimation of v,. The apodization functions are Tukey windows with a ratio of
taper of 0.5.



96 6. A TO method for 3D vector velocity estimation

Figure 6.4 Illustration of the simulation setup for the 2D transducer. The dotted
line is the scan line (here coinciding with the z-axis). The light gray shaded plane
is orthogonal to the scan line. The cube represents the flow phantom and the
black arrow the velocity vector v. In the simulations, the cube is rotated around

the z-axis at different angles, ¢,, = 0., within the darker shaded quadrant.

Table 6.2 Overall performance of the estimator at the center of the vessel for

the proof of concept study.

Metric 64x64 32x32

Mean |v| [m/s] 0.97+ 0.047 0.94+ 0.11
Mean By [deg]  -0.73+£3.3  -0.48%7.7

The flow angle in the XY plane, ¢,,, was varied from 0° to 90° in steps
of 15°. The velocity components v, and v, at depth 15 mm were estimated
for each angle, and the mean and the standard deviation of the transverse
velocity components were calculated. The results for the seven different
angles are shown in Figure 6.6 for the 64x64 and the 32x32 transducer,
respectively.

The average performance for all 70 estimates at 15 mm depth is shown
in Table 6.2 for the two transducers. Listed are the mean speed, |v|, and
the standard deviation of all speeds as well as the mean estimated angle
bias, B 3 between the true angles and the estimated flow angles, which are
estimated by

¢y = arctan Z—y (6.5)

From the results it can be observed, that the bias and the standard
deviation is higher when using the 32x32 compared with the 64x64 transducer.
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Figure 6.5 Velocity estimates of v, and v, for flow in the XY plane orthogonal
to the ultrasound beam. The results are for the 64x64 transducer. Dot-dashed
lines indicate true velocity, solid lines the mean of 10 profiles, and dashed lines
one standard deviation. In A and B ¢, is 0°, and ¢, is 90° for C and D.

This is expected, because d is smaller for the 32x32 transducer compared with
the 64x64 transducer, and hence, the transverse wavelength is larger for the
32x32 transducer than for the 64x64 transducer. Consequently, the velocity
range is larger for the 32x32 transducer compared with the 64x64 transducer.
And as the velocity and the pulse repetition frequency, fpif = 1/Tps, are
the same in the two cases, the velocity estimates for the 32x32 transducer
will have higher standard deviations compared with the 64x64 transducer.
In addition, the separation between the peaks is smaller for the 32x32
transducer compared with the 64x64 transducer, which results in a poorer
defined TO field which affects both bias and standard deviation. This also
indicates that the TO field should be optimized for a given setup.

The 2D temporal and spatial Fourier domain is calculated based on the
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Figure 6.6 Velocity estimates for flow in the XY plane orthogonal to the
ultrasound beam as a function of flow angle ¢.,. A is for the 64x64 transducer
and B for the 32x32 transducer. Thin solid arrows indicate the true simulated
velocities, dashed lines the estimated velocity vectors, and the ellipses (solid) the

standard deviations for v, and v,, respectively.

complex combined TO field obtained when the left beam is the real part,
and the right is the imaginary part. The theoretical lateral spatial frequency
is 0.85 mm™!, whereas the mean frequency is 0.80 mm~'. This gives a
bias of -6 % between the theoretical and the mean of the simulated spatial
frequencies. For the 32x32 transducer, the values are 3.4 and 4.2 mm™! for
the mean and theoretical spatial frequencies, respectively. The bias is -20%.
This demonstrates, that to reduce the bias, it is necessary to optimize the
TO fields and the velocity estimation.

The results shown in Figures 6.5 and 6.6 demonstrate that the 3D TO
method can estimate v, and v,, and that the estimation is decoupled. The
relative bias is -3 % and -6 %, respectively, and the relative standard deviation
is 5% and 11 % for the 64x64 and the 32x32 transducer, respectively. The
estimated angle is practically unbiased, and the relative standard deviation
of the angle is 1% and 2 %, respectively. However, the bias of the velocity
estimates should be reduced. Nonetheless, the results serve as proof of
concept.

Optimizing the method

A part of optimizing the TO method is to ensure a good agreement between
the transverse wavelength, A\, used when beamforming the TO lines and the
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resulting ), in the combined TO field. This section presents and discusses
results that illustrate how the bias arising from the mismatch between A,
and A, can be eliminated.

6.6.1 Investigation of the TO spectrum

Based on the 32x32 transducer and the default parameters given in the
Section 6.7.1, the PEFs are simulated with a range of A\,. Based on the
combined TO spectrum, the resulting \, and the corresponding bias between
the theoretical and the estimated mean wavelength is calculated using (5.4)
and (5.11), respectively. Furthermore, the coefficient of variation, c,, is
calculated based on (5.10), and the energy ratio, FE,, is computed using
(5.12).

The effect of varying A, in the beamforming stage on )\, is displayed in
Figure 6.7A. The transverse wavelength is used when calculating 67¢_ with
(5.2). The theoretically calculated A, is 3.38 mm for the given parameters.
The optimal point where the input A, equals the output \, occurs at a
transverse wavelength of 3.71 mm. It can also be noted that the shape of
the mean transverse wavelength as a function of the transverse wavelength
in the beamforming is a flat parabola. The minimum value of A, based on
the TO spectrum is 3.69 mm. This value is obtained when a value of A\, of
3.38 mm is used in the beamforming stage.

Figure 6.7B shows B,, corresponding to the wavelengths shown in
Figure 6.7A. Consequently, the optimal point where the bias is 0 is at
A:=3.71mm. B, is -8.35% at the theoretical value of \,.

The energy ratio of the energy in the left versus the right of the TO
spectrum is shown in part Figure 6.7C. The lower the value the better. At
the theoretical \,, E, is -16.1 dB, and at the optimal point F, is -16.4dB
for A\, equal to 3.56 mm.

In Figure 6.7D ¢, is shown. The optimal point is at 3.47 mm with a
value of 52.4%. For the theoretical value of A\, ¢, is 52.7 %.

The above results demonstrate that the optimal value for A, in the
beamforming in terms of bias is 3.71 mm, whereas when considering c,
and F, the value is a little lower. The results also demonstrate, that there
is little difference when operating around the optimal point. So it is not
crucial that ), in the beamforming stage is exactly the same as \,. However,
the estimated A, should be used in the velocity estimation instead of the
theoretical A, to reduce the bias. In this case this value is approximately
3.7mm. The flat parabolic shape of A, in Figure 6.7A indicates that it is not
crucial to optimize the A,-A,-relation in this case, but it suffices to estimate
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Figure 6.7 Illustration of the effect of varying the transverse wavelength in the
beamforming stage on the TO spectrum. Solid lines indicate the input/output
relation, dashed lines the values for the theoretical wavelength, circles the optimal
point, and the dot-dashed line indicates the output=input curve. A Shows the
mean estimated transverse wavelength as a function of input A, in the beamforming
of the TO lines, B depicts the corresponding bias between the theoretical and the
mean wavelength, C displays E, as a function of A;, and D shows ¢, a function
of A\z.
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Figure 6.8 Performance metrics of the velocity estimates as a function of \,:
The relative mean standard deviations &,, () and &,, (A), and the relative
mean biases B, (e) and va (V). A The relative mean and standard deviation of
the velocity estimates, when the transverse wavelength used in the beamforming
(z-axis) is used in the velocity estimation as well. B The mean TO wavelengths
are used in the velocity estimation. They are calculated based on the TO fields,
which are simulated for the different wavelengths (z-axis) used in the beamforming

stage.

X\, based on TO spectrum obtained when using the theoretical A, in the
beamforming.

6.6.2 Bias compensation of velocity estimates

The predictions based on the performance metrics are tested in a simulation
of velocities using the standard parameters previously described, where
the velocity is in the x-direction. In these simulations the transverse and
elevation wavelengths, A\, and \,, used in the beamforming are varied from
3.0mm to 4.0 mm in steps of 0.1 mm. Afterwards, the velocity estimation
is performed in two different ways. To quantify the effect of varying the
velocity estimation, the relative mean bias, sz, and the relative mean
standard deviation, G, , are calculated for each set of 100 velocity profiles.
No echo cancelling is used in this case.

Figure 6.8A shows the relative mean biases and standard deviations when
the transverse and elevation wavelengths used in the velocity estimation
are the same as the ones used for beamforming. In Figure 6.8B the mean
transverse and elevation wavelengths calculated based on the TO spectrum
are used in the velocity estimation. In both cases, the relative mean standard
deviations, 7, and 7,,, are practically unaffected by varying the wavelengths,
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and they are approximately 5-7 % and 4-6 %, respectively. In addition, the
relative mean bias Evy is practically constant at approximately 0% for the
range of the elevation wavelengths, \,. Considering the relative mean bias
B,,, it increases from -16 % to 6% and is 0.001 % at 3.7 mm in Figure 6.8A.
In Figure 6.8B the metric is more or less constant at values of approximately

0 %.

These results illustrate that the bias is not an offset, but rather reflects
a wrong scaling factor of the velocity estimates, and that this wrong scaling
factor is determined by the mismatch between the theoretically derived

spatial wavelengths and the actual mean spatial wavelengths in the TO
fields.

If mean stationary echo cancelling is applied prior to the velocity esti-
mation, the trends of the results are the same as for the results presented
in Figure 6.8, and therefore, the results are not shown. The differences are
stated here. The relative mean standard deviation &,, is unaffected and
the relative mean standard deviation 7,, is 1-2 percentage points larger. In
terms of the relative mean biases, va is unaffected, whereas sz is offset
with approximately 2 percentage points in all cases. However, it should be
noted that simulation results presented in the previous chapter indicated
that this offset was present only at beam-to-flow angles close to 90°. A
main contribution to the increase in B,, comes from the clutter filter that
gives rise to edge effects, where the velocity is overestimated at the vessel
boundaries.

In conclusion, it is beneficial to optimize the TO field based on one of the
optimization criteria. Additionally, bias compensation should be addressed.
In this case, neither E, nor ¢, were far from their optimal points when
using the theoretical wavelength. This illustrates that the method is robust
in terms of TO wavelengths. The velocity estimations were improved by
compensating for the bias. This was achieved by substituting the theoretical
TO wavelengths, A\, and ), with the mean TO wavelength, A\, and S\y, in
(6.3a) and (6.3b), respectively.

Parameter study

This section presents the simulation setup and the results from the parameter
study and discusses them.



6.7. Parameter study 103

Table 6.3 Simulation setup for parameter study.

Parameter Value
Transducer

Transducer type 2D phased array
Layout [elements] 32x32
Center frequency [Mhz] 3.5

2 cycle sinusoid

Tmpulse response (Hanning windowed)

Pitch [mm] 0.3
Kerf /100
System

Sampling frequency [MHz| 100
Speed of sound [m/s] 1480
No. of active channels 1024
Emitted pulse

Center frequency [MHz] 3
No. of cycles 8
Windowing of emitted pulse Hanning
Focal depth [mm)] _
Emitted beam Plane wave

Post processing

Stationary echo cancelling (clutter filtering) Mean subtraction
Matched filter Time-reversed excitation pulse
SNR 00

Velocity estimator

Shots per estimate 32

6.7.1 Simulation setup

The simulation and post processing environments consist of a number of
parameters. Some of these parameters are different than the ones used in
the proof of concept study. The parameters are listed in Table 6.3. The
variables in the parameter study are mentioned, and their respective values
are listed in Table 6.4. Bold face values correspond to the reference setup.
For each parameter value, 100 realizations, IV,,, were performed with random
scatterer initialization in terms of position and amplitude.

As default, the transmit beam was steered in the direction of the z-axis,
but the steering angles, 6., and 0,,, were varied in the parameter study.
All 1024 channels were used for transmitting the pulse. The default was
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Table 6.4 Variables in the parameter study.

Parameter Values
Steering angle 7 x [deg] 0,5,...,45
Steering angle 6., [deg] 0,5,...,45
Transmit apodization (in 2D) Hanning, Tukey, Rect
TO peak apod. (osc. direction) Hanning, Tukey, Rect

TO peak apod. (non-osc. direction) Hanning, Tukey, Rect

No. of elements in TO peak spacing 8,12,16,20,24
No. of elements in TO peak width 2,4,8,12,16
Flow direction ¢, [deg] 0,15,...,90
Flow direction ¢, [deg] 0,15,...,90
Flow direction ¢, [deg] 0,15,...,90
No. of emissions per estimate 8,16,32,64
SNR [dB] -6,-3,...,12,00

(default is co)

an apodization of 1 for all elements (rectangular). The receive aperture
for the conventional axial velocity estimation was apodized with a circular
symmetrical Hamming window. The receive apodization for both pairs of
TO lines were two peaks with widths of w and spaced a given distance d
apart. The apodization of the TO peaks was varied in both dimensions,
i.e. in the direction with oscillations (osc.) and in the direction without
oscillations (non-osc.). The difference between the pair of TO lines in the
direction and the y direction was merely a 90° rotation.

As part of the parameter study, the number of emissions per estimate,
and the SNR was varied. As default, an ensemble length of 32 emissions was
used, and no noise was added to the simulated RF signals. When testing
the effect of varying the SNR, zero mean white Gaussian noise was added
to the beamformed RF data prior to the match filtration. The amplitude of
the noise was varied to obtain different SNR values. The matched filtration
improved the SNR by 18 dB. The SNR values after the matched filtration
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Figure 6.9 Illustration of the flow phantom emulated in the parameter study

with the default parameter settings.

are listed in Table 6.4. The default value used in the simulations unless
otherwise stated is 0o, i.e. no noise was added.

A 20mm x 20 mm x 20 mm cube with a cylinder with a length [ of 20
mm and a radius 7 of 6 mm centered inside the block—mimicking e.g. the
carotid artery. The scatterers inside the cylinder were moving with a
circular symmetric parabolic velocity profile as illustrated in Figure 6.9, and
the scatterers outside the cylinder were stationary. The simulations were
performed with a fixed peak speed |tjy| of 1 m/s, whereas the direction of
the flow 7y /|tlh| was varied by rotating the block of scatterers. The artificial
vessel was located at (x,y, z) = (0,0,30) mm. The steering direction and the
radial depth were varied. Depending on this, the block of scatterers was
rotated and translated accordingly to obtain velocity vectors orthogonal to
the ultrasound beam. The plug flow phantom was used for a simple proof
of concept, whereas the parabolic flow phantom was used in the parameter
study.

6.7.2 Results and discussion

Firstly, examples of estimated 3D velocities at the reference point are
presented. Secondly, the mean and standard devations of 3D velocity vectors
obtained by varying the flow angle are visualized. Subsequently, the results
of varying the parameters are investigated in terms of the relative mean bias
and the relative mean standard deviation of the velocity profiles.

3D velocities at reference point

With the reference parameter values, 3200 emissions were simulated where
the motion followed a circular symmetric parabolic profile. The flow direction
was in the x direction with a peak velocity of 1 m/s. The steering angles
were both 0°.
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Figure 6.10 Velocity estimates of v, vy, and v, where ¢, is 0°. Thin dot-dashed
lines indicate the true velocity, thin solid lines individual estimates, thick solid
lines the mean of the 100 profiles, and dashed lines one standard deviation. A,
C, and E show 100 estimated velocity profiles. B, D, and F show the mean and
standard deviations of the profiles. Note, that the velocity range for v, has been

reduced with a factor of 10 compared with v, and v,.
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Table 6.5 Overall performance of the estimator at the center of the vessel for

the parameter study.

Metric / Plane zZX zY XY

Mean |v| [m/s] 1.01 +0.093 1.00 & 0.098 1.03 % 0.083

Mean B; [deg] 0.92£8.9 1.4+£9.2 -0.14£4.2

One hundred estimates of the velocity components were estimated based
on 32 emissions per estimate. Clutter filtering was applied. The results for
Uz, Uy, and v, are displayed in Figure 6.10. The left panels show the 100
estimated velocity profiles, and the right panels the mean and standard de-
viation. Both the transverse and elevation velocities were bias compensated
as discussed in Section 6.6, e.g. A\, equal to 3.4mm was substituted with X,
equal to 3.7mm in (6.3a).

At the center of the vessel at 30 mm, the average velocity was

¥y 1.00 0.059
v=1| 9, | =] —0.0091 |=| 0083 |m/s,
v 0.00059 0.0053

where the true velocity was (vg, vy, v,) = (1,0,0) m/s. At this position and
normalized with the speed, the relative biases were smaller than 1%, and
the relative standard deviations were 6 %, 8 %, and 0.5 %, respectively.

Visualization of estimated flow directions
The flow directions contained in either the ZX, the ZY', or the XY plane
were investigated. The flow angle in the individual planes were varied from
0° to 90° in steps of 15°. As in the above case, the mean velocity vector at
the center of the vessel was calculated for each variation, and the results are
presented in 3D in Figure 6.11. For clarity, the pair-wise velocity components
in the ZX, the ZY, and the XY plane are presented in Figure 6.12. The
overall performance of the mean speed, |v|, and the mean estimated angle
bias, Bj, at the center of the vessel for all angles in the three respective
planes are summarized in Table 6.5.

The results show that in the XY plane the velocity in either the x
direction or the y direction is determined without bias, whereas at angles
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Figure 6.11 The average of the estimated 3D velocity vectors at the center of
the vessel for different flow angles in the ZX, ZY, and XY plane. Black arrows
indicate the true flow direction. Ellipsoids represent estimated velocities. The
center of the ellipsoids is the mean of the 100 estimates, and the three radii of
the ellipsoids are one standard deviation for v,, vy, and v., respectively. Note,
that the pulse repetition frequency, fp.r, had to be increased with an increasing
axial velocity component (see color coding of the colorbar). This resulted in
higher standard deviations on the transverse and elevation velocity estimates.
The ellipsoids appear to be discs because the standard deviation of the axial
velocities are about an order of magnitude smaller compared to the transverse

and elevation velocities. The results are shown in 2D in Figure 6.12.
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around 45°, there is a positive bias of 6 %. Overall, for all seven angles, the
relative bias of the speed at the center of the vessel is 3 %. The corresponding
relative standard deviation is 8 %. For comparison, the relative bias of the
average speed is 1% and 0% for the ZX and the ZY plane. The mean
angle bias is -0.14°4+4.2° in the XY plane, and in the ZX and the ZY plane
the bias is less than 1.4° with standard deviations less than 10°.

It should be noted, that with an increasing axial velocity component, it
is necessary to increase the pulse repetition frequency, fy.+, to avoid aliasing.
It is increased, so that the axial velocity component is maintained at 80 % of
the aliasing limit. As a consequence, the aliasing limit for the transverse and
elevation velocity components increases, and the poorer use of the velocity
range results in the increased standard deviations observed for v, and v,.
However, this drawback is to some degree alleviated by the fact that most
vessels run more or less parallel to the skin surface, and hence, the transducer
surface. Additionally, it can be observed that the standard deviations for
the conventionally estimated axial velocity are about an order of magnitude
smaller than for the transverse and elevation velocity components.

Based on the results shown in Figure 6.11, Figure 6.12, and Table 6.5, it
can be concluded that the speed and the angle of the peak velocity in the
XY plane on average are determined practically without bias, and that 95 %
of the estimates are within 8.4°, which is 2.3 % of 360°. For the ZX and
the ZY plane the performance is comparable, but slightly inferior because
of the increasing mismatch between the magnitude of the transverse and
elevation velocity components and the corresponding aliasing limits.

Varying the parameters

The previous paragraphs demonstrated the ability of the 3D TO method to
estimate 3D velocity vectors. The following presents the results of varying
the previously outlined parameters. In the parameter study, the relative
mean bias and relative mean standard deviations are computed according
to (5.7) and (5.8) for each set of mean velocity profiles for the various
parameter settings. This allows for a more straight-forward comparison of
the performance over the different parameters and their values. To reduce
the effect of the vessel boundaries, the performance metrics are calculated
over the entire vessel except for the outermost 1 mm at either end. As
default, the flow in is the x direction, unless the flow angle is changed.

To recapitulate the results from Section 6.7.2 in the framework of the
parameter study, the relative mean bias and standard deviations for v, and
v, are shown in Figures 6.13A-6.13C for the velocities with flow angles
G2z, Ozy, and ¢y, respectively. From Figures 6.13A and 6.13B it is obvious
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that the relative mean biases, Bvx and va, are more or less unaffected,
whereas the relative standard deviations, &,, and 7,,, increase as the flow
angle decreases and the axial velocity components increases. As previously
mentioned, this is due to the increase in the pulse repetition frequency. The
shape of the curves is similar to the increase in f,,¢ (see values in Figure 6.11).
The relative increase in the relative mean standard deviations is largest
at large flow angles, which reflects that the largest relative increase in fp.¢
occurs when going from a flow angle of 90° to 80°.

The results in Figure 6.13C show that the relative mean standard devi-
ation for v, increases from about 6 % to about 8 % as the flow angle, ¢,,,
is increased from 0° to 90°. As the angle increases, the transverse velocity
component decreases from 1m/s to 0m/s. The opposite is the case for
the elevation velocity component. The results show that the relative mean
standard deviation increases as the magnitude of the velocity component
decreases. The relative mean biases for v, and v, have a parabolic shape.
The values are between 0% and 2% at 0° and 90°, and 4% at 45°. This was
also apparent from Figure 6.12C.

The number of emissions per velocity estimate affects the performance.
The results are shown in Figure 6.13D. As the number of emissions increases,
the relative mean standard deviation decreases, e.g. when the ensemble
length is increased from 16 to 64, 7,, and &,, decrease from 7.4% and
13% to 4.5 % and 6.2 %, respectively. The decrease in standard deviation
is expected, because the standard deviation should decrease with a factor
of 1/4/N;, if the N; signals are uncorrelated. The relative mean bias for
v, decreases from 10% to 1.5 %, whereas the relative mean bias for v, is
unaffected.

The effect of varying the SNR is demonstrated in Figure 6.13E and 6.13F.
Figure 6.13E shows the result of using the TO estimator — Eqs. (6.3a) and
(6.3b) — compared with the heterodyning approach — Egs. (6.4a) and
(6.4b) — in Figure 6.13F. For the TO approach with a SNR of oo and 0dB,
the relative mean biases for v, and v, are increased from 5% to 12 % and
from 8% to 14 %, respectively. For the heterodyning approach [147], the
relative mean standard deviations increase from 7 % to 31 % for v, and from
10 % to 34 % for v, when the SNR is changed from oo to 0 dB. The difference
is more than a factor of 2. In addition, the heterodyning approach breaks
down with a SNR between 0dB and -3 dB, whereas the TO approach first
breaks down with a SNR between -6 dB and -3dB. The results confirm the
suspicion raised in Section 6.4.3 that the heterodyning approach is more
susceptible to noise compared with the TO approach. This observation is in
agreement with the results reported by Udesen and Jensen [108].

Figure 6.13G show the result of changing the steering angle 6,,. The
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results for 6., are similar and are therefore not shown. As the results indicate,
the relative standard deviation is almost unaffected with values between
5% and 7 %. The relative mean biases vary from -2 % to 2%. These values
are obtained by using the theoretically calculated transverse and elevation
wavelengths based on (6.1a) and (6.1b) in the beamforming. The values for
Az and A, increase as a function of steering angle because of the cos 0-term.
However, the most accurate velocity estimates (with the smallest bias) were
obtained using A, and S\y calculated at steering angles of 0° in the velocity
estimation. That observation and the low values for especially the relative
mean standard deviations were surprising. It was expected that steering
the beam would degrade the performance of the velocity estimator. An
explanation may reside in the ideal conditions of the Field II simulation
environment, and the fact that no noise is added. Hence the drop in SNR
due to the angular sensitivity has not been captured. To test this hypothesis,
the velocity estimation was repeated with white Gaussian noise added, so
that the SNR was changed to 0 dB at a steering angle of 0°. The noise
amplitude is kept constant for all steering angles. The result can be observed
in Figure 6.13H. When the steering angle increases, the received energy is
lower, and hence the SNR decreases if the noise is constant. The decrease in
SNR degrades the performance and the relative mean standard deviations
increase. The relative mean bias is affected only at large steering angles.
The results confirm the hypothesis, that the performance degrades when
steering the beam.

The result of changing the spacing of the TO peaks is illustrated in
Figure 6.131. As the spacing increases, the relative mean standard deviations
decrease. The relative mean bias for v, is 0% for almost all settings, but
decreases for v,. Figure 6.13J shows the effect of changing the TO peak
width. Increasing the TO peak width slightly increases the relative mean
standard deviations. The relative mean bias for v, has a flat parabolic shape.
For v, the relative mean bias is unaffected.

Figure 6.13K presents the results of combining various apodization shapes.
Three different apodization shapes are used: A Hanning window, a Tukey
window with a ratio of taper of 0.5, and a rectangular window. These
windows are applied to the transmitting aperture, the receive aperture with
the TO peaks in the transverse oscillating direction, and with apodizations
across the TO peaks in the non-oscillating direction. All 27 combinations
are investigated. The first data point in Figure 6.13K is denoted HHH. It is
an abbreviation for applying Hanning, Hanning, and Hanning windowing
in transmit, receive (oscillation direction), and receive (non-oscillation di-
rection), respectively. The next point is HHT denoting Hanning, Hanning,
and Tukey, and the third data point is HHR, denoting Hanning, Hanning,
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and Rect. The fourth data point is HTH, and the pattern is repeated. The
results indicate that the relative mean biases are practically unaffected as
well as the relative mean standard deviation for v,. For v,, however, the
relative mean standard deviation has a serrated appearance. The relative
standard deviation is around 7 % when the apodization in the non-oscillating
direction is a rectangular window, and it is about 5% when it is Hanning
apodized.

When deciding on which apodization to use, it is important to remember
that the SNR is proportional with the area under the apodization functions.
The consideration of SNR and the area under the apodization functions is
also important when considering the peak width. The results indicate, that
in a noisy environment, there will be a trade-off between the TO spacing,
the TO peak width, and the apodization functions where the SNR affects
the optimal setting.

Overall, the parameter study demonstrates that the TO method is
robust in terms of creating the TO fields and the appertaining transverse
and elevation wavelengths. The theoretical values of the TO wavelengths
can be used, but for bias optimization, the mean TO wavelengths based on
the TO fields should be computed. Additionally, the TO fields themselves
should be optimized by means of the performance metrics to reduce the
bias and standard deviations of the velocity estimates. Furthermore, the
TO method is less susceptible to noise compared with the heterodyning
approach.

Conclusion and perspectives

A method for estimation of 3D velocity vectors using the Transverse Oscil-
lation approach is presented in Section 6.4.3. Initial results from the plug
flow simulation presented in Section 6.5 serve as a proof of concept, and
demonstrate that the estimation of the velocity vector is decoupled into v,
vy, and v,. It is further demonstrated that it is beneficial to optimize the
TO method and to perform bias compensation by estimating the mean TO
wavelengths based on the TO fields as described in Section 6.6.

As demonstrated in Section 6.7, velocity estimates are obtained with
relative mean biases around 0% and relative mean standard deviations less
than 5% when optimized. The mean speed at the center of the vessel is
estimated with a relative bias less than 3 % and a relative standard deviation
less than 10 %. In the XY plane, the flow angle is estimated without bias,
and with 95% of the estimates within +8.4°. For the given reference setup
with a SNR of 0dB, the parameter study presented in Section 6.7.2 shows
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that the relative mean standard deviation is increased from 5% to 12%. In
the presence of noise, the performance degrades as the steering angles are
increased, and at high levels of noise, the method breaks down. Overall,
the results demonstrate that 3D TO method is able to estimate the three
velocity components under various parameter settings, and that the method
is robust in terms of the transverse and elevation wavelengths.

Perspectives

The simulation results presented are promising and warrant further investi-
gation and experimental verification. Besides requiring a 2D phased array
matrix transducer, the complexity of the 3D TO method is within the
capabilities of modern scanners. With measurements of 3D velocity vectors,
it will be possible to measure the full 3D vortices and rotational flow as
found for instance in the carotid artery.

Where simulations may be a great development tool, the real interesting
application of the 3D TO method will be in measurements of velocities
in clinical settings. First, however, the conclusion drawn in this chapter
that the suggested 3D TO method is capable of estimating the 3D velocity
vectors should be experimentally verified.
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Experimental investigation of
the 3D TO method

Summary FExperimental verification of the 3D TO method is warranted.
This is obtained by use of a custom-manufactured 2D matrix array and the
experimental ultrasound scanner SARUS. Measurements of the TO field are
performed in a scanning tank system, and the first experimentally obtained
estimates of 3D wvelocities are measured along the diameter of an artificial
vessel in a flow-rig system with steady flow. The measurements are compared
with stmulation results obtained using the same parameter settings and under
similar conditions, and the results are comparable. The experimental results
validate the results obtained through simulations and verify that the 3D
TO method estimates the full 3D velocity vectors and the correct velocity
magnitude. In a cross-section of a vessel 3D vector flow images are acquired.
As expected, only the out-of-plane component is present. Conventional and
2D methods would have failed to measure any velocity, whereas the 3D
TO method estimates all three velocity components and the correct velocity
magnitude. The results demonstrate, that the 3D TO method is suitable for
3D wvector flow imaging.

Purpose

The purpose of this chapter is to provide the background for the results
obtained from experimental measurements of 3D velocity vectors, to present
the obtained results, and to reflect on these. There are two goals. The first
is to experimentally verify the ability of the 3D TO method to estimate the
3D velocity vectors and compare the results with simulation results. The
second is to demonstrate the feasibility of employing the 3D TO method for
3D vector flow imaging. This goals are met by presenting experimentally
obtained 3D velocity profiles and preliminary 3D vector flow images in a
cross section of an artificial vessel. The work presented in this chapter is
also presented in Paper VI and Abstract A and B.

117
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Background and motivation

In the previous chapter, a method for estimating 3D velocity vectors using
the transverse oscillating approach was introduced. The feasibility of the
method was demonstrated by use of simulations.

This chapter presents the first experimental measurements of 3D vector
velocities in a steady flow-rig system using the 3D TO method to validate
the simulation results and the method described in the previous chapter.
This is attained in two steps. Firstly, measurements of the TO fields are
compared with simulated TO fields. Secondly, the measured 3D velocity
profiles from an artificial vessel obtained using an experimental scanner and
a 2D matrix array are compared with simulated results.

Several other approaches have provided experimental measurements
of the 3D velocity vector as described in Chapter 2. Yet, convincing in
vivo results still have to be demonstrated, and none of the methods have
been adopted by commercial manufacturers. This is probably due to their
individual limitations such as restricted field of view, high computational
demands, or the need for contrast agents. The 3D TO method, on the
other hand, enables simultaneous measurements of the three velocity vector
components, and the velocities can be estimated over a range of depths, in
an image plane, or even in an image volume.

Hence, the motivations for performing the experimental investigation
are multiple. First of all, the measurements serve as the first example of
3D velocity vectors obtained using the 3D TO method. The velocities are
estimated along the diameter of an artificial vessel. Secondly, the results
are an experimental proof of concept, which validates the method empiri-
cally. The results also validate the previously presented simulation results.
Additionally, the effect of using the simulated mean spatial wavelengths in
the beamforming and the velocity estimation is investigated in terms of bias
reduction.

Finally, these measurements are the first step in the process of obtaining
volumetric 3D vector velocity images from phantoms and in vivo measure-
ments.

Structure of the chapter

The hypotheses stated in the following section are investigated by measuring
and simulating the TO fields and flow velocities. Therefore, the methods
and the materials used are presented followed by a description of the data
acquisition and processing. Subsequently, the results are presented in
three parts: The measured and simulated TO fields and their corresponding
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spectra; the estimates of the 3D velocity vectors; and thirdly, the preliminary
examples of 3D vector flow imaging. The chapter is concluded by stating
the conclusion and the perspectives.

Research hypotheses

The main hypothesis underlying the scientific contribution presented in this
chapter is:

e The 3D TO method is able to simultaneously estimate the full 3D
velocity vectors in an experimental setup.

The obtained results are investigated by means of the following hypotheses:

1. The 3D TO approach generates independent spatial IQ pairs in the
transverse and elevation direction.

2. Experimental and simulation results will yield comparable results in
terms of TO fields and velocity estimates.

3. The measured velocity profiles will follow the expected profiles.

4. Employing the simulated mean spatial wavelengths in the beamforming
and the velocity estimation eliminates the bias.

Methods and materials

This section describes the methods and materials used to obtain the ex-
perimental data. Two types of measurements were conducted. First, mea-
surements of the TO fields using a scanning tank system were performed.
Second, velocity measurements in an in-house built flow-rig system were
carried out.

Simulations were performed in order to compare the measurement results
with the simulated results. New simulations were performed because the
transducer geometry for the physical 2D transducer is different than the
one used in the previous chapter. Another difference compared with the
results presented in the previous chapter is that the flow data was simulated
as individual channel data for subsequent beamforming using the same
approach as used for the measurements. The data processing is further
described below.

The 3D TO method described in the previous chapter was employed in
the experimental measurements and for the simulated results. For both the
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measurements and the simulations, the mean spatial transverse, A\, and
elevation, \,, wavelengths were used in the beamforming stage and in the
subsequent velocity estimation.

7.4.1 Measurement equipment

The main requirement for experimentally measuring the TO fields and the
3D vector velocities is a 2D array transducer and a system that can sample
the element data from the corresponding number of channels. Both are
introduced below followed by a description of the scanning tank system used
for measuring the TO fields.

2D transducer and SARUS

The transducer used was a 2D matrix array transducer fabricated by Vermont
S.A., Tours, France. It is depicted in Figure 7.1. The transducer has 32x32
active elements. These 1024 elements on the transducer are connected to the
1024 channels on SARUS, which was described in Section 5.7.1 on page 71.
The difference here compared with the use in Chapter 5 is that the full
system, i.e. all 1024 channels, is used for the 3D measurements. The data
from all 1024 channels were sampled at a frequency of 70 MHz.

The center frequency of the transducer is 3.5 MHz, and the pitch of
the transducer is 0.3 mm, hence it is not entirely a A/2-pitch phased array
transducer. The element layout consists of four blocks each consisting of
8x32 elements. The four blocks are stacked together and are separated by
an inactive row of elements. Hence, the transducer layout is not identical
in the in the x and y direction. Furthermore, the layout differs from the
dense matrix layout used in the simulations in the previous chapter. The
effect is that A\, and A, may be slightly different depending on how the TO
apodizations are applied to the receiving 2D aperture.

The TO apodizations used for the left and the right beam are illustrated
in Figure 7.2 for the x and the y direction, respectively. Due to the three
inactive rows, the distance between the centers of the TO peaks are different
for the x and the y direction (25 and 28 elements, respectively). This results
in a difference in the theoretical spatial wavelengths, where A\, will be slightly
larger than A,. Additionally, the TO fields will differ in the two dimensions
due to the inactive rows.

Another difference can be noticed. The TO apodization for the x-
direction is only half the size of the one in the y-direction. The explanations
follow here. Prototype transducers often come with a higher degree of fabri-
cation errors compared with a product line transducer. For the transducer
in question, several elements are short-circuited in pairs or more, some
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Figure 7.1 Photographs of (from top to bottom) the back of SARUS and the
many cables needed for sampling from the 1024 channels, the front of SARUS
with the six transducer plugs required for the 2D transducer connected, and a

close-up of the 2D transducer. Photos courtesy of Morten Fischer Rasmussen.
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Figure 7.2 Apodization functions for A the transmit aperture, B the receive
apodization for beamforming the center line used for the conventional estimation
of v,, C the receive TO apodization for beamforming the TO lines used for
estimating v,, and D the receive TO apodization for the estimation of v,. The
stars indicate the origin of the beamformed lines. For illustrative purposes, the
rectangular apodizations of the TO receive apertures used in this chapter have

been replaced with Hanning apodizations.
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Figure 7.3 Illustration of the scanning tank system with mounted hydrophone

and 2D transducer.

elements suffer from phase errors, the sensitivity varies, and some elements
are practically dead. Besides the inaccuracies in the transducer, SARUS
introduces noise to the measurements, however, the noise levels vary on the
individual channels. Some channels have very high noise amplitudes. Two
measures were taken to reduce these issues. First, the receive apodization
was changed for the z-direction as illustrated in Figure 7.2. Secondly, the
channels with the most noise was removed. This is further explained in
Section 7.4.2.

Scanning tank system

Besides sampling the data from transducers, SARUS can sample data from
a hydrophone. A HGL-0400 capsule hydrophone (Onda, Sunnyvale, CA)
was mounted in an AIMS III Scanning Tank (Onda, Sunnyvale, CA), which
can control the position of the hydrophone in all three dimensions. The
setup is illustrated in Figure 7.3. The hydrophone is connected through a
preamplifier to either an oscilloscope or to SARUS. SARUS and the scanning
tank system can be controlled from the same MATLAB program to ensure
synchronized data acquisition.

Flow-rig system
The flow-rig system used for the experimental velocity measurements was
described in Section 4.4.2 on page 44. The flow in the flow-rig is steady
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Figure 7.5 Illustration of the positions where the TO field is sampled. A dot
denotes a position of the point target. For the data acquisition, 81 points were

sampled both in the x and y direction with a spacing of 0.25 mm.

and has a parabolic profile as illustrated in Figure 7.4. Using the read-out
volume flow rate and considering transducer and vessel orientations, the
expected velocity profiles can be determined.

The peak velocity was calculated based on the volume flow rate from
the flow-meter and the radius of the vessel. The velocity was set to be
approximately 0.25m/s, because the pump cannot deliver a steady flow at
high velocities. The same velocity was used in the simulations. The pulse
repetition frequency, fof, was set low accordingly (see Table 7.1). If the
velocity was approximately 1m/s as e.g. in the carotid artery, the pulse
repetition frequency should just be increased to 2.4 kHz.

7.4.2 Data acquisition and processing
The TO fields were investigated through pulse-echo measurements in the
scanning tank system where the hydrophone was used as a point target.
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Table 7.1 Default parameter settings for the measurements and the simulations.

Parameter Value
Transducer

Geometry [elements] 35x32
Active elements 32x32
Rows of inactive elements (by design) 3x32
Pitch [mm] 0.3
Center frequency [MHz] 3.5
Bandwidth (two-way) [%] 67
System

Sampling freq. (simulations) [MHz] 100
Sampling freq. (measurements) [MHz] 70
Speed of sound [m/s] 1480
Number of receive channels (on SARUS) 1024
Emitted pulse

Center frequency [MHz| 3.5

No. of cycles 8
Windowing of emitted pulse Hanning
Focal depth [mm)] 30
Steering angle in azimuth plane, 6., [deg] 0
Steering angle in elevation plane, 6, [deg] 0
Apodizations

Transmit apodization Hamming(32x32)
Receive for center line Hanning(32x32)
Receive TO peak apodization (osc. direction) Rectangular
Receive TO peak apod. (non-osc. direction) Rectangular
Receive TO distance d, [elements] 25
Receive TO distance d, [elements] 28
Receive TO window width [elements] 8
Flow settings

Flow angle ¢4, [deg] 0 or 90
Beam-to-flow angle ¢, [deg] 80 or 90
Beam-to-flow angle ¢, [deg] 90 or 80
Peak speed [m/s] 0.253
Flow profile Parabolic
Data acquisition

No. of emissions 1600
Pulse repetition frequency [Hz| 600

Post processing
Matched filter
Stationary echo cancelling (clutter filtering)

Time-reversed excitation pulse
Subtraction of ensemble average

Velocity estimator
Ensemble length [emissions]
SNR [dB]

32
7-10
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The TO fields were sampled at points forming a cross with the center
at [z,y, 2]=[0,0,30) mm and points along the the z-axis and the y-axis as
illustrated in Figure 7.5. The transducer was centered at [z, y, z]=[0,0,0] mm.
For each position of the point target an excitation waveform was emitted and
the signals from all 1024 channels were sampled. Subsequently, the same four
TO lines were beamformed for each position simultaneously. Simulations
with the same parameters were performed for comparison. Obtaining these
TO lines across the transverse and the elevation direction yields the TO
fields.

To obtain the corresponding TO spectra, the temporal IQ data of the
TO fields are obtained by use of the Hilbert transform on the time-sampled
signals. Then the signals from the left and right beams are combined to
create the complex TO fields and the corresponding TO spectrum is obtained
by applying a Fourier transform on the complex TO fields as described in
Section 5.4.3 on page 56. Ideally, if the spatial 1QQ process worked for all
spatial frequencies, the TO spectra should be one-sided in the oscillating
direction and symmetrical around 0 mm™! in the non-oscillating direction. A
performance metric to evaluate how well the spatial 1QQ process has worked
is the ratio of energy at negative spatial frequencies over the ratio of energy
at positive spatial frequencies denoted E, introduced in Section 5.5.2.

Velocity measurements were performed in the flow-rig system. The
transducer was positioned, so that the center of the vessel was located at
an axial depth of 30 mm. Two different flow directions were employed with
flow either in the x direction or in the y direction. These two directions
were obtained by rotating the transducer 90°. To add an axial velocity
component, the transducer was rotated setting the beam-to-flow angle in
the ZX plane to 80°. Hence, the flow direction was expectantly confined
in the ZX plane as illustrated in Figure 7.4. Similarly, for the second case,
the flow direction was confined to the ZY plane with an beam-to-flow angle
in the ZY plane of 80°. The two setups were mimicked in the simulations.
Before the velocity estimation was performed, clutter filtering was applied
by subtracting the mean ensemble value of N; emissions as described in
Section 5.6.2. To improve the performance of the velocity estimates, the
mean transverse wavelength, \,, and the mean elevation wavelength, S\y,
were used in both the beamforming stage and in the velocity estimation.
This lowers the standard deviation and reduces the bias as mentioned in
the previous chapters. The estimated mean values are determined from
simulations. To obtain the TO spectra, however, the theoretical values were
used in the beamforming stage for both the measured and the simulated
data.

The parameters used for both types of measurements with their respec-



7.5

7.5. The TO fields and their corresponding spectra 127

tive values are listed in Table 7.1. These values were used unless stated
otherwise for obtaining both the measurement and the simulation data.
The data processing was performed offline. The raw channel data from
measurements or simulations were match filtered and beamformed using the
Beamformation Toolbox 3. The subsequent processing of the TO fields and
the velocity estimation followed the approaches described in the previous
chapter.

The measurement system inherently introduces noise to the measure-
ments. In SARUS, the noise level varies over various channels. Therefore,
channels with high noise levels were removed in the beamforming. The
standard deviation over 100 emissions are calculated for each sample covering
the vessel wall (300 samples in total). For each channel, the mean of the
standard deviations is calculated. Now, the mean and standard deviations
across the channels are computed. Channels, where the mean standard
deviation is higher than the mean of all channels plus 2 standard deviations
(i.e. above the 95% interval), are removed. In all, 33 channels were removed.

The amount of noise in the system affects the SNR, which in turn affects
the performance of the velocity estimator. The SNR of the beamformed RF
data inside the vessel was calculated based on 100 emissions where the flow
had been turned off. The SNR was calculated as

Ny/2

S s
n=—Ns/2

N,/2 ’

> nin)

n=—Ng/2

where n denotes discrete time samples, s(n) is the received sampled signals,
ns(n) is calculated as the residuals after subtracting the average of s(n)
over the 100 emissions from s(n), and Ny is the number of samples in
one excitation pulse. The final value of the SNR is averaged over the 100
emissions, and over the vessel lumen. For the simulation of velocities, zero
mean Gaussian white noise was added to the individual channels prior to
matched filtration and beamforming. The noise amplitude was adjusted to
obtain the desired SNR.

The TO fields and their corresponding
spectra

The results from measuring the TO fields with the scanning tank system
and the corresponding TO spectra are presented and compared with results
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obtained through simulations.

The TO method depends on creating the two double-oscillating fields
where the oscillations are in the axial and the transverse direction, but not
in the elevation direction, and conversely, where the oscillations are in the
axial and the elevation direction, but not in the transverse direction.

Figure 7.6 shows the pulse-echo measurements of the TO fields for a
specific time instance in the sampled signals. The point target was positioned
at a depth of 30 mm. Figure 7.6A is for the left and the right beam in the
Z X plane when sampling along the x direction. Ideally, the right beam
should overlap with the Hilbert transform of the left beam for the spatial I1Q
modulation to work perfectly. The same should be the case in Figure 7.6D,
where the samples from the two TO beams in the ZY plane were obtained
sampling along the y direction. Oppositely, in Figure 7.6B and C, the left
and right beam should be in phase, because in those two cases, the TO fields
were sampled in the non-oscillating direction.

The measured fields exhibit the expected trends, and they can be com-
pared with the simulated results shown in Figure 7.8. The behaviour of the
simulated results is more ideal, and reflects the fact, that the simulation
environment is free of the system noise and the phase errors present in
the measurements. Yet, the simulated as well as the measured TO fields
demonstrate, that the spatial IQQ approach has worked, and that the TO
fields oscillate only in either the transverse or the elevation direction.

The results shown in Figures 7.6 and 7.8 were obtained at one specific
time instance in the pulse-echo responses. The TO spectra presented in
Figures 7.7 and 7.9 are obtained by taking the 2D spatio-temporal Fourier
transform of the combined complex 2D TO fields as described in Section 5.4.3.
The section also described how to calculate A, and j\y.

Calculating the mean transverse and elevation wavelengths based on
the measured TO spectra (Figures 7.6A and C) yield 8.0mm and 5.4 mm,
respectively. In terms of frequency, this corresponds to 0.124mm~' and
0.186 mm~'. The simulated results are 3.7mm and 3.3mm for )\, and
;\y, respectively, which corresponds to 0.270mm™~! and 0.302mm™!. The
theoretically calculated values, A, and \,, based on (6.1a) and (6.1b) are
3.4mm and 3.0mm. The differences in A\, and )\, are a result of the
geometrical differences in the x- and the y-direction as described above.

An explanation for the differences between the measured and the simu-
lated mean spatial wavelength comes from the phase errors and the noise in
the measurement system, which are not present in the simulations. Addition-
ally, the energy for the higher spatial frequencies is present both at negative
and positive frequencies in the otherwise one-sided spectra. That effectively
lowers the mean frequency, and thereby increases the mean wavelength.
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In addition, the signals in Figures 7.6A and B are slightly off axis, which
means, that the signals in Figure 7.6C and D were not obtained at the center.
Furthermore, the scan plan may not have been completely aligned to the
transmitted beam, meaning that the transmitted beam may not have been
normal to the scan plane, which affects the appearance of the TO fields, and
hence, the calculated TO spectra. Again, these issues are not present in the
simulations.

The differences between the simulations and the measurements also
affected the performance metric F,, which was described in Section 5.5.2
on page 59. The energy ratio is -14dB for Figure 7.6A and -8.5dB for
Figure 7.6D. The equivalent values from the simulations are -16dB and
-18dB for Figures 7.8A and D, respectively. This indicates, that the spatial
IQ approach has worked better in the simulations compared with the mea-
surements because the TO spectra are more one-sided for the simulations
as the values of E, indicate.

The results mentioned above are for the transverse oscillating directions.
In the non-oscillating directions, the measurements yield mean spatial
frequencies of -0.031 mm~! and -0.0021 mm~! and energy ratios of 4.5dB
and -3.2dB for Figures 7.6B and C, respectively. Ideally, the spectra should
be one-sided with a mean frequency of 0mm~! and correspondingly an
energy ratio of 0 dB. The simulations yielded mean frequencies of 0 mm™*
with the values of E, being -0.021dB and -0.027 dB for Figures 7.8B and C,
respectively. Anew, the results from the simulations behave more ideal than
the measured results due to the reasons discussed above. Nonetheless, both
the measured and the simulated TO fields confirm the presence of the two
double-oscillating fields, where the left and the right beam are approximately
90° phase-shifted in the oscillation direction and approximately in-phase in
the non-oscillating direction.

As potential misalignment, phase errors in the transducer, and system
noise affect the measured TO fields, it is recommended to use the simulated
data to calculate the “mean” spatial wavelengths. Improved results for the
measured data may be obtained by deriving another approach to calculate
the actual spatial wavelengths. Perhaps, the median spatial frequency may
yield a better estimate for the measured data. Meanwhile, the simulated X,
and 5\y are used in the beamforming and the velocity estimation of the flow
data.

In conclusion, the presented results of the TO fields demonstrate that
the essential assumption of the 3D TO approach generating spatial 1Q pairs
is fulfilled. The next step is to perform measurements of 3D velocities.
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Figure 7.6 Measured TO fields at a depth of 30 mm for a fixed time across either
the transverse (A and B) or the elevation (C and D). Dots () and squares ()
denote samples for the left and right beam, respectively. A and C are for the
two beams in the ZX plane. B and D are for the beams in the ZY plane. The
dashed line is the Hilbert transform of the left beam (in A and D).
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Figure 7.7 The TO spectra corresponding to the TO fields in Figure 7.6.



7.5. The TO fields and their corresponding spectra 131
A B
zX zy

|
o
n

[
—

Normalized amplitude
=)
Normalized amplitude

|
o)}

|
NS}
W
(=)
NS}
)}
9}

Q
)

—_

o
n

Normalized amplitude
&
n o
<E
b
Normalized amplitude

|
—_

|
[V}

-2.5 0 2.5 5
x [mm)]

Figure 7.8 Simulated TO fields at a depth of 30 mm for a fixed time across
either the transverse (A and B) or the elevation (C and D). Dots (-) and squares
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two beams in the ZX plane. B and D are for the beams in the ZY plane. The
dashed line is the Hilbert transform of the left beam (in A and D).
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Figure 7.9 The TO spectra corresponding to the TO fields in Figure 7.8.
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3D vector velocity estimation

The results from the velocity estimation based on the experimental flow-rig
measurements and flow phantom simulations are introduced and discussed
in the following.

Measurements were performed in the flow-rig with steady flow to evaluate
the performance of the 3D TO estimator. The velocity components v, vy,
and v, where estimated using the 3D TO method and 50 velocity profiles
were obtained. They are demonstrated in Figure 7.10.

The left panels in Figure 7.10 are for the flow direction expectedly
confined to the ZX plane, and the right panels for the flow direction in the
ZY plane. The actual beam-to-flow angle was determined to be 78° and
79° in the two cases, respectively. For the case of the flow direction being
confined to the ZX plane, v, was expected to be 0m/s. The actual value
of ¢., and is within the expected uncertainty of the transducer fixation
devices.

Comparing the velocity profiles for v, and v,, it can be observed, that
several of the flow lines for v, have higher fluctuations than for v,. This
is a consequences of the issues concerning the 2D transducer and SARUS
described in Section 7.4.1. The standard deviations of the estimated v,
and v, are 5-8 times higher than for v,. This is in agreement with the
findings in the previous chapters. To further investigate the estimated
velocities, the average velocity profile and the range of + one standard
deviation is calculated. The estimated mean and standard deviation for
Uz, Uy, and v, for the two cases are displayed in Figure 7.11. In all the
six subplots, the mean of the estimated velocity components follows the
expected profiles. Simulations were performed for comparison with the same
parameter settings. To ensure similar conditions, noise was added to the
simulated RF signals to obtain SNRs comparable to the measurements. The
result is shown in Figure 7.12 for both cases. The standard deviations for
v, and v, are comparable, although slightly lower for v, than for v,. The
standard deviation is considerably lower for v, than for v, and v,. For all
six velocity profiles, almost no bias is present except close to the vessel
boundaries.

By visual comparison of the measured and the simulated velocities, the
results are comparable, with slightly lower standard deviations for v, com-
pared with v,. For both types of data, almost no bias is present except
close to the vessel walls. A more quantitative comparison is performed by
investigating the mean velocities at the center of the vessel. The mean
velocities + the range of one standard deviation, the expected velocity, and
the corresponding bias are listed in Table 7.2 and Table 7.3 for the measured



7.6. 3D vector velocity estimation 133

Flow direction in ZX—plane Flow direction in ZY—plane
60 ‘ ‘ ‘ ‘ 60 ‘ ‘
4Of 40f-
Z 20 20p
>>< 0 [ O [
-20 SR =20F
—40 — —40
-6 -3 0 3 6 -6 -3 0 3 6
60 ‘ 60
E
i)
>>~.
-40 — -40
-6 -3 0 3 6 -6 -3 0 3 6
60 ‘ 60
40f ‘ 4Of i
E
2
>N
-20 SR =20F
—40 — —40
-6 -3 0 3 6 -6 -3 0 3 6
Radius in vessel [mm] Radius in vessel [mm]

Figure 7.10 Estimated velocity profiles of the three components v;, vy, and v,
based on experimental measurements in a flow-rig. The center of the vessel was
located at an axial depth of 30 mm. Left panels are for a flow direction primarily
in the ZX-plane. Right panels are for a flow direction in the ZY-plane. Thin
lines represent individual estimated profiles, and thick lines represent the expected

flow profiles.
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Figure 7.11 Mean and standard deviation of the 50 measured velocity profiles
for the three estimated velocity components. Thick lines indicate the expected
velocity profile, thin lines indicate the mean of the profiles, and dashed red lines

one standard deviation. Compare with the simulated results in Figure 7.12.
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Figure 7.12 Mean and standard deviation of the 50 simulated velocity profiles
for the three estimated velocity components. Thick lines indicate the expected
velocity profile, thin lines indicate the mean of the profiles, and dashed red lines

one standard deviation. Compare with the measured results in Figure 7.11.
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Table 7.2 Experimental measurements: The mean—v—of the 3D velocity vector
at the center of the vessel at 30 mm, the expected velocity vector—veyxp—, and

the resulting bias—B—for the two cases with the flow direction confined in the

Z X plane or the ZY plane, respectively.

Vzx =

sz ==

Vexp,zx —

Vexp,zy =

Vzx

Vzy

244
—0.21
5.22

0.25
23.5
4.92

24.6
0.00
5.24

0.00
24.8
4.82

—0.30
—0.21
—0.023

0.25
—1.28
0.10

2.6
2.3
0.31

+

2.5
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0.39

cm/s
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Table 7.3 Simulation results: The mean—v—of the 3D velocity vector at the
center of the vessel at 30 mm, the expected velocity vector—vex,—, and the
resulting bias—By,—for the two cases with the flow direction confined in the ZX

plane or the ZY plane, respectively.

Vg 24.6 1.5
‘_’zx - 'Ey - 0.97 + 2.5 Cm/S
7, 418 0.14
. 0.38 3.3
Voy=| 9, | =| 248 |[£]| 1.6 |cm/s.
U, 4.21 0.14
24.9
Vexp,zx = 0.00 Cm/S
4.38
0.00
Vexp,zy = 24.9 Cm/S,
4.38
—0.24
B,,, = 0.97 | cm/s
—0.21
0.38
By,, = | —0.024 |cm/s.
—0.17
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and the simulated data, respectively. Comparing the mean of the three
estimated velocity components from measurements and simulations at the
center of the vessel shows that the standard deviations are comparable rang-
ing from 1.5cm/s to 3.3cm/s. In the measurements, the relative standard
deviation normalized to the peak velocity magnitude ranges from 8 % to
12 %. In the simulations, it ranges from 6 to 13 %.

One of the reasons for the higher variation and variance of the profiles for
v, compared with v, is due to differences in the electronics. For estimation
of v, other transducer elements and system channels are used compared
with the ones used for estimating v, as previously described. The elements
used for estimating v, have more errors (in phase and cross-talk) than the
ones used for v,. Additionally, there is more electronic noise present on the
channels used to estimated v,. The noise amplitude fluctuates, and hence,
affects the different estimated velocity profiles differently. Additionally,
some of the sampling boards are unstable, yielding increases in noise over
time. This affects v,,, where the large fluctuations for v, especially for the
flow direction in the ZY plane arose at the end of the measurements and
progressively got worse. Channels involved in estimating v, were not affected
by this. These issues where addressed and to some extend alleviated by
removing channels with large fluctuations from the beamforming. This is
also reflected in the SNR, which was about 3dB lower for v, compared with
vy. Additionally, the SNR dropped considerably inside the vessel down to
approximately 3dB at the distal vessel wall. As the SNR begins to drop
below 6 dB and then 3 dB, the performance of the estimator begins to degrade
markedly as demonstrated in the previous chapter. This is the reason for
the poor performance at the distal vessel for v, in the measurements. The
simulations where not affected by this as there was no structure to the
noise added and no phase error or short-circuits or temporal fluctuations.
Hence, for the measurements, it is expected that the difference in standard
deviations for v, compared with v, are higher compared with the simulations.
This is in general the case when comparing Figures 7.11 and 7.12.

Similarly, the biases from measurements and simulations are of the same
size and fluctuates around 0. The largest bias is less than 5%. This demon-
strates that using the mean spatial wavelengths obtained from simulations
in the beamforming and the velocity estimation instead of the theoretically
derived wavelengths eliminates the bias otherwise present.

The results also demonstrate, that under the same conditions, measure-
ments and simulations provide comparable results. Thereby, the validity
of the simulation results presented here and previously reported has been
verified.

With estimates of all three velocity components, it is possible to obtain
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Figure 7.13 Mean and standard deviation of the 50 measured velocity magnitude
profiles with an ensemble length in the velocity estimation of 32. The x-axis is
radius of the vessel in mm. Thick lines indicate the expected velocity profile,
thin lines indicates the mean of the profiles, and dashed lines the range of one

standard deviation.
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Figure 7.14 Mean and standard deviation of the 50 simulated velocity magnitude
profiles with an ensemble length in the velocity estimation of 32. The x-axis is
radius of the vessel in mm. Thick lines indicate the expected velocity profile, thin
lines indicate the mean of the profiles, and dashed lines the range of one standard
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Table 7.4 Estimated velocity magnitude at the center of the vessel in terms of
mean =+ one standard deviation and bias compared with the expected values for
measurements and simulations. The results are divided into groups, where the

flow direction is confined in either the ZX or the ZY plane.

Measurements Simulations

Metric Unit
7X 7Y 7X 7Y

Expected |v| 25.2 25.2 25.2 25.2 [cm/s]

Mean =+ std. of |[v| 24.8+3.1 25.141.9 251415 254+1.6 [cm/s]
Bias -0.36 -0.12 -0.13 017  [em/s]

the true velocity magnitude. The velocity magnitude for the measurements
and the simulations can be found in Figure 7.13 and Figure 7.14, respectively.
The results for the center of the vessel are listed in Table 7.4. The perfor-
mance is comparable for simulations and measurements, and the relative
standard deviation is less than 13 %, whereas almost no bias is present. The
performance in the simulations is slightly better due to the reasons discussed
above.

Besides noise, another parameter that affects the performance of the
3D TO estimator is the ensemble length, i.e. the number of pulses used in
the calculation of the autocorrelation values. The velocity estimation was
repeated for ensemble lengths of 8, 16, 32, 64, and 128 emissions per estimate.
The resulting velocity magnitude profiles can be found in Figure 7.15. For an
ensemble length of 8, the standard deviations are high, especially at the far
end of the lumen. As the ensemble length increases, the standard deviations
decrease, yielding a better performance. The drawback of increasing the
ensemble length, is of course the drop in frame-rate, and often, a compromise
between frame-rate and precision has to be made. The performance increase
is visualized in Figure 7.16, which shows the relative standard deviation and
relative bias at the center of the vessel lumen. As expected, the standard
deviations are halved when the ensemble length is increased by a factor of
4. This is due to the noise being uncorrelated, and therefore, the standard
deviation drops with 1/4/N;. The relative bias only changes slightly.

Overall, the results demonstrate, that the 3D TO method is robust,
and that it is able to estimate the full 3D velocity vectors. Even with
system noise, phase errors, and other transducer inaccuracies, the standard
deviation of the velocity estimates is not much higher compared with the
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Figure 7.16 Performance metrics for the estimated velocity magnitude at the
center of the vessel for the flow direction confined to A the ZX-plane and B the
ZY -plane. (O) denotes the relative standard deviation and (-) the relative bias.

simulations where the added noise was white zero-mean Gaussian noise.
That is a positive result, and therefore, it is expected that the performance
will be improved in a commercial implementation where systems usually
suffer less from noise and the transducer manufacturing process is more
streamlined.

3D vector flow imaging

This section presents the preliminary results of 3D vector flow images
obtained in a cross-section of a vessel. The measurement setup differs slightly
compared with the previous sections. These differences are highlighted below.
Afterwards, the results are presented and discussed.

7.7.1 Measurement setup

The beams are steered radially, hence, the estimated axial velocity, v,, the
transverse velocity, v, and the elevation velocity, v., must be rotated and
scan converted to obtain v, v, and v,. The velocity estimation of v,/, v,
and v, is the same as Section 6.4.3.

Velocities are measured in the flow-rig system. The transducer was
aligned so that the scan plane was a cross-sectional plane of the vessel.
This is illustrated in Figure 7.17. The velocity was set to be approximately
1.0m/s to mimic the velocities of the blood in the carotid artery. The pulse
repetition frequency was 2.4 kHz.

Ten frames of 3D vector flow images are acquired in a cross-sectional
plane of the vessel orthogonal to the length axis, which coincides with the
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Figure 7.17 Illustration of the measurement setup. The transducer is placed
above the vessel. Data are obtained along the z-axis (vertically) and in the
Z X-plane.

y-axis and the flow direction. Each frame consists of 31 flow lines steered
from -15° to 15° in steps of 1° in the ZX plane. For the center line, 3200
emissions are obtained yielding 100 M-mode lines The scan plane is the ZX
plane, and thereby, the expected flow direction is v/|v| = (0, 1,0) in (x,y, 2).
Hence, only out of plane motion is expected, which cannot be measured by
current commercial scanners.

7.7.2 Post processing

After matched filtration, the data are beamformed offline using the Beam-
formation Toolbox 3. Mean stationary echo cancelling (clutter filtering) is
performed by subtracting the mean ensemble value from the 32 M-mode
lines prior to the velocity estimation. The estimated transverse and axial
velocities have to be rotated as they are obtained orthogonal to or along,
respectively, the steered beams. The rotation of the axial, v,, and the
transverse, v;, velocity components to obtain v, and v, is

U, cosf,, —sinb,, Uy

Uy sinf,, cosb,, Vg

where 6, is the steering angle in the ZX plane. Due to the position of the
scan plane, the elevation velocities, v,/, are equal to v,. Before displaying
the 3D vector flow images, the velocities and the B-mode image are scan
converted according to the steering angle of the lines from radial coordinates
to Cartesian coordinates.

7.7.3 Measurement results and discussion
Figure 7.18 shows the velocity profiles for the three velocity components
Uz, Uy, and v, and the velocity magnitude obtained for M-mode lines along
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the diameter of the vessel. The mean of 100 velocity profiles along with the
range of one standard deviation is displayed. The mean of the velocities
follow the expected profiles. At the center of the vessel, the mean of the
measured velocity vector along with the expected velocity and the resulting
bias is

o ~0.03 9.
V=119, [=] 9. |£]| 6 [cm/s,
v 1.0 0.8

The expected velocities were

0.
Vexp = | 96. | cm/s,
0.
yielding a bias of
—0.03
B,=| —08 cm/s.
—1.

The results demonstrate the performance of the estimator and that the
method is capable of estimating 3D velocities.

The above results and Figure 7.18 demonstrate the performance of the
3D TO estimator using the given measurement equipment. As the results
show, the standard deviation is higher for v, compared with v,. This is due
to the transducer inaccuracies discussed above—such as phase aberrations
and short-circuited elements—and the system noise, which especially affects
elements and channels used for estimating v,, compared with the ones used for
v,. Nonetheless, the results presented above demonstrate the performance
of the estimator, and that the method is capable of estimating 3D velocities.

Frames of 3D vector flow images in the 2D scan plane forming a cross
section of the vessel are acquired. Due to the flow direction, no in plane
velocity is expected. Hence, conventional 1D or even 2D velocity estimators
would not measure any velocity. One of the ten 3D vector flow image frames
is visualized in Figure 7.19. The figure displays the color flow images for the
three velocity components and the absolute velocity magnitude. The velocity
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Figure 7.18 The mean and the range of one standard deviation as well as the
expected profiles are plotted for the three velocity components and the resulting

velocity magnitude through the center of the vessel.
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Figure 7.19 Measured 3D vector flow images in a 2D scan plan for the three
scan converted velocity components v,, vy, and v, and the velocity magnitude
|v|. The scan plan is orthogonal to the flow direction. Please note the different
scaling of the colorbars. The mask for mapping the flow data was created by
manually selecting the outline of the inner lumen based on the B-mode image
(70 dB dynamic range). The black area in the top of the vessel lumen is due to
clipping in the sampled channel data because of the strong reflections at the top

of the vessel.
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components v, and v, are almost zero in the scan plane as expected due to
the flow direction. For v, the velocity is highest at the center of the vessel
and lower at the vessel boundaries. Same appearance is found for the velocity
magnitude |v|. The shape is similar to the expected circular-symmetric 2D
parabolic velocity profile.

Conclusion and perspectives

Based on the results it can be concluded that the 3D velocity vector esti-
mates the 3D velocity vector. The measured and the simulated TO fields
demonstrate that the 3D TO approach generates the spatial IQ pairs in
the transverse and the elevation direction as hypothesized. Based on the
simulated TO spectra, the mean spatial wavelengths in the transverse and el-
evation direction can be calculated and used in the subsequent beamforming
and the velocity estimation.

Three-dimensional velocity estimates are obtained through experimental
measurements and simulations of steady flow. The velocity profiles of the
three components v,, v,, and v, follow the expected profiles with a bias at
the center ranging from -0.6 to 1cm/s. Hence, using the simulated mean
spatial wavelengths instead of the theoretically derived wavelengths in the
beamforming and velocity estimation stages practically eliminates the bias
otherwise present.

Using the same parameters and under similar conditions, the measure-
ments and the simulations yield comparable results. Thereby, the validity
of the simulation results presented here and previously reported has been
verified.

Three-dimensional vector flow images using the 3D TO method has been
presented, and they demonstrate the feasibility of using the method for 3D
vector flow imaging. With the 3D TO method, the full 3D velocity vec-
tor—including the out of plane motion—and the correct velocity magnitude
can be measured in e.g. cross sections of blood vessel. Conventional and even
2D methods would fail to estimate any velocity in the presented 3D vector
flow images. The correct velocity magnitude can be obtained regardless
of the orientation of the transducer, and therefore, operator independent.
Additionally, the simultaneous calculation of the three velocity components
is important for visualizing complex flow patterns. Hence, it will be possible
to measure and visualize the full 3D vortices and rotational flow as found for
instance in the carotid artery—particularly at the bifurcation or at stenoses.
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Perspectives

With a 2D array it is possible to estimate the full 3D velocities. Furthermore,
the 3D TO method can estimate the velocities in a volume, and hence provide
volumetric 3D vector velocity images. This will pose a challenge in terms
of visualizing these seven-dimensional data sets, where three dimensions
are for the position, three for the velocity vector, and one is for time. As a
first approach, image planes can be displayed with the in-plane velocities
visualized as for instance arrows and colors—as has been done in the com-
mercial implementation of 2D TO method. Rendering of semi-transparent
stream lines in a volume is another approach used for instance to visualize
volumetric 3D velocities obtained with MRI. The increasing power and use
of graphical processing units may allow real-time rendering of the volumetric
3D velocity data. A third option could be to use holographic projections to
display the velocity information in 3D.

Another challenge lies in the number of channels used in this work, where
single channel data from 1024 tranducer elements were sampled. In a longer
time frame, this will probably not pose a problem as the channel capacities
of modern scanner constantly increase. Meanwhile, clever multiplexing and
pre-beamforming may reduce the required number of channels. Additionally,
besides employing piezo-electric transducers as in this thesis, capacitive
micromachined ultrasonic transducers (CMUTS) are under development.
CMUTSs are micromachined devices, and it should be easier (when the
technology is ripe) to construct 2D CMUT arrays compared with manu-
facturing large 2D piezo-electric arrays. CMUTs also allow the application
of integrated circuits which will make various pre-beamforming schemes
possible.

Finally, and more importantly, the clinical perspectives are multiple.
It will be possible to obtain simultaneous estimates of the 3D velocity
vectors, and thereby visualize and measure hemodynamic phenomena and
complex flow patterns. In other words, it will be possible to measure the
full 3D vortices and rotational flow as found for instance in the carotid
artery—particularly at the bifurcation or at stenoses. The data can be
obtained in real-time and for a much lower cost compared with MRI. The
method may also be employed in screenings, as the full 3D velocity vec-
tor—and hence, the correct velocity magnitude—can be readily obtained
independent of the operator. This may allow for larger screenings of in-
creased peak systolic velocities in the carotid artery for detecting early
indications of stenoses caused by atherosclerosis. These measurements could
be conducted by less experienced sonographers or other medical personnel
for screening purposes, yielding indicators for referral to further diagnosing.
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3D vector velocity imaging may also provide additional insight for other
cardiovascular diseases. Especially, a very interesting perspective would be
the application of 3D velocity methods in cardiac imaging, where the actual
vectors and magnitudes may contribute to a better understanding of normal
and pathological flow patterns in the heart.

The clinical potential has still to be determined, and further development
and investigation are required including phantom measurement and in vivo
studies, yet, this thesis has served as a proof of concept for 3D vector velocity
estimation and 3D vector flow imaging using the 3D Transverse Oscillation
method.






8

Project conclusion

The main objective of this project has been to develop a method capable of
estimating 3D velocities. The method will make use of a 2D phased array
transducer and should be implementable on a commercial scanner. Chapter 4
demonstrates how it is possible to use the TO method on a commercial
scanner to estimate 2D velocity vectors. It also shows that if the TO fields
are poorly defined, the resulting velocities are biased. Bias compensation
can remove this, but preferably, the method should be optimized to reduce
the bias.

As an intermediate step, the method is expanded to a 1D phased array
transducer. A new beamforming strategy and performance metrics to
ease the optimization of the TO fields are suggested in Chapter 5, and it
is demonstrated that these performance metrics are correlated with the
standard deviation and the bias of the velocity estimates.

In Chapter 6, a method for estimating 3D vector velocities is proposed.
The method is based on the TO approach and employs a 2D matrix array.
The velocity estimation is decoupled into estimating the three velocity
components. The velocity estimation is based on beamforming five lines
from the same received data, and hence, the three velocity components are
estimated simultaneously. Calculations of the number of operations needed,
demonstrate that the required number of flops are within the capability of
modern scanners. Simulations of parabolic flow demonstrate the feasibility
of the method, where the mean spatial wavelengths were applied instead
of the theoretical spatial wavelengths in the velocity estimation yielding a
relative mean bias around 0 %. The relative mean standard deviations were
less than 5%. The flow angle was estimated without bias and with 95% of
the estimates within +8.4°.

The proposed 3D TO method is investigated experimentally in Chapter 7.
Measurements are acquired using a 32x32 element 2D transducer connected
to the 1024 channels on the experimantel research scanner SARUS. Pulse-
echo measurements are performed in a scanning tank using a hydrophone
as a point target. The two pairs of TO fields are to a large extend 90°
phase-shifted compared with each other, and the results exhibit similar
performance compared with the simulated TO fields. The simulated mean
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spatial wavelengths were used in the following beamforming and velocity
estimation. Experimental results are obtained in a flow-rig system with
steady flow. The results demonstrate that the estimated velocity components
follow the expected profiles, and that v, and v, can be separated. The bias
is approximately 0m/s, whereas the relative standard deviations for the
transverse and elevation velocity components range from 8-12 %. The results
are comparable with the simulated results obtained under similar conditions.
The experimental velocities verify the previous simulated results and validate
the capability of the method for 3D vector velocity estimation.

Subsequently, 3D velocities are obtained in a cross-sectional plane of
the vessel. As expected, both v, and v, are practically 0m/s, and only the
out of plane velocity components are present. Thereby, also the true full
velocity magnitude is estimated. Both v, and the |v| exhibit the expected
2D circular-symmetric parabolic profile. The results demonstrate that the
3D TO method is suitable for 3D vector flow imaging.

Perspectives and future work

During this project a method for estimating 3D vector velocities has been
developed, and it has been demonstrated that the method is suitable for
3D vector flow imaging. The estimation of the three velocity components
makes it possible to estimate the true velocity magnitude independent of
transducer orientation and operator angle-compensation. This has been
demonstrated in a 2D plane, and the next step is to measure the 3D velocities
in a volume. The potential of this is automated peak velocity estimation in
use for improved diagnosis or even screening of carotid artery stenosis.

The estimation of 3D velocities in a 3D volume will give rise to new
issues in terms of displaying the three dimensional volumetric data set with
one 3-D velocity vector associated with each voxel as a function of time.
The data to display will therefore have three spatial coordinates, the three
velocity components, and time.

The simultaneous estimation of the 3D velocity vector components is
important for estimating complex 3D flow patterns in planes and volumes.
Here, further research include measurements on realistic flow phantoms of
e.g. the carotid artery bifurcation with and without stenosis under pulsatile
flow conditions. Obtained velocities may also be compared with CFD
modelling or MRI measurements in terms of velocities or volume flow. The
3D velocities can also be used as input to CFD models or for validation
purposes.
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The requirements of the method are within the capabilities of modern
scanners which is an advantage in terms of the clinical impact. 3D vector
flow imaging may aid and provide new information in e.g. cardiac imaging
and in the diagnosis of cardiovascular diseases as stenosis or malfunctioning
valves. The proposed 3D TO method has this potential.
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Abstract—Blood velocity estimates using conventional color
flow imaging (CFI) or Doppler techniques are angle dependent.
One of the proposed techniques to overcome this limitation is
the Transverse Oscillation (TO) method, which also estimates
the lateral velocity components. The performance of this is
evaluated on a commercial platform. Beamformed data are
acquired using a commercial BK Medical scanner as opposed to
the previously reported results obtained with the experimental
scanner RASMUS. The implementation is evaluated using an
in-house circulating flow rig by calculating the relative mean
standard deviation and bias of the velocity components. The
relative mean standard deviation decreases as the number of
shots per estimate increases and a value of 5% is obtained for
64 shots per estimate. For a center frequency of 5 MHz at 60°,
75°, and 90°, the relative mean bias varies from 21% to 27%
and is lowest at a transmit focal depth close to the center of the
vessel. The present performance is comparable with the results
from the experimental scanner and simulations. It is obtained
with only few changes to the conventional CFI setup and further
optimization can improve the performance. This illustrates the
feasibility of implementing the TO method on a commercial
platform for real-time estimation.

I. INTRODUCTION

Medical ultrasound is widely used to study blood flow
dynamics in the human circulatory system. For instance,
the estimation of blood flow velocities plays a key role in
diagnosing major diseases in the carotid arteries [1]. However,
blood velocity estimates using conventional color flow imaging
(CFD) or Doppler techniques are angle dependent. That is a
major limitation, and poses a huge challenge for quantitatively
estimating the magnitude of the blood velocity. Present con-
ventional techniques for estimating the magnitude of the veloc-
ity (as in spectral Doppler) are based on operator-based angle
estimations, yet it is often difficult to predict flow direction and
compensate for it [2]. It also strongly limits the possibility of
visualizing complicated flow patterns like disturbed flow and
vortices [3], which potentially carry pathological information
about e.g. stenoses and malfunctioning valves.

Several techniques have been proposed to compensate for
the inherent angle dependency problem. Fox [4] suggested
a multibeam method, Trahey et al. [S] a speckle tracking
technique, Newhouse et al. [6] an approach based on the
transit-time spectral broadening effect, and Bonnefous [7]

suggested using a number of beamformers working in parallel.
Another method is the directional beamforming suggested by
Jensen [8] or the Plane Wave Excitation method as recently
suggested by Udesen et al. [9]. Another recent method using a
cross correlation approach was proposed by Henze et al. [10].
Most of the above mentioned techniques have limitations in
either geometry, computational load of the estimator, inherent
noise, or heavy computational demands on beamformation.

Jensen and Munk [11] suggested the Transverse Oscillation
(TO) method. Anderson [12] suggested a similar approach.
The TO method has demonstrated promising in vivo re-
sults [13], [14]. However, the previously reported results have
been obtained uing the experimental scanner RASMUS [15],
[16].

The purpose of this paper is to demonstrated the feasibility
of a commercial implementation of the TO method for clinical
use. The implementation is tested in a flow rig with a parabolic
flow profile. Statistical measures are computed to evaluate and
compare the performance to previously reported results with
focus on the lateral velocity component.

The following section describes the methods employed, and
the results are presented and discussed in Section III.

II. METHODS
A. TO implementation

The basic idea in the TO method is to create a double
oscillating field by using special apodization profiles in re-
ceive. Two lines with a lateral displacement of a quarter
spatial wavelength, corresponding to a 90° phase shift, are
beamformed simultaneously in receive. A center line is also
beamformed for traditional axial velocity estimation. For a
description and derivation of the estimator, the reader is
referred to Jensen [17].

Beamformed data are acquired using a BK Medical (Herleyv,
Denmark) 2202 Pro Focus scanner, a BK8812 linear array
transducer, and a BK UA2227 research interface connected
to a standard PC through a DALSA (Waterloo, ON, Canada)
X64-CL Express camera link. Only minor changes to the
conventional CFI setup, including adjusting the apodization
and delay profiles in receive, are necessary to obtain the
required data.
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Fig. 1. The transmit and receive aperture for the TO estimator with a transmit
focal depth at 15 mm. The transmit aperture is rectangular, and the F-number
is 4. The receive aperture is the TO apodization.
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Fig. 2. The pulse-echo field (or point spread function) at the focal depth
calculated based on the used transmit and receive apertures (left). The 2D-
Fourier transform of the pulse-echo field, i.e. k-space representation (right)

The transmit and receive aperture functions used in this
paper are illustrated in Fig. 1. A narrow transmit aperture
produces a broad transmit field. The relative high apodization
values in the receive aperture increases the signal-to-noise-
ratio (SNR). The point spread function (PSF) is calculated
using Field II [18], [19] and is depicted in Fig. 2, which also
illustrates the 2D-Fourier transform of the pulse echo-field, i.e.
the k-space representation. From Fig. 2 it can be noted that
the transverse oscillations are 14 dB lower compared to the
main lobe. They are lower compared to the ones presented
by Udesen et al. [13], [14] where side lobes were around
2 dB down. This can also be observed from the k-space
representation where the distinction of the two lateral peaks
is poorer. The differences in PSFs affects the estimator.

Due to limitations in the current scanner setup, the TO
apodization profile is kept constant over depth. This increases
the spatial wavelength over depth. Therefore, the lateral veloc-
ity sensitivity changes over depth. This poses an optimization
challenge, but does not affect the proof of concept.

The parameters for the measurements are shown in Table L.
The table includes the physical setup of the flow rig, fixed
scanner parameters, and the parameters that were varied in
this study.

B. Flow rig setup

Velocity measurements are performed using an in-house
circulating flow rig to evaluate the TO method. The setup
consists of a long rigid tube replaced by a rubber tube inside a
water filled container as illustrated in Fig. 3. The tube is filled
with a blood mimicking fluid [13]. A Cole-Parmer (Vernon
Hills, IL) 75211-60 centrifugal pump controls the fluid flow,

TABLE I
PARAMETERS FOR THE EXPERIMENTAL FLOW RIG MEASUREMENTS.
VALUES MARKED WITH BOLD FACE DENOTES THE REFERENCE SETUP.

Flow Rig Setup Value
Vessel radius 5.7 mm
Center of vessel 16 mm
Peak velocity of flow, v 0.215 m/s
Fixed Scanner Parameters Value
Distance between aperture peaks 6.6 mm
Pulse repetition frequency 1.3 kHz
Speed of sound 1480 m/s

Averaging length
Number of transmit cycles
Transverse lag 1

Value

Number of shots per estimate [4 8 16 31 61]

Transmit focus depth [10 15 20 25 30] mm
Beam-to-flow angle [60 75 90]°
[

1 pulse length (2.4 mm)
6

Varied Scanner Parameter

Center frequency of CFI pulses 3.75 5] MHz
Cole-Parmer Plactic tube
centrifugal

pump Water container

Rigid, metal tube Danfoss|

0 E— 0 MAG

b ! Rubber tube 3000

d=12m

Fig. 3. The flow rig setup with a Cole-Parmer centrifugal pump, an air
entrapment device, a water container with a rubber tube, and a Danfoss MAG
3000 magnetic flow meter. Notice that this figure is not to scale, and that
the entrance length of the tube is more than 1.2 m, enough to ensure fully
developed laminar flow. A fixture can be placed in the water container to keep
the transducer fixed at a known beam-to-flow angle.

and a Danfoss (Sgnderborg, Denmark) MAG 3000 magnetic
volume flow meter is used to measure the actual volume flow.
The transducer can be placed in a fixture and the beam-to-flow
angle can be set to a known value. The fixture can then be
placed in the water container prior to the measurements.

C. Statistics

To investigate the performance of the method, a statistical
analysis is performed on the data collected from the flow rig
setup. It is assumed that the velocity estimates are independent
between depths and between velocity profiles, and that the
volume flow is constant over a measurement sequence.

At each discrete depth in the vessel, the velocity is esti-
mated from a number of emissions. The average, (zy), of
N estimates and the estimated standard deviation, o(zy), is
calculated at each discrete depth as

1 N
o(zk) = 3 2 i) Q)
o) =\ g ) o) @
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Fig. 4. TO estimated lateral velocities for 75 flow profiles with a beam-to-
flow angle of 90° and a center frequency of 5 MHz (top). Mean estimate +
one standard deviation and expected theoretical velocity profile. No attempt
has been made to suppress false velocity estimates at the vessel wall and in
the surrounding water (bottom). Here, B, is 21% and G, is 11%.

where v;(z,) is the ith velocity estimate at the discrete depth
Zk-

To determine the accuracy of the method, the bias, B,
between the mean estimated velocity and the expected velocity,
v, (2k), at each depth can be calculated as

B = 0(zk) = va(zk)- ©)

For better and more straightforward comparison of various
parameter settings, two single measures for the bias and the
estimated standard deviation for a specific velocity profile are
preferred. In order to do so, the estimated variance and the
absolute bias are averaged over the entire vessel and divided
by the peak velocity, vg. The two quantities, the relative mean
absolute bias, B, and the estimated relative mean standard
deviation, &, are given by

1
B = —— B(z 4)
(N Nzk Zk=1| ( k)‘
1 1
- 2
o = —UO —NZk g o(zk)%, 5)

z=1

where NV, is the number of discrete samples within the vessel.
These measures can be used to describe the performance of
the TO estimator.

III. RESULTS AND DISCUSSION

To address the feasibility of a commercial implementation
of the TO method, the obtained results are compared with
those from a simulation study and from the experimental
scanner RASMUS, as previously reported [13], [20]. However,
some parameters as well as the reference setup from the
present study differ from the previous investigations.

Fig. 4 shows the estimated lateral velocity component of
the flow profiles for 75 measurements at a beam-to-flow angle

Number of Shots per Estimate

60 = _f =3.75 MHz
— .50 0
X 20 e -f, =5 MHz

0 20 40 60 0 20 40 60
No. of shots No. of shots

Fig. 5. The relative mean estimated bias, B, and relative mean estimated
standard deviation, G, , for the lateral velocity component for center frequen-
cies of 3.75 and 5 MHz. The error bars indicate the 95% confidence interval
on By, and 7, , respectively.

Transmit Focus

40 40
.20 20
S > N\é
10 ©
0 0
0 10 20 30 40 0 10 20 30 40
Depth [mm] Depth [mm]
Fig. 6. By, and &,, for the lateral velocity component as a function of

transmit focal depth (IN=75).

of 90° and at a center frequency of the transmitted pulse of
5 MHz. It also indicates the mean estimate + one standard
deviation and the expected true velocity. The TO method is
clearly able to estimate the lateral velocity component, which
is not possible with conventional estimators. As expected,
the estimated lateral velocity profile has a parabolic shape.
However, the TO estimator underestimates the velocity. With
the parameter settings given in Table I the relative mean bias,

By, ,1s 21% and the relative standard deviation, o,,,, is 11%.

A. Number of shots per estimate

When the number of shots per estimate is increased, 7,
decreases, as expected, with approximately v/N as illustrated
in Fig. 5. 0,, is lower for 5 MHz than for 3.75 MHz.
Conversely, va is more or less constant, and somewhat larger
for 5 MHz than for 3.75 MHz.

The results for the relative bias and standard deviation, when
increasing the number of shots per estimate, show the same
trend as the previously reported simulations [13]. The simu-
lation results have lower values, but they are simulated with
an infinite SNR, which is not the case in a real measurement
situation. At 32 shots per estimate the simulated results had
a relative standard deviation of 6% at 70°, where this study
showed values of 7% and 10% at 75° with center frequencies
at 5 MHz and 3.75 MHz, respectively. This demonstrates
a similar performance, where it should be noted that the
simulated results were obtained with a center frequency of
7 MHz and a different PSF.

B. Transmit focus

Varying the transmit focus from 10 to 30 mm in 5 mm
increments yields the results shown in Fig. 6, where the F-
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Fig. 7. va and &4, as a function of beam-to-flow angle and for center

frequencies of 3.75 and 5 MHz (IN=75).

number is held constant at 4.0. Byw has a minimum at 15 mm
of 17%, whereas 7, shows no clear significant variation.
The obtained results for changing the transmit focus depth,
show that for the given setup and a specific vessel location,
the lowest bias is obtained with a focus depth of 15 mm. The
15 mm is close to the center of the vessel at 16 mm.
Comparing the results for different transmit focal depths
with the simulations, the trends in the results are comparable.
The optimal depth is a trade off between having a relative
broad lateral extend when focusing beyond the vessel, and not
reducing the SNR by emitting energy over a large area [13].

C. Beam-to-flow angle

Measurements were performed at three different beam-
to-flow angles: 60°, 75°, and 90°. The resulting statistical
measures are shown in Fig. 7.

For a center frequency at 3.75 MHz, the bias increases
with increasing angle, whereas the standard deviation slightly
decreases. For 5 MHz, the bias peaks at 75°, while the standard
deviation is constant. A constant bias over the range of angles
would be desirable, because it would then be possible to
correct for the underestimation with a fixed scaling factor.

The beam-to-flow angle affects the magnitude of the axial
and lateral velocity components. It also effects the bias and
the standard deviation. The simulation results showed almost
constant relative bias from 60° to 90°, whereas the relative
standard deviation dropped from about 7% to 5%. The flow
rig results in Udesen et al. [13] showed the same trend with
a relative bias around 10% and a relative standard deviation
from 4-7% for 32 shots per estimate and a center frequency
of 7 MHz.

Comparing with the present study, &,, was more or less
constant around 11% (5 MHz), and decreasing from 17 to
10% for 3.75 MHz both with 16 shots per estimate. This cor-
responds to the simulations and the results obtained with the
experimental scanner, especially when taking the difference in
number of shots and the variation in PSFs into account.

IV. CONCLUSION

The Transverse Oscillation method has been investigated us-
ing data from a commercial BK scanner. The implementation
was evaluated and the results were compared to previously
reported results from an experimental scanner. The results
were found comparable having the differences in PSFs in
mind. The performance can be improved by introducing a

dynamic receive aperture, by further optimizations of the PSF,
and a potential bias calibration. Hence, the feasibility of a
commercial implementation for real-time estimations of blood
flow vector velocity has been demonstrated.
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Abstract— Medical ultrasound imaging is widely used to visual-
ize blood flow in the human circulatory system. However, conven-
tional methods are angle dependent. The Transverse Oscillation
(TO) method is able to measure the lateral velocity component,
and it has been demonstrated in in vivo measurements of
superficial blood vessels. To broaden the usability of the method,
it should be expanded to a phased array geometry enabling
vector velocity imaging of the heart. Therefore, the scan depth
has to be increased to 10-15 cm. This paper presents suitable
pulse echo fields (PEF). Two lines are beamformed in receive to
obtain lateral spatial in-phase and quadrature components. The
relative mean bias and standard deviation of the lateral velocity
component are computed as performance measures. For the PEF,
the coefficient of variance, CV, of the spectral frequencies, and
the energy ratio, ER, of leakage into negative frequencies are
used as metrics to assess estimator performance. At 10 cm’s
depth for an initial setup, the relative mean bias and standard
deviation are 9.1% and 9.5%, respectively. At a depth of 15 cm,
the values are 20% and 13%, respectively. The PEF metric ER
can be used to assess the bias (correlation coefficient, R: -0.76),
and therefore predict estimator performance. CV is correlated
with the standard deviation (R=0.74). The results demonstrate
the potential for using a phased array for vector velocity imaging
at larger depths, and potentially for imaging the heart.

I. INTRODUCTION

Medical ultrasound is widely used to image blood flow. For
instance, the estimation of blood velocities plays a key role in
diagnosing carotid artery stenosis [1]. However, blood velocity
estimates using conventional color flow imaging or Doppler
techniques are angle dependent. This poses a huge challenge
for quantitatively measuring the magnitude (and direction) of
the blood’s velocity. Several techniques have been proposed
to remedy this. The Transverse Oscillation (TO) method by
Jensen and Munk [2] and the similar approach by Andersen [3]
are two of them. The TO method has shown intriguing in vivo
results of blood vector velocities in superficial vessels using
linear arrays [4], and is a technique close to a commercial
breakthrough [5]. However, the current implementation limits
the scan depth, and hence, prevents imaging of deeper lying
vessels and organs, e.g. the heart. To broaden its usability, the
method should be expanded to phased arrays enabling vector
velocity imaging of the heart. Therefore, suitable pulse-echo
fields (PEFs) with transverse oscillations have to be designed
for depths up to 10-15 cm, and velocity measurements have
to be performed.

The purpose of this paper is to expand the TO method to a
phased array allowing blood flow measurements down to 10 to
15 cm. The theory of the method is briefly stated in Section |1

including the application of the technique for a phased array.
The section also includes a description of measures to evaluate
the performance of the estimator and metrics to evaluate PEFs.
The simulation setup is described in Section Il followed by
the obtained results in Section 1V. The results are discussed
in Section V and the conclusions stated in Section VI.

Il. THEORY

This section describes the theoretical background of the
Transverse Oscillation method for a phased array along with
performance measures and pulse echo field metrics.

A. Transverse Oscillation method

In the following, the generated pressure field using a phased
array is described, followed by beamforming approaches, and
the velocity estimation.

1) Field generation and beamforming: The basic idea in
the TO method is to create a double oscillating pulse-echo
field as illustrated in Fig. 1. This is accomplished by using
special apodization profiles in receive, whereas the transmitted
beam is similar to the one used in conventional velocity
estimation. A derivation of the required apodization functions
and a description of the respective generated fields for the
linear array can be found in [2], [6].

Using the Fraunhofer approximation, the relation between
the lateral spatial wavelength, A, and the apodization function
is

2)\z20
===, €y
where d is the distance between the two peaks in the apodiza-
tion function, z, is depth, and )\, is the axial wavelength.

As (1) shows, the lateral wavelength increases as the depth
increases, if the apodization function is kept constant (d is
constant). To keep a constant lateral wavelength, the aperture
must expand width depth. Using a phased array, the width
is often limited, so instead the spacing between the two
beamformed lines can be increased through depth. Keeping the
apodization function fixed, the two lines can be beamformed
with a fixed angle.

Using the tangent-relation (see Fig. 2) and (1), the angle
between the two lines can be derived as

Az/8 Az
= arctan —. 2
. arctan 2
The transverse oscillations are created in receive, and two
lines are heamformed simultaneously to get the spatial lateral

Ao

0/2 = arctan
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Fig. 1.  Pulse-echo field for the left beam in normalized pressure for the
reference simulation point at a depth of 10 cm.
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Fig. 2. Beamforming approach based on a fixed aperture function with a
fixed angle between beamformed lines corresponding to the increasing spatial
lateral wavelength over depth. The location of the simulation phantom with
a parabolic flow profile and peak velocity, w, is also indicated.

in-phase (1) and quadrature (Q) components (left and right
beam on Fig. 2). The spatial 1Q samples, r ¢, are obtained by

®)

where r; and ¢ are the samples from the left and right beam,
respectively.

For a spacing of 20 mm of the apodization peaks, a center
frequency of 3.5 MHz and ¢ = 1540 m/s, the angle between the
two lines will be 0.63°. At a depth of 10 cm this corresponds
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Fig. 3. The spatio-temporal frequency spectrum (k-space) for the spatio-
temporal 1Q pulse-echo field. Shown as a contour plot of the normalized
amplitude spectrum with 6 dB between contours. Note that the spectrum’s
energy mainly is located in one quadrant.

to A\z/4 = 1.1 mm. The A\, /4 spacing results in spatial 1Q
sampling for the particular modulation frequency.

Along with the two TO lines, a center line can be beam-
formed for conventional axial velocity estimation.

2) Velocity estimation: For a description and derivation
of the estimator used for subsequent calculations, the reader
is referred to [7]. Prior to the velocity estimation, the data
are matched filtered by convolving with the time inverted
excitation pulse. This is followed by stationary echo canceling,
where the mean of N emitted signal is subtracted from each
emission. No discrimination has been performed to distinguish
between the stationary and the moving scatterers.

B. Statistical performance measures

To investigate the performance of the method, a statistical
analysis is performed on the simulated data. It is assumed that
the velocity estimates are independent.

At each discrete depth in the vessel, the velocity is estimated
from a number of emissions. The mean, v(z), of N estimates
and the estimated standard deviation, o(zy), is calculated at
each discrete depth.

For better and more straightforward comparison of various
parameter settings, two single measures for the bias and the
estimated standard deviation for a specific velocity profile are
computed. In order to do so, the estimated variance and bias
are averaged over the entire vessel and divided by the peak
velocity, vo. The two quantities, the relative mean bias, B, and
the estimated relative mean standard deviation, &, are given by

531
I
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where IV, is the number of discrete samples within the vessel.
These measures can to some extend be used to describe the
performance of the TO estimator.

C. PEF metrics

The simulations take a long time to perform to obtain
enough estimates for evaluating the performance of the es-
timator. Therefore, it would be desirable if the performance
to some extend could be predicted from the spatio-temporal
frequency spectrum. Two metrics are suggested as described
in the following.

Ideally, the lateral spatial frequencies of the two added
signals should yield a narrow one-sided spectrum (see Fig. 3)
in the lateral dimension of the 2D spatio-temporal spectrum.
Using temporal 1Q sampled data, or the Hilbert transform, the
spectrum will already be one-sided in the axial dimension.

The mean spatial frequency depends on the aperture func-
tion, i.e. the spacing of the two apodization peaks. The width
of the apodization peaks determine the frequency spread in
the spatio-temporal spectrum, S(f).

One of the metrics used to evaluate the designed PEFs is
the coefficient of variation, C'V, of the spectral frequencies

\/f°° —F2)2S (fa,fo) 2df

j°° S(fz,fo)?dfx
S22 foS(fa,fo)?dfe ©)

22 S(fe,f0)%df =

where C'V is computed at the (temporal) center frequency,
fo, fx is the mean spectral (lateral) frequency, and o ¢, is the
spatial standard deviation. It is hypothesized that this terms is
related to the standard deviation of the velocity estimates.

Furthermore, the estimated mean spatial frequency can be
used in the estimator to yield a more unbiased estimate. This
is due to the fact that the Fraunhofer approximation is not
100% valid.

The second metric is the energy ratio, £'R, computed as

0
/ S(fa. fo)?dfs
ER= (7)

/ S(fsr fo)?dlfs

at the center frequency, fo. This provides information of
the energy leak into the other half of the spatio-temporal
frequency spectrum, e.g. looking at Fig. 3 from positive spatial
frequencies to negative. It is hypothesized that this gives
an estimate of the bias of the velocity profiles. When the
value of ER is 50% the energy is evenly distributed between
both quadrants, and velocity estimation is expected to be
compromised.

I1l. SIMULATION SETUP

The ultrasound simulation program Field 11 [8], [9] was used
for the simulation study. A phased array transducer with the
characteristics shown in Table | was emulated. A blood vessel
(as illustrated in Fig. 2) was modeled as a cylindrical volume
(radius = 6 mm) of moving scatterers surrounded by a block of
stationary scatters in a 2x2x2 cm scatter block. The number of

TABLE |
SIMULATION SETUP

Transducer parameter Value

Transducer Phased array
Number of elements 128

Pitch 0.220 mm
Kerf 0.022 mm
Center frequency 3.5 MHz
Sampling frequency 100 MHz
Fixed simulation parameter Value

Pulse repetition frequency 5 kHz
Speed of sound 1540 m/s
Maximum velocity of blood 1.0 m/s

No. of transmit cycles in pulse 8
Transmit focus (radial depth) 10 cm
Signal-to-noise ratio (SNR) 0o

TABLE Il
VARIED SIMULATION PARAMETERS

Parameter Value
Center of vessel 2345751015 [°]
Scan angle -30 -15 0 15 30 [degrees]

4681012

Hanning, Tukey, Rectangular
Hanning, Tukey, Rectangular
16 48 80 96 112

F# in transmit

Transmit apodization shape
Receive apodization shapes
Space between peaks

Apodization width 8 16 32 64
Number of shots per estimate 4 8 16 32 64
Transverse lag in estimator 12345

scatterers was 6726 to obtain 10 scatterers per resolution cell.
The flow angle was set to be perpendicular to the depth axis
to obtain purely transverse flow at a scan angle of 0 degrees.
When scanning at angles different from zero the scatter block
was translated to the new position (not rotated).

The fixed simulation parameters are listed in Table I as well.
To investigate the performance under optimal conditions, no
noisy was added to the simulated data, hence the SNR of oo

Table Il lists the parameters that where varied in the
simulation study. A number of initial conditions were used to
form a starting point in parameter space as indicated with bold
face in Table Il. During this study, the different parameters
were kept fixed at their starting point (unless otherwise stated),
and only the parameter under investigation was varied. Every
simulation setup was repeated 20 times.

For the apodization shapes, the Hanning, the Tukey, and the
rectangular shapes can be modeled as Tukey windows with
ratio of tapers as 1, 0.5, and 0, respectively. When testing the
space between the receive apodization peaks, the apodization
width was set to 16 elements instead of 32 elements as in the
rest of the study in order to increase the possible spacing. At
a depth of 10 cm these spacings, [16 48 80 96 112] elements,
correspond to A, = [25 8.3 5.0 4.2 3.6] mm. When testing the
width of the receive apodization peaks, the spacing between
the peaks was set to 64 instead of the 96 in the rest of the
study, as there is only 128 elements in the transducer.

The flow was modeled to be laminar with a parabolic flow
profile (see Fig. 2) given by

o= (12 .
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Fig. 4. [Left] Transverse velocity estimates from 20 realizations. [Right]
the mean estimate plus/minus one standard deviation. Note that no effort has
been made to remove the estimates outside the vessel

where r denotes the radial position, R is the radius of the tube,
and v is the maximum velocity at the centre of the tube.

The beamformed data are matched filtered and mean station-
ary echo canceling is performed prior to velocity estimation
as previously described.

IV. RESULTS
A. Initial point

Initially, the simulation phantom is positioned at a (radial)
depth of 10 cm at a scan angle of 0°. The transmit apodization
of the transducer is a Hanning function with a width corre-
sponding to a F-number of 10. The two receive apodization
shapes are two Hanning functions with widths of 32 elements
(7.0 mm) spaced 96 elements (21 mm) apart. The number of
shots per estimate, IV, and the transverse lag, &, are parameters
that only affect the estimator itself, and they are 32 and 1,
respectively.

The lateral velocity estimates, v,, from the 20 realizations
are shown in Fig. 4 on the left. The 20 realizations closely
follow the ground truth, as illustrated on the right panel
showing the mean of the 20 realizations plus/minus one
standard deviation. With these settings the relative mean bias,

B,,, 15 9.1% and the relative standard deviation, &, , is 9.5%.

B. Parameter study

1) Physical parameters. The effect on performance mea-
sures when changing the position of the phantom in terms
of (radial) scan depth and scan angle is illustrated in Fig. 5.
B,, is closet to zero at a depth of 7.5 cm. With the given
setup, the estimator underestimates velocity at low depths, and
overestimates at large depths. &, increases with depth. For
Bvx, the performance decreases when steering the beam away
from 0°.

2) Transmit parameters: On the transmit side, the F-
number and the shape of the apodization has been varied.
There is no real difference between the performance measures
for the different transmit types. For the given setup, the most
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Fig. 5. Performance measures for different scan depths and scan angles.
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By, [left] and C'V & 6, [right]. The correlation values are -0.76, and 0.74,

respectively.

accurate and precise velocities estimates are obtained with a
F-number of 6 as shown in Fig. 6.

3) Receive parameters: As mentioned, the receive apodiza-

tion creates the transverse oscillations in the pulse-echo field.
The result of changing apodization functions, width, and
position is depicted in Fig. 7. Decreasing the peak spacing
below a certain point yields a significant degradation of B,,,,
illustrating that the estimator gets increasingly biased, and is



unable to estimate the velocity accurately. However, &, is
not affected. For the given reference setup (at 10 cm’s depth),
changing the width of the peak has no influence on the two
performance measures. Using different receive types yielded
the same trends as for the transmit case (data not shown).

4) Estimator parameters. As Fig. 8 illustrates, increasing
the number of shots per estimate decreases &, with ap-
proximately the expected 1/+/N. Also B, decreases. The
transverse lag can be increased to k& = 3 without affecting
performance, thereafter aliasing increasingly occurs.

C. Performance measures

To test the hypothesis whether there are a correlation be-
tween the PEF metrics and performance measures, the values
are plotted in Fig. 9. The correlation coefficients are -0.76 for
ERand B,,. For CV & &,, the value is 0.74. In both cases,
the values indicate that there is a correlation. For the latter, 2
outliers have been removed. The criteria is the energy ratio, i.e.
the energy leak. The cut-off is set remove data points where
ER >33%. When 50%, the energy is located in both halves
of the spectrum. A value slightly lower than this is selected
to ensure that energy leak into the other quadrant is limited,
so that the velocity is estimated without too much bias.

The correlation coefficients indicate that there is a correla-
tion between the PEF metrics and the performance measures.
Hence, the PEF metrics can be used as an initial assessment
of the expected estimator performance. The PEF metrics can
be readily computed opposed to the simulated velocity data
and the derived performance measures.

V. DISCUSSION

As the depth increases, the transverse spatial frequency
decreases and thereby affecting the precision of the estimator.
The bias is negative at low depths and positive at large depths
for the current setup. A more unbiased estimate might be
obtained, if the actual spatial wavelength was used and not the
theoretically derived one, either by estimating it or deriving it
from the pulse-echo field. Furthermore, training the estimator
on data set could provide bias correction terms for different
setups. The underlying assumption is that the bias is constant
and deterministic for a given spatial location with a specific
setup.

There are some performance issues at increasing steering
angle, but they might be resolved with further optimization of
the pulse-echo field taking the increasing steering angle under
consideration.

It can be noted that the transmit F-number can be optimized
for the depth. The apodization types (transmit and receive)
did not significantly affect performance. However, the dif-
ferent combinations should be investigated, especially having
two rectangular apodizations. The larger the area under the
apodization functions, the better SNR can be obtained in a
noisy environment.

Performance decreases when peak separation in receive
decreases, due to a lower spatial frequency. Additionally, a
poorer spatial resolution is obtained. The apodization width
affects C'V, however, does not seem to affect 5, .

Because of the decreasing spatial frequency through depth,
the velocity range increases with depth. However, the estimator
appears to be unaffected within its velocity range.

The PEF metric ER is correlated with E}UI and can be
used to predict when the performance of the estimator will
deteriorate due to a poor PEF and corresponding spatio-
temporal spectrum. C'V' can to some extend give a hint of
the magnitude of 5, .

Overall, the estimator is not very sensitive to small changes
in parameter settings. In some cases the performance degrades
in the sense that the velocities are not estimated correctly,
however, this is done consistently as the standard deviation is
not affected. In some cases, the degradation can be predicted
by calculating E'R of the PEF. In general, a lot can be learned
by investigating the PEF prior to simulation and optimizing it.

VI. CONCLUSION

Various parameters have been investigated around a refer-
ence point at 10 cm’s depth where va is 9.1% and 5, Iis
9.5%. Overall, the estimator is not very sensitive to minor
changes in the setup. At a depth of 15 cm, it was possible to
estimate the lateral velocity with B, and &, being 20% and
13%, respectively. This demonstrates that in simulation with-
out noise, the velocity can be estimated at 10-15 cm’s depth
with standard deviations on par with conventional estimators.

The results are encouraging for further development and for
obtaining measured velocity data. And potentially, for imaging
the heart with phased array vector velocity imaging.
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Abstract— A method for estimating the 2D vector velocity
of blood using a phased array transducer is presented. The
approach is based on the Transverse Oscillation (TO) method.
The purpose of this work is to expand the TO method to a
phased array geometry. The purpose is to broaden the potential
clinical applicability of the method. A phased array transducer
has a smaller footprint and a larger field of view compared
to a linear array, and is therefore more suited for e.g. cardiac
imaging. The method relies on suitable transverse oscillating
fields, and a beamforming strategy employing diverging TO
beams is proposed. The implementation of the TO method on
a phased array transducer for vector velocity estimation is
evaluated using Field II simulations and flow-rig measurements
acquired using the experimental scanner SARUS. The vast
number of calculations needed to perform flow simulations makes
the optimizing of the TO fields a cumbersome process. Therefore,
three performance metrics are proposed. They are calculated
based on the complex TO spectrum of the combined TO fields.
It is hypothesized that the performance metrics are related to
the performance of the velocity estimates. The simulations show
that the squared correlation values range from 0.79 to 0.92
indicating a correlation between the performance metrics of the
TO spectrum and the velocity estimates. As these performance
metrics are much more readily computed, the TO fields can
be optimized faster for improved velocity estimation of both
simulations and measurements. For simulations of a parabolic
flow at a depth of 10 cm, a relative (to the peak velocity) bias
and standard deviation of 4% and 8 %, respectively, are obtained.
Overall, the simulations show that the TO method implemented
on a phased array transducer is robust with relative standard
deviations around 10% in most cases. The flow-rig measurements
show similar results. At a depth of 9.5 cm using 32 emissions per
estimate, the relative standard deviation is 9% and the relative
bias -9%. At the center of the vessel, the velocity magnitude is
estimated to be 0.251+0.023 m/s compared to an expected peak
velocity magnitude of 0.25 m/s and the beam-to-flow angle is
calculated to be 89.31+0.77° compared to an expected angle value
between 89° and 90°. For steering angles up to + 20 degrees, the
relative standard deviation is below 20%. The results also show,
that a 64 element transducer implementation is feasible, but with
a poorer performance compared to a 128 element transducer. The
simulation and experimental results demonstrate that the TO
method is suitable for use in conjunction with a phased array
transducer, and that 2D vector velocity estimation is possible
down to a depth of 15 cm.

I. INTRODUCTION

For decades medical ultrasound imaging has been used to
image blood flow in the human circulatory system, and mea-
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surements of the blood velocity play a key role in diagnosing
various cardiovascular diseases [1]. Clinical diagnostics, how-
ever, are still based on angle-dependent 1D velocity estimates.

Moreover, it is important to bear in mind that blood flow
directions in the human blood vessel rarely (if ever) are
constant over time, as the velocities vary as a function of time
and space as exemplified by the results presented in [2].

Several techniques have been proposed to remedy the angle
dependency. Fox suggested a multibeam method [3], and
variations of this methods by other authors have been reviewed
by Dunmire et al. [4]. The multibeam methods often struggle
with small angle differences at larger depths. More recently,
Tortoli et al. [5] suggested a method for estimating the Doppler
angle for angle compensation of the velocity estimates. This
method assumes the same flow angle throughout the region of
interest. The speckle tracking technique suggested by Trahey
et al. [6] has been widely used for motion estimation. This
method is computationally very demanding. Newhouse et
al. proposed an approach based on the transit-time spectral
broadening effect [7], but this method has difficulties finding
the lateral velocity component reliably. Bonnefous suggested
using a number of beamformers working in parallel [§],
however, this method degrades when the flow is not parallel
to the beamformed lines. Jensen [9], [10], therefore, suggested
a directional beamforming approach, but this method is com-
putationally demanding as well. Another method proposed for
estimating both the axial and the lateral velocity component is
the Transverse Oscillation (TO) method suggested by Jensen
and Munk [11]. This method introduces a lateral oscillation in
the receive field, which allows the estimation of the transverse
velocity component. A similar lateral modulation approach
was suggested by Anderson [12], and more recently, Sumi
has described another lateral modulation approach [13]. The
TO method has been investigated using a linear array [14]
and in vivo examples of blood vector velocities in superficial
vessels using a linear array have been demonstrated [15].
The applicability for a commercial implementation has been
demonstrated [16], and 2D velocity data from a commercial
implementation has been used for investigating flow patterns
in various vessels [2]. So far, only experiments on linear arrays
have been conducted. Liebgott et al. [17] have used the TO
method in combination with a phased array transducer for
estimating tissue motion for elastography, whereas the focus
of this paper is vector velocity imaging, where the motion is
much larger.

The aim of this paper is to expand the TO method for
velocity estimation to a phased array and to increase the
penetration depth of the method. The paper also suggests a
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Fig. 1. PEFs in normalized pressure at a fixed depth of 100 mm when the

steering angle of the transmitted beam is 0° (see Fig. 2). (a) is for the left TO
beam: hpe 1ot (2, t). (b) is for the right TO beam: hpe right (2, t). Note that
a conventional PEF for axial velocity estimation will not have oscillations
in the lateral dimension. hpe jeft(%,t) and hpe right(,t) are defined in
Section II-B and calculated using Field II with the standard parameter settings
described in Section IV-A.

number of performance measures to evaluate the performance
of the TO method. The initial work of this paper was presented
in [18]. This paper presents a more thorough investigation of
the suggested performance measures, and uses larger data sets
to obtain the conclusions.

Expanding the TO method to a phased array geometry re-
quires suitable pulse-echo fields (PEFs) with transverse oscil-
lations. Three performance measures are suggested to evaluate
the created double-oscillating fields, and they are compared
with performance measures of the velocity estimates.

The important theoretical concepts are briefly stated in Sec-
tion II including the application of the technique for a phased
array. Section III describes the measures used to describe
the performance of the TO estimator, and the measures used
to evaluate the designed PEFs. Simulations are performed
to demonstrate the feasibility of the implementation and are
presented in Section IV. Measurement setup and results are
described in Section V. The simulation and measurement
results are discussed in Section VI, and the conclusion is given
in Section VII.

II. THE TRANSVERSE OSCILLATION METHOD

This section provides a brief description of the TO method
for 2D velocity estimation using a phased array transducer.

A. A Double Oscillating Field

The basic mechanism that allows the traditional estimation
of axial velocities, is the axial oscillations in the transmitted
ultrasonic pulse. Using the same principle, an introduction
of a transverse oscillation in the ultrasound field generates
received signals that depend on the transverse oscillation, i.e.
the lateral modulation. If this lateral modulation frequency is
known, the velocity can be estimated. An example of a PEF
with oscillations in both the axial and the transverse direction
is illustrated in Fig. 1.

B. Field Generation and Beamforming

The pulse-echo field is the combined transmit-receive pres-
sure field. It depends on the transducer geometry, the trans-
ducer impulse response, the excitation waveform, the transmit
apodization, and the receive apodization. The field can be
obtained in the focus or in the far field by means of the
Fraunhofer approximation that relates the aperture functions
to the field. Alternatively, as in this paper, the ultrasound
simulation tool Field II [19], [20] was used.

To create the double oscillating pulse-echo fields in Fig. 1,
only the receive apodization has been changed into special
receive apodization profiles compared to a typical setup for
conventional axial velocity estimation. What characterizes the
receive apodization are two peaks (in some shape) spaced a
given distance apart, as exemplified in Fig. 2.

The transmitted beam is a standard focused beam with eight
cycles in the excitation pulse. The transmit apodization is prac-
tically the same as the one used in conventional axial velocity
estimation using a phase shift estimator, e.g. a rectangular or
a Hanning apodization of the transmitting aperture.

A derivation of the required apodization functions and a
description of the respective generated fields for the linear
array can be found in [11], [14], [21], which states that the
transverse oscillation period is given by

Ao =202, M
where 2 is the depth, d the distance between the two peaks in
the aperture function, and )\, is the axial wavelength. It should
be noted, that when the steering angle, 6y, is different from
0°, the effective aperture width and d decreases with a factor
of cos 6. This is taken into consideration when evaluating (1),
although the effect is small for small steering angles.

Two beams are beamformed in parallel in receive from
one emission as depicted in Fig. 2. To obtain a spatial
quadrature signal for transverse velocity estimation, the two
lines are separated by a distance of A, /4. Considering (1), it
is clear that the theoretically derived A, increases with depth,
unless d increases accordingly. While increasing d in the
receive apodization function to maintain a constant A, often is
possible for a linear transducer at shallower depths, the width
of a phased array transducer is limited. In addition, the best
performance at each depth is obtained by separating the TO
peaks as much as possible, which yields the smallest transverse
wavelength and best spatial resolution. In the case where
the apodization function is kept constant (i.e. d is constant),
the lateral wavelength increases with depth, however, at each
depth, the best possible transverse wavelength is obtained.
Keeping the apodization function fixed, the two TO lines can
be beamformed with a fixed angle instead of a fixed lateral
distance.

Using the tangent-relation (see Fig. 2) and (1), the angle,
010, between the two lines can be derived as

Ae/8 = 2arctan L, )

Oro = 2 arctan
To Z0 4de

where d. is the effective distance between the TO peaks in
the apodization function calculated as d. = dcosfy. So for
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Fig. 2. Beamforming approach based on a fixed receive apodization function
with a fixed angle between beamformed lines. This angle corresponds to
the increase of the spatial lateral wavelength with depth. The simulation
phantom with a parabolic flow profile and peak velocity magnitude, v, is also
indicated. For the simulations described in Section IV, the vessel direction is
changed, so that the flow direction by default is perpendicular to the steered
beam, i.e. the vessel is only parallel to the transducer surface in the case
above where the steered beam coincides with the z-axis. This means, that
only the transverse velocity component contributes to the velocity magnitude
as the axial velocity is 0 m/s. On the other hand, when investigation the effect
of different beam-to-flow angles, the vessel was rotated around its center, so
that an axial velocity component is present for beam-to-flow angles different
than 90°. In the measurements presented in Section V, however, the vessel is
fixed and parallel to the transducer regardless of the direction of the steered
beam (contrary to the simulations). Therefore, the axial velocity component
contributes to the velocity magnitude, when the steering angle is different
than 0°.

the phased array, instead of beamforming the TO lines with a
fixed lateral distance, they diverge with a fixed angle.

The two TO lines are beamformed in parallel with dynamic
focusing in receive, as opposed to the triangular focusing
profiles originally presented in [21], where the focusing was
obtained by steering plane waves so that they intersected at
the point of interest by means of triangular delay curves.

Often, a center line will be beamformed in parallel as well
for conventional axial velocity estimation.

With the two TO beams beamformed at \, /4, the spatial
quadrature signal is given by [22]

Tsq (t) = Tleft (t) + jrright (t);

where 7ier; and 71 are the samples at time ¢ from the left
(T'Oett) and right (T'Oyigne) beams, respectively. To obtain
the corresponding temporal quadrature signal, 74, the data
can either be sampled as in-phase and quadrature components
directly, or by using the temporal Hilbert transform (7 {e})
on Tgq
th(t> = %{qu} = J{ree (1) } +jﬁ%p{rright (t)}-
Similarly, the PEFs at a given depth of interest for the left
and the right TO beam are hpe jeft (%, t) and hpe right (%, ), and
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Fig. 3. The amplitude spectrum of the 2D spatio-temporal frequency
spectrum, S(fz, ft), of the PEFs in Fig. 1 when combined as described in
(3). Note that the energy is mainly located in the fourth quadrant. The first and
second quadrant are not shown, as the energy is zero for negative temporal
frequencies due to the analytical signal by use of the Hilbert transform.

the combined field is calculated as

hpe,comb (.%', t) =
hpc,lcft (x, t) + j%{hpc,lcft (‘/E7 t)}
+ _] (hpe,right (:1:: t) + jt%d{hpe,right (:1:7 t)}) . (3)

The 2D spatio-temporal frequency spectrum is then calculated
as

S(fl7ft)

where f, and f; are the spatial (transverse) and temporal
(axial) frequencies, and Fop{e} denotes the 2D Fourier
transform. The amplitude spectrum of S(f, f;) for the PEFs
given in Fig. 1 is illustrated in Fig. 3.

Based on S(fz, fi) an estimated value of the mean trans-
verse wavelength, \., at the given depth of interest can be
obtained as 1/f,, where f, can be computed as

fa/2 fss/2
/ y / S s
NG @
/ [ sthsranar
fo/2J = faos/2

where f, is the temporal sampling frequency and fss is the
spatial sampling frequency.

Additionally, e =1 / fz from (4) can be used instead of \,
from (1) in (2), however, it requires that )\, has been estimated
prior to the beamforming stage.

- gZQD{hpe,comb ($7 t)}a

C. Velocity Estimation

The estimation of the transverse velocity, v,, follows the
one presented in [22]. Based on the spatial quadrature, 74,



and temporal quadrature, 4, signals, two new signals, 71 and
r9, can be generated

1 (t) = rsq(t) +j7’tq(t),
ra(t) = req(t) — jreq(t)-

The transverse velocity is then calculated by

As
e ok Ty
arctan (%{RMW{RM)} + %{Rawm{m(k)})
R{R: (k) }R{R2(k)} — S{R (k)}S{R2(K)} )’

®)

where T,,¢ is the time between two emissions, R (k) is the
complex lag k autocorrelation value for r1(k), and Ro(k) is
the complex lag autocorrelation k value for ro(k). R{e} de-
notes the real part, and S{e} the imaginary part. The complex
autocorrelation is estimated over N emissions. RF averaging
is performed by averaging the autocorrelation estimate over
the length of the excitation pulse [22], [23].
The aliasing limit of the transverse velocity is

1 A
A KT,y

The axial velocity component is calculated using an auto-
correlation estimator as suggested by Loupas et al. [23] with

RF averaging as
As S{R(k)}
T omak Ty O <§R{R(k) )

where R(k) is the autocorrelation of the center line at lag k.

©)

Vg, max =

Vy =

III. PERFORMANCE MEASURES

This section describes the performance measures used to
evaluate the TO estimator based on the velocity estimates and
the designed PEFs.

A. Velocity Estimates

To investigate the performance of the TO method, the
average behaviour over a number of velocity estimates is
investigated. It is assumed that the velocity estimates are
independent.

At each discrete depth, zj, in the vessel, the velocity is
estimated from a number of emissions. The mean, o(zy), and
the estimated standard deviation, o(z), of N estimates are
computed at each discrete depth. Also, the bias, B(zy), and
the root mean square error, Frms(2r), are calculated as

B(zr) = v(zk) — ve(2k),

1

N

Erwms(zk) = (vi(2r) — ve(z1))?,

hE

=1

where v;(zj) is the ith estimated velocity profile and v; is the
true velocity profile.

For a better and more straightforward comparison of var-
ious parameter settings, three single measures for the bias,
the standard deviation, and the root mean square error are

computed. Therefore, B, o, and Erys are averaged over the
entire vessel and divided by the peak velocity magnitude, vg.
The three non-dimensional quantities, the relative mean bias,
B, the relative mean standard deviation, &, and the relative
root mean square error, ERMS, are given by

~ 1
B= VN, Z;IB(Zk),
1 1
0= v \| NV, zkzzlo.(Zk)27
N,
Froas = — | — > Erus(z)?,
vo\ N, =

where V., is the number of discrete samples within the vessel.
These measures are used to describe the performance of the
TO estimator.

B. 2D Spatio-Temporal Frequency Spectrum

If the performance of the velocity estimator can be predicted
from the spatio-temporal frequency spectrum, the design of
suitable PEFs will be made easier. Three metrics are suggested
to characterize the combined PEFs based on the corresponding
2D spatio-temporal Fourier domain.

The advantage of the suggested performance metrics based
on the TO fields and their corresponding TO spectrum is that
they can be more readily obtained. They can be obtained
based on the TO fields which require much less calculations
compared to a simulation study of moving scatterers. The
TO fields can be estimated based on 100 points (scatterers)
for each TO line, whereas a speckle phantom may require
a factor of 100 or 1000 more scatterers for just one TO
line for one emission. This number must then be multiplied
with the number of emissions per estimate and the desired
velocity profiles. Therefore, it preferable to optimize the TO
method based on these performance metrics compared to
on the obtained velocity estimates. For this to work, the
performance metrics from the TO fields must be correlated
to the performance of the velocity estimator. The following
defines and describes the three performance metrics and states
what performance measure of the velocity estimates that they
are hypothesized to correlate with.

Ideally, the lateral spatial frequencies of the 2D spatio-
temporal frequency spectrum, S(fz, f:), should yield a narrow
one-sided spectrum (see Fig. 3) in the lateral dimension of
S(fz, ft). Using temporal IQ sampled data or the Hilbert
transform to generate analytical signals, the spectrum will
already be one-sided in the axial dimension.

The mean spatial frequency depends on the aperture func-
tion, i.e. the spacing of the two apodization peaks as described
in (1). The width of the apodization peaks determine the
frequency spread in the spatio-temporal spectrum, S(f., f»).

One of the measures used to evaluate the designed PEFs is
the coefficient of variation, c,, of the spatial lateral frequen-

cies, fi, o
xr

fa

Cy



where f, is the mean spatial (lateral) frequency given in (4),
and o, is the standard deviation of the spatial frequency given

by
/f / 2 /f ss / 2
fs/2J =Ffss/ 2
Tfe = /fs/2 /fss/z
Js/2J—fss/2
It is hypothesized that ¢, is related to the standard deviation
of the velocity estimates, where an increase in ¢, should result
in an increase in standard deviations
Based on the simulated A\, = 1/f, and the theoretically

predicted lateral wavelength glven in (1), the relative bias of
A, can be estimated as

f:v)z (f$7 f0)2 df$d.ft

S(fus fo)? dfed fy

This bias arises due to the fact that the Fraunhofer approxima-
tion is not entirely valid. A positive bias is expected to induce
a negative bias on the velocity estimates. The mean transverse
wavelength, Mz, can be used in the estimator to yield a more
unbiased estimate. Furthermore, ), instead of A, can be used
in (2) to expectedly reduce the bias on the velocity estimates.
The third measure is the energy ratio, E,., computed as

fs/2 0
/‘ [ st poranadt,
fs/2J—fss/2
fs/2 pfas/2 '
/ [ st aras,
fs/2J = fas/2
This provides information of the energy leak from the right
half plane to the left half plane of the 2D frequency spectrum.
Fig. 3 serves as an illustration of the energy leak from
positive spatial frequencies to negative spatial frequencies.
It is hypothesized, that this gives an estimate of the overall
performance of the TO velocity estimator. If the value of F,.
approaches 50%, the amount of energy in both quadrants is
increasingly the same, and velocity estimation is expected to
be compromised, because the spatial quadrature approach has

failed. Therefore, it is hypothesized that the relative mean
standard deviation and ERr\g increase as F,. increases.

IV. SIMULATIONS

Simulated data are used to evaluate the implementation of
the TO method on a phased array. First, an initial example
is constructed with a sensible choice of parameter settings.
Afterwards, several parameter settings are varied around this
initial operating point to investigate their effect on the perfor-
mance of the estimator, which will provide an indication of
the robustness of the method.

This section presents the simulation setup, the data genera-
tion and processing, and the results.

A. Simulation Setup

The ultrasound simulation program Field II [19], [20] was
used for the simulation study. A phased array transducer with
the characteristics shown in Table I was emulated. A blood

TABLE I
TRANSDUCER PARAMETERS

Parameter Value

Transducer type Phased array
Number of elements 128

Pitch 0.220 mm
Kerf 0.022 mm
Element height 15 mm
Center frequency 3.5 MHz

3 cycle sinusoid
(Hanning windowed)
85 mm

Impulse response

Elevation focus

TABLE II
FIXED SIMULATION PARAMETERS

Parameter Value
Sampling frequency 100 MHz
Pulse repetition frequency 5 kHz
Speed of sound 1540 m/s
Maximum velocity of blood 1.0 m/s
No. of transmit cycles in excitation pulse 8 cycles
Transmit excitation window Hanning
Transmit focus (radial depth) 10 cm

vessel, as illustrated in Fig. 2, was modeled as a circular
cylindrical volume (radius = 6 mm, length = 20 mm) of moving
scatterers surrounded by a block of stationary scatterers in a
20mm x 20 mm X 20 mm volume.

The flow was modeled to be laminar with a parabolic flow
profile given by

7,2
o) = (1- 5 ) a

where r denotes the radial position, R is the radius of the tube,
and vy is the maximum velocity at the center of the tube.

The resolution cell size was conservatively calculated as
A. - FWHM,, - )\, /4, where the full-width-half-max (FWHM)
in the elevation direction was calculated as FWHM,, = A F#,
yielding approximately 1.2 mm?. Consequently, the number of
scatterers was set to 80000to obtain at least 10 scatterers
per resolution cell, which ensures fully developed speckle
signals [24]. The flow angle was set to be perpendicular
(90°) to the depth axis to obtain purely transverse flow at
a steering angle of 0°. When scanning at steering angles
different from 0°, the scatterer block was rotated around
(z,y,2) = (0,0,0) m according to the steering angle - i.e.
even at steering angles different than 0° no axial velocity
component was present. However, at beam-to-flow angles
different from 90°, an axial velocity component was present.
See also explanation in Fig. 2.

The fixed simulation parameters are listed in Table II. At a
depth of 10 cm, the lateral wavelength was 4.1 mm, and the
maximal detectable velocity with the given pulse repetition
frequency was 5.15 m/s using (6). The peak velocity of 1 m/s
was therefore only at about 20% of the aliasing limit.

Table III lists the parameters that were varied in the simula-
tion study. A number of initial conditions were used to form a



TABLE III
VARIED SIMULATION PARAMETERS

Parameter Value

2557510 12.5 15 [cm]
2.557.510 12.5 15 [cm]
[-45:5:45] (0) [°]
[60:5:120] (90) [°]
4681012

Hanning, Tukey, Rect
Hanning, Tukey, Rect

33 49 65 81 97 [elements]
8 16 32 64 [elements]

4 8 16 32 64 [emissions]
12345

30369 12 co [dB]

Scan depth (transmit focus at scan depth)
Scan depth (fixed transmit focus at 10 cm)
Steering angle

Beam-to-flow angle

F# in transmit

Transmit apodization shape

Receive apodization shapes

Spacing between TO apodization peaks
Width of TO apodization peaks

Number of emissions per estimate

Lag in acquisition time

SNR

starting point in the parameter space as indicated with boldface
in Table III. During this study, the different parameters were
kept fixed at their starting point (unless otherwise stated),
and only the parameter under investigation was varied. Each
simulation setup was repeated 100 times with random initial
scatterer positions.

A few comments to some of the parameters in Table III
is given here: For the different scan depths, the center of the
vessel was placed at the given scan depths. In one case, the
transmit focus depth was the same as the scan depth, and
in the other, the transmit focus depth was fixed at 10 cm
for all scan depths. For the apodization shapes, the Tukey
window had a ratio of taper of 0.5. At a depth of 10 cm,
the spacing of [33 49 65 81 97] elements corresponded to A,
= [12.1 8.2 6.2 5.0 4.1] mm. For the TO apodization peak
width investigation, the spacing was 65 elements (not 97),
so that a TO peak width of 64 elements could be obtained.
The lag in acquisition corresponded to effectively lowering the
pulse repetition frequency by the given factor. According to
the previous calculation of the aliasing limit, the peak velocity,
vg, with the given lag values, was at approximately [20 40
60 80 100] % of the aliasing limit of the transverse velocity
estimator. As default, the SNR was oo, i.e. no noise was added.
When changing the SNR, zero mean white Gaussian noise was
added to the beamformed RF signals prior to the matched
filtration. The matched filter improved the SNR by 18 dB,
and the resulting SNR after matched filtration is listed in the
table.

B. Data Generation and Processing

M-mode lines were simulated with Field II. The flow lines
were matched filtered by convolving them with the time-
reversed excitation pulse, and, if echo cancelling was enabled,
mean stationary echo canceling was performed by subtracting
the ensemble mean of N flow lines. Afterwards, the velocity
estimation with RF averaging was employed as described in
Section II-C. In addition, the PEF was simulated and the 2D
spatio-temporal frequency spectrum was calculated.

Subsequently, the performance measures listed in Section I1I
were computed for both the velocity estimates and the 2D
spatio-temporal Fourier domain. For the velocity estimates,
the relative mean bias and standard deviations were averaged

over the entire vessel - expect for the outer 1 mm at either
end of the vessel to reduce edge effects.

C. Simulation Results

Initially, the simulated flow phantom was positioned at a
(radial) depth of 10 cm at a steering angle of 0°. The transmit
apodization of the transducer aperture was a Hanning function
with a width corresponding to a F-number of 10. The two
receive apodization shapes were two Hanning functions each
32 elements (7.0 mm) wide, and spaced 96 elements (21
mm) apart. These parameters affected the beamforming of the
flow lines. The number of emissions per estimate, [V, and the
acquisition lag (i.e. the lag in the pulse repetition frequency),
kpry, are parameters that only affected the velocity estimator,
and they were 32 and 1, respectively. Similarly, changing the
flow angle only affected the estimated velocities.

The estimates of the transverse, v,, and axial, v, velocity
components from the 100 realizations are shown in Fig. 4.
The velocity is fully transverse, hence, no axial velocity is
present. This is reflected in the figure. The axial velocity
component is estimated using a conventional axial velocity
estimator, and is therefore not investigated further. With the
standard settings, the relative mean bias, sz, was -5.0% and
the relative standard deviation, &, , was 7.9% without echo
cancelling. With echo cancelling, va, was 3.8% and &, was
7.8%. Although not considered further, for comparison it can
be noted that no axial bias is present, and that the standard
deviations for the axial velocity estimates are about an order of
magnitude smaller than for the transverse velocity estimates.

The effect on the performance measures when changing the
position of the simulated phantom in terms of (radial) scan
depth is illustrated in Figs. S5a and 5b. Fig. 5a shows the result
when the transmit focal depth follows the phantom position,
and Fig. 5b the results of having a fixed transmit focus at a
depth of 10 cm. No large difference between the two types of
focusing exists. The relative mean standard deviation increases
with depth, and also the relative mean bias is depth dependent.
With echo cancelling sz increases, whereas without echo
cancelling va is closest to 0% at around 75 mm for both
transmit foci. As the depth increases, an increasing difference
between B, with and without echo cancelling is visible.

At a depth of 15 cm, sz and &,, was 8.5% and 10%,
with echo cancelling and transmit focus at 15 cm. For the
fixed transmit focus at 10 cm and using echo cancelling, sz
was 14% and o, was 11%.

The effect of changing the steering angle (and also rotating
the phantom), is visible in Fig. 5c. The &, is lowest at a
steering angle of O degrees with a value of 8.1% and increases
with increasing steering angle. At +45° &, is 11%. Without
echo cancelling sz ranges from -1% to -7% without a clear
trend. However, with echo cancelling, va is 3.3% at 0° and
increases to 17% at +45°. The difference between the relative
mean bias with and without echo cancelling increases when
steering away from 0°.

Regarding the beam-to-flow angle, the results are shown in
Fig. 5d. The relative mean standard deviation is lowest at 90°
(8.3%) and highest at either 60 or 120° with an approximate
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Fig. 4. Transverse, vy, and axial, v, velocity estimates from 100 simulated realizations (column 1 and 3) and the mean and the standard deviation (column
2 and 4). Top panels (row 1) are results without echo cancelling, and bottom panels (row 2) with echo cancelling. Note that the velocity range on the y-axis
has been decreased with a factor 10 for the axial velocities (column 3 and 4) compared to the transverse velocities (column 1 and 2).

value of 23%. The relative mean biases are more or less
the same with and without echo cancelling except at values
close to 90°. At 90° the difference is largest. Without echo
cancelling there is no large variation in B%, whereas with
echo cancelling, a noticeable jump at a beam-to-flow angle of
90% can be observed.

On the transmit side, the F-number of the transmitting
aperture was varied. The results can be seen in Fig. Se, which
shows that the F-number has only a small effect on both B,,,
and 0,,. The best performance is obtained at a transmit F-
number of 6.

Combining the three different apodization shapes for the
transmit aperture and receive aperture yields the results shown
in Fig. 5f. With the given (reference) spacing of the TO peaks,
the apodization type does not affect &, or sz.

As mentioned, the receive TO apodization creates the trans-
verse oscillations in the PEF. The result of changing the
TO apodization peak spacing and width provides the results
presented in Fig. 5g and Fig. 5h, respectively. Increasing
the spacing between the two TO apodization peaks reduces
&,, with and without echo cancelling and B, with echo
cancelling. The performance increase (reduction in &,,) is
larger when the spacing is lower than 64 elements. With a
spacing of 32 elements, only 64 elements are used in receive

with &, being 25% and B,, being 33%. These values are
most likely not optimal for a 64-element transducer, where a
smaller width of the TO apodization peak, and hence larger
spacing of the TO apodization peak, is expected to be better.

As Fig. 5i illustrates, increasing the number of emissions per
estimate decreases &,,, with approximately 1/ VN as expected.
Without echo cancelling, sz is not affected, however, with
echo cancelling, va drops from 33% to -1.2%.

Changing the acquisition lag (i.e. lowering the effective
pulse repetition frequency) lowers the relative standard de-
viation, because the peak velocity gets closer to the aliasing
limit. This can be observed from Fig. 5j. When k,,,.r = 4, vg is
at about 80% of the aliasing limit. For k. = 5, vg is at about
100% of the aliasing limit, and therefore, aliasing occurs,
which affects both &, and B,, and results in a decreased
performance.

Fig. 5k displays the results of varying the SNR of the
beamformed RF data. The matched filter improved the SNR
by 18 dB. It can be observed that the echo cancelling (mean
subtraction of ensemble values) improves the performance
when the SNR is below 6 dB. The results also demonstrate,
that when the SNR is below 3 dB, the performance degrades
rapidly. Without echo cancelling the relative mean standard
deviation is 22% and 50% at 3 dB and O dB, respectively,
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whereas with echo cancelling the values are 15% and 30%.
The relative mean bias is unaffected with and without echo
cancelling.

Overall it can be noted that echo cancelling does not affect
0y, . However, va is affected, but primarily when the beam-
to-flow angle is close to 90°.

To test the hypothesis that a correlation between the perfor-
mance measures of the PEFs and the performance measures
velocity estimates exist, pair-wise values are plotted in Fig. 6.
For these plots all the varied parameter values are included
except the variation of the beam-to-flow angle, the number
of emissions per estimate, and the acquisition lag, as these
parameters do not affect the PEF. For the velocity estimates,
only the values without echo cancelling are investigated, as
the echo cancelling affects the performance of the estimator.

Fig. 6a demonstrates the correlation between the coefficient
of variation, c,, of the transverse wavelength in the PEF
and the relative mean standard deviation of the velocity
estimates. The correlation value of 0.96 indicates a strong
relation. Fig. 6b presents the correlation between the bias of
the mean transverse wavelength based on the simulated PEF
compared to the relative mean bias of the velocity estimates.

£ in the acquisition, so the pulse repetition frequency effectively is 5/k ¢

The correlation value is -0.91 indicating that a positive bias of
the mean wavelength leads to a negative bias on the velocity
estimates. In Fig. 6¢ the relation between the energy leak,
FE,., and the relative mean RMS error shows a correlation of
0.43. This indicates some relation between the two, however,
the results tend to group into two trends, which lowers the
correlation value. A smaller group, where the same value of
FE,. results in different values for ERMS, and a larger group
where a linear relation is observed. Therefore, F, only to
some extend can predict Frus. Finally, Fig. 6d indicates the
correlation between the energy leak and the relative mean
standard deviation. The correlation value is 0.89.

V. MEASUREMENTS

To complement the findings from the simulations, mea-
surements were conducted in a similar environment to the
simulation study.

A. Measurements Setup

The experimental ultrasound scanner SARUS [25] was used
to acquire data together with a transducer with the same
parameters as the ones listed in Table I.
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Centrifugall Plastic tubing
pump
Water tank
Air Magnetic
0 I 0
tap” Metal tube Rubber tube flowmeter
Fig. 7. Tllustration of the flow-rig system. It consists of a centrifugal pump,

an air trap, a long rigid metal tube extending into a water tank followed by a
magnetic flow meter. The tubing inside the water tank is replaced with rubber
penetrable to ultrasound waves. A transducer fixation device can be lowered
into the water tank at adjustable beam-to-flow angles. The radius of the metal
tube and the rubber tube is 6 mm.

The measurements were performed on an in-house built
flow-rig system as depicted in Fig. 7. A Cole-Parmer (Vernon
Hills, IL, US) centrifugal pump circulates a blood-mimicking
fluid in a closed loop circuit. Part of the circuit is contained
inside a tank filled with demineralized water, where part of the
tubing is replaced with a heat-shrink tube, which is penetrable
to ultrasound. The internal radius, R, is 6.0 mm, the thickness
of heat-shrink tube is 0.5 mm, and the length of the metal tube
prior to the rubber tube is 1.2 m to ensure fully developed
laminar flow with a parabolic flow profile. The fluid volume
flow, 9, was measured with a MAG 3000 flow meter (Danfoss,
Hasselager, Danmark).

The blood-mimicking fluid (Danish Phantom Design, Fred-
erikssund, Denmark) contained 5 micron orgasol, glycerol, de-
tergent, and demineralized water in its concentrated form [26].
It was diluted 1:20 with demineralized water, and dextran was
added to obtain a viscosity, u, of 3.9 mPa-s. The density, p,

TABLE IV
FIXED PARAMETERS FOR MEASUREMENTS

Value

Sampling frequency 70 MHz
Number of channels 128

Parameter

Pulse repetition frequency 1.25kHz
Speed of sound 1480 m/s
Maximum velocity of blood mimicking fluid 0.25m/s

No. of transmit cycles in pulse 8 [cycles]
Transmit focus (radial depth) 10cm

Transmit F-number 6
Center of vessel 9.5 cm
Vessel orientation compared to transducer surface  Parallel

TABLE V
VARIED PARAMETERS FOR MEASUREMENTS

Value

8 16 32 64

-30:5:30, (0) [degrees]

33 49 65 81 97 [elements]
8 16 32 64 [elements]

64 80 96 112 120

Parameter

Number of emissions per estimate
Steering angle

Spacing between TO apodization peaks
Width of TO apodization peak
Optimal TO apodization peak spacing

was 1.0 x 10% kg/m?.

The peak velocity in the tube was set to 0.25 m/s in contrast
to the 1 m/s in the simulations. This velocity was chosen to
assure laminar and fully developed flow. The pulse repetition
frequency was adjusted accordingly with a factor of four. With
this setting, the peak velocity of 0.25 m/s was at approximately
20% of the aliasing limit.

The vessel was parallel to the transducer surface, and the
center of the vessel was located 9.5 cm below the transducer.
The parameters that were fixed for the measurements are
listed in Table IV, and the varied parameters are listed in
Table V. The standard settings are typed in boldface. For the
investigation of the TO apodization peak width, the spacing
between the TO apodization peaks was 65 elements. For the
optimal TO apodization peak spacing, the width of the TO
apodization peaks are adjusted accordingly, so a spacing of
[64 80 96 112 120] elements goes with TO apodization peak
widths of [64 48 32 16 8] elements, respectively.

B. Data Acquisition and Processing

Using SARUS, data were sampled with 12bits at 70 MHz
from each transducer channel. The fixed measurement param-
eters are listed in Table I. After data acquisition, the channel
data were filtered with a matched filter designed as the time-
reversed excitation pulse. The RF data were beamformed
using the Beamformation Toolbox 3 [27]. Echo canceling
was performed by subtracting the mean of an assemble of
emissions in the same direction. As part of the velocity
estimation, RF averaging was performed with a window length
equal to the excitation pulse length.

C. Experimental Results
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Fig. 8. Measured transverse, v, and axial, v, velocity components at

a beam-to-flow angle of approximately 89° in the experimental flow-rig
system. The left panels show the result of 45 estimated realizations of
the velocity profiles using the standard settings and the expected parabolic
profiles. The right panels show the expected profiles, the mean of the estimated
velocities plus/minus one standard deviation. The underestimation at the vessel
boundaries is due to clipping in the sampled RF signals from the vessel walls.
This was only a issues at beam-to-flow angle close to 90° (see Section VI for
more details). Note that the velocity range on the y-axis for the axial velocities
(bottom panels) are reduced with a factor 10 compared to the transverse
velocities (top panels).

Estimated transverse and axial velocities based on experi-
mental flow-rig measurements are shown in Fig. 8. Using the
(default) parameters listed in Table IV and V, 45 velocity pro-
files are obtained for each velocity component. The expected
profiles of the velocity components are illustrated as well.
They are obtained based on the volume flow, the vessel radius,
and an estimate of the beam-to-flow angle. The beam-to-flow
angle was estimated to be approximately 89-90° based on B-
mode images. For the transverse velocity components, it can be
observed, that the mean profile follows the expected parabolic
profile. For these data, the relative standard deviation and bias
were 8.6 % and —9.2 %, respectively. As Fig. 8 illustrates, the
axial velocity component is very small due to a beam-to-flow
angle of almost 90°. As well known, it would not be possible
to obtain the correct velocity magnitude based on the axial
velocity alone as small changes in the estimated beam-to-flow
angle would result in large changes of the estimated velocity
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Fig. 9. [Illustrates the mean relative standard deviation and the relative mean
bias with echo cancelling for: (a) changing the number of emissions per
estimate, (b) varying the steering angle, (c) changing the TO peak spacing,
(d) changing the TO peak width, and (e) optimizing the TO peak spacing.

magnitude due to the division by the cos #-term.

Based on the estimated velocity components at the center of
the vessel, the mean velocity magnitude over the 45 profiles
is 0.247£0.023 m/s compared to an expected peak velocity
magnitude of 0.252 m/s. The beam-to-flow angle is calculated
to be 89.34+0.77°. Excluding the almost zero velocities at the
vessel boundaries, the mean angle off all estimates at all depths
inside the vessel is 89.31+0.85°.

In Fig. 9 the result of varying the different parameters listed
in Table V is illustrated. Fig. 9a demonstrates the results of
increasing the number of emissions per estimate. Both 7, and
va decrease with increasing numbers. The negative sz is
due to clipping in the RF signals from the vessel walls.

In Fig. 9b the effect of changing the steering angle is
illustrated. However, it must be noted that this differs from
the simulations in the regard that the vessel was parallel to
the transducer surface for all steering angles, and not rotated
as the simulation phantom was. In the simulations, a beam-
to-flow angle of 90° was maintained for all steering angles,
yielding full transverse flow and no axial velocity component.
For the measurements, the vessel was perpendicular to the
transducer surface for all steering angles. Therefore, the beam-



to-flow angle was 90° 4 6. Hence, for a steering angle
different than 0°, the beam-to-flow was no longer 90° resulting
in a reduced transverse velocity component and an increase
in the the axial velocity component. Additionally, the vessel
location (radially) was farther away from the transducer as the
steering angle is moved away from 0°. With that in mind, the
results still demonstrate that larger steering angles results in
larger standard deviations, however, if the angle is below £+20
degrees, the relative standard deviation remains below 20%.

The effect of changing the TO peak spacing in the receive
beamforming is illustrated in Fig. 9c. As the spacing increases,
&,, decreases, whereas B, is practically unaffected.

Fig. 9d shows the effect of changing the peak width. The
effect on &, is small, but there is an effect on B%.

Finally, Fig. 9e demonstrates the effect of using an optimal
TO peak spacing based on the different TO peak widths. Both
0y, and va are affected by this.

VI. DISCUSSION

This section covers the discussion of the results from the
simulations and the results obtained form flow-rig measure-
ments, and the results are compared to the theory when
applicable.

From (1) the transverse spatial wavelength, ), increases as
a function of depth, and therefore, the velocity range of the
TO estimator increases in accordance with (6). The simulations
show that the relative mean standard deviation, ¢, , increased
with depth (Figs. 5a & 5b). Two factors can explain this.
First, ¢, was observed to increase with depth. Secondly, the
simulated peak velocity was kept constant, and as )\, increases,
the velocities get further and further away from the aliasing
limit, and therefore, the standard deviation on the velocity
estimates increases. Both factors are suspected to contribute
to the observed increase in relative standard deviation as the
depth increases. The latter reason is supported by Fig. 5j. This
demonstrates, that it is important to adjust the pulse repetition
frequency to match the expected peak velocity. In the reference
setup, the peak velocity was at approximately 20% of the
aliasing limit of the TO estimator at a depth of 10 cm. When
the velocity was at 80% of the aliasing limit, &,, was 5.1%
(see Fig. 5j).

The bias in the velocity estimates arises from the discrep-
ancy between the mean transverse wavelength in the PEF,
and the theoretically derived wavelength. As the simulations
results have demonstrated a difference in the relative mean
bias depending on whether echo cancelling was used or not
exists. This demonstrates that the echo cancelling filter biases
the velocity estimates towards an overestimation. However, as
Fig. 5d demonstrates, this only happens in the simulations
when the beam-to-flow-angle is close to 90°, and is expected to
be a consequence of the lack of axial motion when employing
the echo cancelling filter. It is expected that better echo
cancelling filters can remedy or improve this.

Both simulations and measurements (Figs. 5¢ & 9b) show
that the performance degrades as the steering angle increases.
Several factors come into play: 1) The effective aperture
decreases, hence, the lateral wavelength increases with the
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same effect as described above. 2) In the measurements,
the angle sensitivity of the elements influence the SNR and
therefore the performance of the TO estimator. 3) The radial
depth for the measurements increases with the steering angle
due the fixed positions of the vessel and the transducer.

The bias for the measurements depending on the steering
angle have a minimum at a steering angle of 0° where the
beam-to-flow angle is 90° (Fig. 9b). As mentioned this is a
consequence of clipping in the RF signals originating from
the vessel wall. A large part of the signal energy was reflected
at the incident angle of 90°. At the same time, the gain was
set too high, so that the sampled signals were saturating the
analog-to-digital converter. This was the case for the signals
originating from the vessel wall, but due to the 8 cycles in
the transmitted pulse, the clipping also occurred inside the
vessel wall drowning the additional small signal amplitudes
from the scatterers in the fluid. Therefore, the sampled and
beamformed signals at those depths were constant over time,
leading to an estimated velocity of 0 m/s. On that account,
the minimum around 0° is expected to be an artifact. Also,
the different values for B,, arise due to different PEFs and
radial vessel location when steering the beam. Therefore, the
results in Fig. 5c¢ cannot be directly compared to the results
in Fig. 9b.

The results demonstrate that it is important to estimate the
true wavelength for a given setup, so the TO angle in the
beamforming step can be adjusted. Alternatively, the velocity
estimates can be bias compensated based on the difference in
wavelengths. As Fig. 6b indicates, a 10% bias in wavelength,
corresponds to approximately a -10% relative mean bias in
the velocity estimates from the simulations. This relation is
an approximation. Yet, if the actual transverse wavelength is
10% larger than expected, then an underestimation of 10% is
not surprising if using a transverse wavelength in (5) that is
10% too small.

The results also indicate, that the bias is a function of
depth depending on the parameter settings. For optimal bias
compensation, this function has to be derived for a given setup.
The true transverse wavelength can be estimated based on
simulations or hydrophone measurements, yet, the process of
optimizing the actual (mean) transverse wavelength in the PEF
a}nd the TO angle is a recursive process, because the estimated
A, influences the TO angle, HTQ’ which again affects PEFs,
and therefore, the estimation of \,.

The transmit F-number should be optimized for the given
field of view for the velocity estimates. The transmitted field
must be broad enough to cover the diverging TO beams. The
optimal F-number is 6 for the standard simulation setup. This
value was used in the measurements.

Varying the apodization types (either in transmit or in
receive) did not affect performance (Fig. 5f). The larger the
area under the apodization functions, the better SNR can be
obtained in a noisy environment, and therefore, rectangular
or Tukey-windowed apodizations may be advantageous at low
SNRs.

Performance decreases when peak separation in receive
decreases (Figs. 5g & 9c), due to a lower spatial frequency.
Additionally, a poorer spatial resolution is obtained. If the



larger standard deviation is accepted, an implementation on
a 64 element transducer is possible. Fig. Sh indicates that
increasing the TO apodization peak widths decreases o,
although the effect is small. Broader TO peaks increases
the SNR. The results in Fig. 9d show a slight increases in
0y, when increasing the width. The SNR in the flow-rig
measurement is large due to practically no attenuation in water,
so the effect may be different in tissue. The results from
the TO apodization peak width and peak distance, Fig. e,
shows the optimal (for these two parameters only) combination
of width and spacing. Again, these results may be different
when the SNR is low. As the results in Fig. 5k demonstrate,
the performance of the estimator degrades rapidly when the
SNR decreases below 3 dB. So, in cases where the SNR is
low, and increased amount of receive energy is expected to
be beneficial and outweigh the drawback of increasing the
apodization peaks and thereby also reduce the TO spacing.

The correlation coefficient between the PEF metrics and the
performance measure indicate that correlations between the
PEF metrics and the performance measures exist. The PEF
metric ¢, is related to o,,. There is also a relation between
the bias, B, of the mean transverse wavelength compared to
the theoretical wavelength and the relative mean bias, sz, of
the velocity estimates. A relation between the energy leak, E,.,
and the &, exists, but the relation between E, and ERMva
is not as clear.

VII. CONCLUSION

In general, a lot can be learned by investigating and optimiz-
ing the PEF prior to performing velocity simulations. In other
words, the PEF metrics can be used as an initial assessment
of the expected estimator performance. The PEF metrics can
be readily computed opposed to the simulated velocity data
and the derived performance measures.

Various parameters have been investigated in a simulation
study around a reference point at 10 cm’s depth, where the
relative mean bias, sz, was estimated to 7.8% and the relative
mean standard deviation, &,,,, was estimated to 3.8% with echo
cancelling. At a depth of 15 cm, it was possible to estimate
the lateral velocity in the simulations using echo cancelling
with BUI and 0, being 8.5% and 10%, respectively.

The flow-rig measurements resulted in &, equal to 8.3%
and BUI equal to 11% at a depth of 9.5 cm with 32 shots per
estimate. At the center of the vessel, the velocity magnitude
was estimated to be 0.247+0.023 m/s compared to an expected
peak velocity magnitude of 0.252 m/s and the beam-to-flow
angle was calculated to be 89.3+0.77° compared to an ex-
pected value between 89° and 90°. For steering angles up to £
20 degrees, 7,,, was below 20%. The results also showed, that
a 64 element transducer implementation is feasible, but with
a poorer performance compared to a 128 element transducer.

Overall, the estimator is robust with values of &, less than
10% for most parameter settings. Additionally, methods to
reduce the bias have been demonstrated.

The simulation and measurement results demonstrate that
the TO method is suitable for use in conjunction with a phased
array transducer, and that 2D vector velocity estimation is
possible down to a depth of 15 cm.
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Abstract—A method to estimate the three dimensional (3D)
velocity vector is presented is this paper. 3D velocity vector tech-
niques are needed to measure the full velocity and characterize
the complicated flow patterns in the human body. The Transverse
Oscillation (TO) method introduces oscillations transverse to the
ultrasound beam, which enables the estimation of the transverse
velocity. To expand the method from 2D to 3D, it is proposed
to decouple the velocity estimation into separate estimates of
Vz, Uy, and v, in combination with a 2D phased matrix array.
Through simulations the feasibility of using the TO method for
estimation 3D velocity vectors, and the proposed decoupling is
demonstrated. A 64x64 and a 32x32 elements transducer are
emulated using Field II. Plug flow with a speed of 1 m/s in
a small region is rotated in the XY -plane. A binary flow
example with [v.,v,]=[1,0] and [0,1] m/s shows, that the velocity
estimation can be decoupled into the transverse and elevation
velocity components. This is substantiated by the results for seven
different angles, where the mean and the standard deviation of
the estimated speed are 0.97+0.05 m/s and of the angle bias
are -0.7343.3° for the 64x64 matrix transducer. For the 32x32
transducer, the mean and standard deviation for the speed are
0.944 0.11 m/s and for the angle bias -0.48+7.7°. The simulation
study clearly demonstrates, that the new method can be used to
estimate the 3D velocity vector using a 2D phased matrix array,
and that the velocity vector estimation can be decoupled into
separate estimates of v, vy, and v..

I. INTRODUCTION

Measurements of the blood velocity in the human body play
a key role in diagnosing various cardiovascular diseases [1],
however, the complicated flow patterns in the circulatory sys-
tem yet have to be fully characterized. Conventional methods
only estimate velocities in one dimension. As the velocities
vary as a function of time and space [2], [3], 3D techniques
need to be employed to fully estimate and characterize the
complicated flow patterns.

Different approaches have been proposed for 2D velocity
estimation. A multibeam approach was suggested by Fox [4]
where the velocity components are estimated using trigonom-
etry. Speckle tracking (normalized cross-correlation) proposed
by Trahey et al. [5] finds the velocity vector by searching
for the best match between a kernel and a search region. The
directional beamforming approach by Jensen [6] estimates the
velocity by cross correlating lines that are beamformed in the
direction of the flow.

The Transverse Oscillation method is another technique that
solves the angle-dependency problem in traditional ultrasonic
flow estimation. The technique was suggested by Jensen and

Munk [7], and in vivo examples were demonstrated in [2]. A
similar approach was suggested by Anderson [8].

So far, the technique has only been used for 2D velocity
estimation. Expanding the method from 2D to 3D, it is
proposed to estimate v, vy, and v, separately, i.e. to decouple
the velocity estimation of v, and v, as well as v,. That is
contrary to the other methods mentioned above, where the
velocity components cannot be decoupled.

This paper will demonstrate the feasibility of using the TO
method on simulated data for estimating 3D velocity vectors
using a 2D matrix phased array. Furthermore, the purpose is
to demonstrate that the velocity estimation can be decoupled
into estimating the three velocity components v, v,, and
v, separately. A simulation study will serve as a proof of
concept. The results are presented in Section IV, followed by
a discussion and a conclusion.

II. THE TRANSVERSE OSCILLATION METHOD

The basic mechanism, that allows the traditional estimation
of axial velocities, is the oscillations in the transmitted ul-
trasonic pulse. Using the same principle, an introduction of a
transverse oscillation in the ultrasound field generates received
signals that depend on the transverse motion, and the velocity
can be estimated.

A. 3D Velocity Estimation

For the 2D case, a derivation of the required apodization
functions and a description of the respective generated fields
for the linear array can be found in [7], [9]. A thorough
description and derivation of the velocity estimator used for
each decoupled transverse or elevation velocity component is
given in [10].

In the 3D case, it is assumed that the velocity estimates
can be decoupled into three independent velocity components:
the axial, v,, the transverse, v;, and the elevation v,. The
estimated velocity components v, and v, are orthonormal to
the scan line. In the setup as illustrated in Fig. 1, the scan line
and the z-axis coincides, and the velocity components are v,
vy, and v,.

In terms of beamforming, a center line for axial velocity
vy, two lines in the X Z-plane for the transverse velocity v,
and two lines in the Y Z-plane for the elevation velocity v, as
demonstrated in Fig. 1. As a result, the velocity estimation is
decoupled into the three components. The pairwise TO beams
are steered at specific fixed angles, such that the spacing is a
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Fig. 1. Beamforming approach for 3D velocity estimation using a 2D
matrix phased array transducer. The coordinate system of the transducer is
(x,y,2). The dotted line indicates the scan angle, here coinciding with the
z-axis. Spheres indicate beamformed samples at a given depth: A center
line is beamformed for conventional axial velocity v, estimation (black), and
two pairwise TO lines are beamformed for estimation of the transverse and
elevation velocities v, and vy (blue and red, respectively). The steering angles
have been exaggerated for illustration purposes; for the 64x64 transducer, they
are 0.6° with respect to the z-axis. The gray shaded areas illustrate the XY -,
X Z-, and Y Z-planes.

quarter spatial wavelength at every sample depth, because the
lateral wavelength increases with depth.

The axial velocity can also be estimated by use of the con-
ventional autocorrelation approach [11]. For the transverse ve-
locity v, the TO method is employed as done previously [12]
in 2D although the apodizations are adapted to the 2D phased
array. As the transverse and elevation velocity components can
be decoupled, the field generation, the beamforming approach,
and the velocity estimation are identical for v, and v,, and
follow [12], and is therefore omitted here.

The novelty is that the velocity component in the elevation
direction, v, can be measured when using a 2D phased array.
Essentially, the process of estimating v, is the same for v,.
The only difference is that the apodization profiles are rotated
90 degrees.

All five lines are beamformed in parallel in receive based on
the same transmission, so only five beamformers in receive are
required. However, the method may be expanded to beamform
several flow lines in parallel. As the lines are beamformed in
parallel, the three velocity components are estimated simulta-
neously.

III. SIMULATIONS SETUP

The simulations are performed using the ultrasound simu-
lation program Field II [13], [14]. The sampling frequency is
120 MHz, and the speed of sound is set to 1480 m/s.

A 64x64 elements 2D phased array is simulated, however,
only 1024 active channels are used. The center frequency is
3 MHz, the pitch A\/2 mm and the kerf A/100 mm. The
transducer impulse response is simulated as a 3 cycle pulse
at the center frequency multiplied with a Hanning window.
A second transducer is simulated with 32x32 elements, but
otherwise with the same characteristics.

y [mm]

-4 0 4 -4 0 4
x [mm] x [mm]

(a) 64x64 transmit (b) 64x64 receive

4 4
€ €
EO EO
> >
-4 -4
-4 0 4 -4 0 4
x [mm] X [mm]

(¢) 32x32 transmit (d) 32x32 receive

Fig. 2. Apodization functions in transmit and receive for the 64x64 and 32x32
apertures. Colorbar: Black—white = 0—1. Each small square represents an
element. For all four apertures, 1024 active channels are used. The transmit
apodizations are the same for each receive line, whereas the depicted receive
apertures are for the estimation of v.

Fig. 3. Illustration of the simulation setup for the 2D transducer. The dotted
line is the scan line (here coinciding with the z-axis). The light gray shaded
plane is orthonormal to the scan line. The cube represents the flow phantom
and the black arrow the velocity vector v. In the simulations, the cube is
rotated around the z-axis at different angles, 6, within the darker shaded
quadrant.

In transmit, only the center 32x32 elements of the 64x64
transducer is used, i.e. 1024 active channels. The focal point
is set to 25 mm, whereas the point of interest is at 15 mm. For
the 32x32 transducer, the transmit apodization is identical to
the center 32x32 elements of the 64x64 transducer, whereas
the focus point is moved to 100 mm to increase the beam
width at 15 mm. The transmit apodizations are illustrated in
Fig. 2a and 2c. The transmitted pulse is a 8 cycle sinusoid at
the center frequency windowed with a Tukey window with a
ratio of taper of 0.75.

For receive, also only 1024 active channels are used. To
increase the spatial transverse wavelength, the apodization
peaks are placed as far as part as possible. This gives the
transducer apodizations as demonstrated in Figs. 2b and 2d.
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(PEFefe) in both the X Z- and Y Z-plane. (b) The amplitude spectrum of the
2D spatio-temporal Fourier transform of PEFef+j-PEFgn, where both PEFs
are complex signals obtained using the Hilbert transform.

The receive apodizations are for the two lines in the X Z-plane
used for estimating v,.

Flow motion is simulated in a 10x10x10 mm? cube centered
at [x,y,2]=[0,0,15] mm with plug flow as illustrated in Fig. 3.
10000 scatterers with a Gaussian scattering amplitude distri-
bution with zero mean value and unit variance are randomly,
uniformly distributed in the volume. The simulations are
performed with a constant speed of 1 m/s and a varying angle,
0y, for the vector flow. The plug flow is rotated around the
z-axis (i.e. rotations in the XY -plane) as shown in Fig. 3.

IV. RESULTS
A. The Pulse-Echo Field and its Fourier Domain

To investigate how well defined the transverse oscillations
are, the pulse-echo fields (PEFs) are calculated with Field
II, and the 2D Fourier domain is investigated. The obtained
pulse-echo field for the 64x64 transducer with the specified
apodizations is illustrated in Fig. 4.

The 2D temporal and spatial Fourier domain is calculated
based on the imaginary field obtained when the left beam is
the real part, and the right is the imaginary part. The obtained
amplitude spectrum is shown in Fig. 4b. The theoretical lateral
spatial frequency is 0.85 mm™!, whereas the mean frequency
is 0.80 mm™!. This gives a bias of -6% between the theoretical
and the mean of the simulated spatial frequencies. For the
32x32 transducer, the values are 3.4 and 4.2 mm~! for the
mean and theoretical spatial frequencies, respectively. The bias
is -20%.

To investigate how well the TO method performs as spatial
IQ, the energy should mainly be concentrated in the 4th
quadrant. In Fig.4b there is no energy in the 1st and 2nd
quadrant, indicating that the Hilbert transform works for all
frequencies. For the lateral spatial frequencies, there is an
energy leak into the 3rd quadrant, and it is calculated as
E; = E3q/Etotar, Where E3, is the energy in the 3rd quadrant
and FEi.iq; is the total energy. In this case, F; is 1.1% for
the 64x64 transducer and 5.8% for the 32x32 transducer. The
coefficient of variation is calculated as COV = f,/D(f.),
where f, is the estimated mean lateral frequency and D the
dispersion of f,. COV is 13.4% and 40.3% for the 64x64
and 32x32 transducers, respectively. These numbers indicate
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Fig. 5. Velocity estimates of v, and vy as a function of . Thick red

line indicates simulated velocity, thin black line the mean of 10 profiles and
dot-dashed lines the standard deviation.

that the spatial distribution of frequencies is more biased, and
less well defined for the 32x32 transducer compared to the
64x64. Therefore, it is expected that the velocity estimates for
the 32x32 transducer will be poorer than for the 64x64.

B. Velocity Estimates

Before the velocity estimation, a matched filtration is per-
formed using the time reversed transmitted pulse. No station-
ary echo cancelling is performed. To obtain temporal 1Q data,
the Hilbert transform is used to create the analytical signal.
RF averaging is performed on the autocorrelation estimates as
suggested in [15]. The velocities are estimated based on 32
shots, and for each flow angle the simulations are repeated
10 times. No bias compensation is performed in the velocity
estimations.

Only velocities in the XY -plane are simulated as illustrated
in Fig. 3, hence, the results from the estimation of the axial
velocity is omitted.

When the simulated velocity is “binary”, i.e. [vg,vy]=[1,0]
m/s or [0,1] m/s (corresponding to 8, = 0 or 90°, respec-
tively), the estimated velocities for the 64x64 transducer are
shown in Fig. 5. As the figure demonstrates, the estimated
velocities closely follow the expected value for both angles.

The flow angle is varied from O to 90 degrees in steps of 15
degrees in the X'Y'-plane. The velocity components v, and v,
at depth 15 mm are estimated for each angle, and the mean and
the standard deviation of the transverse velocity components
are calculated. The results for the seven different angles are
shown in Fig. 6 for the 64x64 and the 32x32 transducer,
respectively.

The average performance for all 70 estimates at 15 mm
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transducers, respectively. Black arrows (solid) indicate simulated velocities,
gray vectors (dashed) the estimated velocities, and gray ellipses (solid) the
standard deviations for v, and v, respectively.

TABLE I
OVERALL PERFORMANCE OF THE ESTIMATOR

Statistics 64x64 32x32

0.97£ 0.047 0.94+£ 0.11
-0.73£3.3 -0.48+7.7

Mean speed [m/s]

Mean angle bias [°]

depth is shown in Table I for the two transducers. The
estimated mean and standard deviation of all speeds and of
all biases between the estimated and Asimulated angle, where

the flow angle can be estimated by § = arctan(v,/v,), are
listed.

V. DISCUSSION

Fig. 5 with its almost “binary” velocity estimates demon-
strates, that it is possible to decouple the transverse velocity
estimations into v, and v, and estimate them separately.
Fig. 6 substantiates this for a number of flow angles. Fig. 6
also shows that the velocity estimates are more uncertain
and biased for the 32x32 than for the 64x64 transducer, as
expected from the PEF and the amplitude spectrum of the
2D spatio-temporal Fourier domain mentioned in the last
paragraph of Section IV-A. This is due to the smaller distance
between the aperture peaks for the 32x32 transducer. These
findings are more quantitatively illustrated in Table I, where
the biases and the standard deviations are higher for the 32x32
compared to the 64x64 array. A better match between the
theoretical and mean simulated wavelength, will decrease the
bias. Optimization of the PEFs is also exptected to reduce the
biases and standard deviations.

On average, the standard deviations for the transverse
velocities are about 5% and 10% for the 64x64 and the
32x32 array, respectively, compared to a standard deviation
around 1% for the axial velocity component (not shown). That,
however, should be seen in the light of that the conventional
axial estimator would wrongfully estimate the speed to be 0
m/s, when it actually is 1 m/s as correctly estimated with the
proposed 3D TO method.

The simulations demonstrate that the new method can be

used to estimate the 3D velocity vector when using a 2D
phased array. The beamforming is within the capabilities of
modern 3D scanners and the estimators for the three velocity
components are on the order of the conventional autocorrela-
tion approach with RF averaging making it suitable for com-
mercial implementations. With clever channel multiplexing the
number of active channels needed can also be reduced.

VI. CONCLUSION

The simulation study demonstrates, that the TO method can
be used to estimate the 3D velocity vector within 5%. The
requirements are a 2D phased array, five parallel beamformers,
and 1024 active channels. Additionally, the results confirm that
the velocity vector estimation can be decoupled into separate
and simultaneous estimates of v, vy, and v,.
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The presented method is based on the Transverse Oscillation approach and synthesizes two double-
oscillating ultrasonic fields. It employs a 2D phased array matrix transducer and decouples the
velocity estimation into three orthogonal velocity components, which are estimated simultane-
ously. The suggested spatial quadrature sampling approach requires 5:1 parallel receive beam-
forming. To investigate the method, the ultrasound simulation tool Field II is used. A proof of
concept study demonstrates that the velocity estimation can be decoupled. For a simulated flow
phantom emulating a blood vessel and a 32x32 transducer, the average velocity at the center is
(va, vy, v2)=(1.00,0.0091,0.00058)=(0.059,0.083,0.0053) m/s compared to the expected velocity of
(1,0,0) m/s. The results are based on 100 flow lines with 32 emissions per estimate. In the XY-
plane, the flow angle is estimated without bias with 95 % of the estimates within 8.4°. A parameter
study demonstrates that the method is robust in terms of transverse and elevation wavelengths and
signal-to-noise ratio (SNR). Adding noise yielding a SNR of 0dB, the standard deviations increase
with approximately a factor of 2. Besides requiring a 2D transducer, the complexity and the num-
ber of calculations of the 3D Transverse Oscillation method is within the capabilities of modern

scanners.

PACS numbers: 43.35.Yb

Keywords: Ultrasound, Velocity estimation, 3D velocity vectors, Transverse oscillations

I. INTRODUCTION

For decades, velocity estimation of the blood has been
an important diagnostic tool in the clinic. For instance,
velocity estimation in the carotid artery is a main di-
agnostic criteria in assessing the degree of stenosis!:2.
Hemodynamic studies have shown that the blood flow
is far from unidirectional, rather on the contrary. It ex-
hibits complex flow patterns, and the velocity has com-
ponents in all three dimensions as ultrasound measure-
ments®® as well as MRI®7 and computational fluid dy-
namics modelling® have shown.

As pointed out, the wvelocity wvector is three-
dimensional, and the above underlines the need for meth-
ods that can estimate the three-dimensional (3D) velocity
vector. The purpose of this paper is to develop an ap-
proach that can estimate the full 3D velocity vector in
real-time. The 3D Transverse Oscillation (TO) method
estimates the two transverse velocity components based
on two double-oscillating fields and spatial quadrature
sampling. With the 3D TO method, the velocity esti-
mation is decoupled into the three velocity components,
which are obtained simultaneously. The feasibility of the
method is demonstrated in a simulation study. Initial
proof of concept results have previously been presented

at a conference?. Those results are summarized here.

a)Portions of this work were presented in “3D velocity estimation
using a 2D phased array”, Proc. IEEE Ultrason. Symp., Orlando,
FL, October 2011

b) Author to whom correspondence should be addressed. Electronic
mail: mjp@elektro.dtu.dk

Further results are presented including an approach to
optimize the method and results form a parameter study.
It is also illustrated that the method is implementable
on modern scanners. The physical requirements are lim-
ited to a 2D matrix array transducer, and the number of
calculations needed are within the capability of modern
scanners making a real-time implementation possible.

The presented method is based on the same principle
as the Transverse Oscillation (TO) method suggested by
Jensen and Munk'?, and the similar approach by An-
derson'!. The TO method in combination with a 1D
linear arrays has been investigated'? and in vivo exam-
ples of blood vector velocities in superficial vessels have
been presented'®. The applicability for a commercial im-
plementation of the 2D TO method has been demon-
strated!*, and 2D velocity data from a commercial imple-
mentation have been used for investigating flow patterns
in various vessels!®. Furthermore, the method has been
expanded to a 1D phased array geometry'S.

Methods have been suggested that provide the axial
velocity component as color Doppler in a 3D volume!”.
However, methods that estimate the full 3D velocity vec-
tor are needed, and multiple approaches have been sug-
gested to obtain true 3D velocity estimates. Of these, the
cross-beam vector Doppler methods employing single-
element transducers'® 2% are not suited for obtaining 3D
velocity vector estimates over an entire volume. The el-
ements in the esophageal probe by Daigle et al.!® had
one point of beam convergence and had to be operated
sequantially over several cardiac cycles. The system de-
veloped by Fox!'?2! for obtaining calibrated 3D Doppler
velocimetry information employed continous-wave trans-
mit /receivers sacrificing depth information, and the sys-
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tem had to be manually adjust for a specific area of inter-
est. The five-transducer system proposed by Dunmire et
al. had similar challenges®’. Newhouse et al.?? suggested
a two-transducer system that estimated the 3D velocity
based on a combination of the two Doppler mean fre-
quencies and the Doppler spectral bandwidth. The main
disadvantages are the assumption of only one velocity in
the region of interest and the dependence on the spectral
broadening effect.

Several authors have suggested methods employing
beamforming several lines and using cross-correlation to
track the motion. The method by Bonnefous?® requires
a 2D array transducer and five beamformers in parallel
to obtain the velocity vector by means of five 1D cross-
correlations. The method works for transverse motions,
but breaks down if axial motion is present as it will dom-
inate the signal change. The approach by Hein?* em-
ploying a triple-beam lens transducer requires detailed
consideration of beamwidth and beam separation, and
suffers from low signal-to-noise ratio (SNR). The direc-
tional beamforming approach by Jensen et al.2%26 esti-
mates the velocity by beamforming lines in the direction
of the flow. The flow direction and the velocity is found
by using cross-correlation estimators. The drawback of
this approach is the larger number of calculations needed
for 3D velocity estimation.

Bohs et al.?” suggested a speckle tracking method for
multi-dimensional flow estimation. tracking. However,
results from non-invasive speckle tracking for 3D flow es-
timation have yet to be presented. Speckle or particle
tracking is also used in the more recent ultrasonic parti-
cle image velocimetry (PIV) approach?®29 but this ap-
proach requires that a contrast agent is injected into the
blood stream. Reconstructed 3D flow using ultrasound
PIV has been reported®®, but results from estimating the
full 3D velocity vectors have yet to be reported. In gen-
eral, the challenge with speckle tracking techniques, es-
pecially in 3D, is the fairly high number of calculations
needed. Another approach is to apply feature tracking in
3D3!, however, the approaches are limited by uncertainty
in especially the transverse localization of the peak, false
peak detection, and the duration of the tracked feature.
All of the above methods still have to demonstrate their
clinical and commercial applicability for 3D vector flow
imaging.

The outline of the paper is as follows: The Transverse
Oscillation method and the 3D approach is presented in
Section II. Section III presents performance metrics used
to evaluate the method. The simulation environment is
explained in Section IV as well as the post processing.
A proof of concept is presented in Section V, and an ap-
proach to optimize the method employed in Section VI.
The simulation results and the discussion of the parame-
ter study can be found in Section VII, and the conclusions
are stated in Section VIII.

Il. THE TRANSVERSE OSCILLATION METHOD

The idea in the Transverse Oscillation method is to
introduce a double-oscillating field, which generates re-

ceived signals affected by both the axial and the trans-
verse oscillations. The following describes the basic con-
cept of the TO method, briefly refers to the important
papers for the 2D TO method, and states the theory of
3D TO method.

A. The basic concept

The axial oscillations in the emitted ultrasound beam
are conventionally used for estimating the axial move-
ment by use of an autocorrelation or a cross-correlation
approach. Based on this property, the TO method gener-
ates an artificial transverse oscillation in the ultrasound
field by applying special apodization functions to the re-
ceiving aperture'®. The received signals are modulated
both by the axial and the transverse oscillations. Using
an estimator as the one presented by Jensen®?, the axial
and the transverse modulations can be separated, and
the axial and the transverse velocity estimation can be
estimated.

B. Velocity estimation in 2D

For the 2D case, a derivation of the required apodiza-
tion functions and a description of the respective gener-
ated ultrasound fields for a linear array transducer can be
found in the work by Jensen and Munk!® and by Jensen
and Udesen'?. Jensen3? provides a thorough description
and derivation of the velocity estimator used for estima-
tion of the transverse velocity. A phased array implemen-
tation of the Transverse Oscillation method for vector
velocity estimation has been described by the authors'®.
The transverse spatial wavelength is given by!0:12.16

20

Ap =2\, ———,
dycosf,,

(1)
where )\, is the axial wavelength, z; is the depth, d, the
distance between the two peaks in the aperture function,
and the cos 6, ,-term accounts for the steering angle in the
azimuth (ZX) plane. This is due to the decrease in effec-
tive aperture width. The synthesized oscillations are per-
pendicular (transverse) to the steered beam. Two lines
are then beamformed with a separation of \; /4 to obtain
spatial IQ pairs. Using the TO velocity estimator3?, the
transverse velocity component can be estimated.

C. 3D TO vector velocity estimation

The following describes the concept, the beamforming
approach, and the velocity estimation of 3D velocity vec-
tors using a Transverse Oscillation approach.
1. The concept

In the 3D case, the concept is to create two double os-

cillating fields perpendicular to each other. By employ-
ing special receive apodizations, the synthesized fields
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Figure 1. (Color online) Transverse oscillating pulse-echo
fields simulated at a depth of 30 mm across 10 mm in either
the transverse direction (A and B) or the elevation direction
(C and D). A and C are for the left beam in the transverse
(ZX) plane and B and D are for right beam in the transverse
(ZX) plane. Transverse oscillations are only present in the
transverse direction, and the oscillations for the left and right
beams in the transverse direction are shifted by 1/4 of a spa-
tial transverse wavelength. In the elevation direction, there
are no oscillations for the left and the right beams in the Z X-
plane. This example illustrates that the transverse fields in
the ZX-plane oscillate only in the transverse direction and
not in the elevation direction. There is a 90° spatial phase
shift between the TO fields in the transverse directions, and
none in the elevation direction. The opposite is the case for
the two T'O beams in the ZY -plane, where the TO fields os-
cillate only in the elevation direction and not in the transverse
direction (not shown).

should oscillate only in one direction. This is illustrated
in Fig. 1, where transverse oscillations are only present in
the transverse (z-direction) when beamforming the two
TO lines in transverse (ZX) plane, whereas there are no
oscillations in the elevation direction. The opposite (not
shown) holds for the two TO lines beamformed in the
elevation plane (ZY).

Furthermore, it is assumed that the velocity estima-
tion can be decoupled into estimating three independent
velocity components: The axial, v,, the transverse, v,,
and the elevation, vy, velocity component. The three esti-
mated velocity components can be obtained, so that they
are orthogonal in a primed coordinate system (2’,y',2'),
which depends on the direction of the steered beam. If
the steered beam z’-axis coincides with the z-axis, v,
vy, and v, are equal to v,, vy, and v,, respectively.
This is illustrated in Fig. 2 where the sampled signals for
the estimation of v,, v, and v, are orthogonal, and where
the axial velocity, v,, is along the beam axis.

With the 3D TO method, the velocity component in
the elevation direction, v,, is obtained by creating an

Figure 2. (Color online) Beamforming approach for 3D ve-
locity estimation using a 2D matrix phased array transducer.
The estimation of the 3D velocity vector is decoupled into
three components orthogonal to each other. The coordinate
system of the transducer is (z,y,z), and the sampling co-
ordinate system along the direction of the steered beam is
(z',y',2"). The dashed lines indicate two different steered
beam lines: Omne coinciding with the z-axis and the other
is steered in the ZX-plane with an angle 0,,. Spheres in-
dicate beamformed samples at a given depth: A center line
is beamformed for conventional axial velocity v,/ estimation,
and two pairwise TO lines are beamformed for estimation of
the transverse and elevation velocities v,s and v,,. They are
pairwise steered at specific fixed angles, 0ro., and 0ro,,,
such that the spacing is a quarter spatial wavelength at ev-
ery sample depth. For illustration purposes, fro0,, and 0ro,,
have been exaggerated. For a 64x64 transducer, they are 0.6°
with respect to the z-axis. The gray shaded areas illustrate
the Z’' X'~ and Z'Y’-planes here coinciding with the Z X-, and
the ZY-planes.

oscillation in the elevation direction perpendicular to the
ultrasound beam. The elevation wavelength is given by
(2)

20

Ay =20, ——F—,
Y d, cos 0,

where d, is the distance between the apodization peaks in
the y-direction of the transducer and the cos 6,-term ac-
counts for the steering angle in the elevation (ZY) plane.
This can be obtained using a 2D phased array. Essen-
tially, the process of estimating v, is the same as for v,
except for a rotation of the steered beams and the receiv-
ing aperture of 90 degrees in the transducers XY -plane.

2. Beamforming in 3D

The beamforming approach is illustrated in Fig. 2. For
each sample depth, five samples are beamformed. One
along the center axis for conventional axial estimation
re, and two pairs of the left and right TO samples for
spatial IQ in both transverse, rieg, and rignt,, and ele-
vation, 7left, and Tright,, direction. These signals can be
combined to

T'sq,, (Z) = Tleft, (l) + jﬂrightac (l)
quy (Z) = Tleft,, (2) + j"'righty (’L),
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where ¢ is the pulse number of N; emissions. Taking
the temporal Hilbert transform or sampling temporal 1Q
data directly, one obtains

H{rsq, (i)}
= H{rsq, (1)}

To create one flow line with the 3D velocity vectors
along it, five lines are beamformed per emission as illus-
trated in Fig. 2. A center line along the beam axis is
beamformed for use in estimating the axial velocity, v,
and two TO lines are beamformed in the Z’X’-plane for
estimation of the transverse velocity, v,,. These are the
same as for the 2D case using a 1D transducer. In the 3D
case, two additional TO lines are beamformed. They are
steered in the Z'Y’-plane for the estimation of the eleva-
tion velocity v,r. The velocity vector estimation is, thus,
decoupled into these three components, as illustrated in
Fig. 1 and 2.

In transmit, the emitted ultrasound pulse may be fo-
cused, a plane wave, or unfocused, but it is crucial that
beam is broad enough to cover all lines and the two trans-
verse oscillating fields. On the receive side, the five lines
are beamformed dynamically in parallel. The center line
is in the direction of the transmitted beam axis. The
pairwise TO beams are beamformed, so that they are
spaced a quarter of the respective lateral spatial wave-
length apart. Thereby, spatial IQ pairs can be obtained
in both the transverse and the elevation directions. In the
transverse (azimuth) plane, this distance is determined
by (1), and in the elevation plane by (2). Because of the
limited width of the 2D phased array transducer, lines are
beamformed radially. The width also limits the use of an
expanding aperture to keep A; and A, constant. Conse-
quently, the transverse and elevation wavelength increase
with depth as apparent from (1) and (2). As a result, the
TO lines must be beamformed with an increase in spac-
ing as a function of depth, so that their spacing matches
the increasing spatial wavelengths. This can be obtained
by beamforming the TO beams with a fixed angle, so
that they diverge radially. The angle, 070, between the
two TO lines can be derived as'®

Ao/8 A
20 4d

Tsah, (1) =
quhy( i) =

Oro., = 2arctan (3)
where d, is the effective distance between the TO peaks
in the apodization function calculated as d, = d,. cos@,,.
Thus, instead of beamforming the TO lines with a fixed
lateral distance over depth, they diverge with a fixed an-
gle. When beamforming the other pair of TO lines, 610,
is calculated in the same manner. \

The receive apodization for the TO lines will typically
be two peaks with a given width, and a given spacing, d,
or d,. The two pairs of TO lines are beamformed orthog-
onal to each other, and therefore, the required apodiza-
tion functions are merely the same except for a rotation
of 90°.

All five lines are beamformed in parallel in receive
based on the same transmission, so only five beamform-
ers in receive are required. However, the method may be
expanded to beamform several flow lines in parallel. As

the lines are beamformed in parallel, the three velocity
components are estimated simultaneously.

3. Velocity estimation

The estimation of the transverse and elevation velocity
components, v,s and v,/ , follows the one presented by
Jensen32. The velocity estimation is the same for v, and
vy, each based on one pair of the four TO lines. Based on
the spatial quadrature, r54(¢), and temporal quadrature,
Tsqh (%), signals in the ZX-plane, two new signals, ry ()
and ro(7), can be generated. Similarly, two new signals
in the ZY-plane r3(i) and r4(i) are generated. The four
new signals are given by

71(2) = Tsq (i) 4 Jrsan (i) = exp(72miTo (for + fp))
72() = Tsq, (1) — Jrsan, (1) = exp(i2miToe(for — fp))
r3(i) = T'sq ( ) + irsany (1) = exp(i2miTous(fyy + fp))

(2) ( )

);

where the frequency f, is due to the axial pulse modu-
lation, f, is due to the spatial transverse modulation,
and f,s is due to the spatial elevation modulation. The
transverse, v,s, and the elevation velocity, v,/, are then
calculated by

= Tsqy (1) = J7sany (1) = exp(52miTpee(fyr —

AJT

Vgr = 2k T <
SR ()} R Ra (k)45 Ra (k)R (R (k)
arcmn(@R{Rl(k)}%{w)}f%{m(k)}%{m(k)}) (4)
_ Ay
Uy = 2k T

S { Ry ()P R{ R ()} 3 R (K) }R{ Ra ()}
arctan (%{Rz<k>}%{Ri(k)}—%{Ri(k)}s{Ri(k)}) , (5)

where T, is the time between two emissions, R, (k)
is the complex lag k autocorrelation value of r,,(k) for
m = 1,...,4. R{e} denotes the real part, and I{e}
the imaginary part. The complex autocorrelation is esti-
mated over IN; emissions. RF averaging is performed by
averaging the autocorrelation estimate over the length of
the excitation pulse3*33. Both A\, and A, can be calcu-
lated theoretically using (1) and (2) based on the given
sampling depth, z. Bias compensation may be performed
by substituting A, and A, with for instance the mean
lateral wavelengths, A, and Ay, which can be estimated
based on simulations or measurements.

As an alternative to the method described above, a
heterodyning demodulation approach3* can be applied.
In that case, the following signals are formed

r12(2) = r1(i) X r2(i) = exp(§2miTpre2 fo)
r12+ (1) = r1(¢) X 15(4) = exp(j2miTpee2fp)
r34(1) = r3(i) X r4(3) = exp(§2miTpr2fy)
raa= (1) = r3(1) X 11 (1) = exp(j2miTpee2fp).

In stead of calculating the phase change in the complex
signals over time directly®*, we apply an autocorrelation
approach®® with RF averaging3? to estimate the phase

Method for estimating three-dimensional velocity vectors 4



change. The estimation of the transverse and elevation
velocity components then becomes

3{312(/6)}>

Ao
33/ € = 53 _ a1 t 6
Vet S ok T <3‘E{R12(k)} (©)

Uy’ het =

Az S{R34(k)}
m arctan <8‘%{Ri4(k)}> ) (7>

where Ri2(k) and R34(k) are the complex lag k autocor-
relation values of r12(k) and r34(k), respectively. Because
this approach multiplies the generated signals r1 (k) and
ro(k) directly prior to the autocorrelation, it is suspected
that this approach will be more susceptible to noise com-
pared to the TO approach, which estimates the autocor-
relations first prior to the pairwise multiplication of the
autocorrelation values.

The axial velocity component is calculated using an
autocorrelation estimator®® with RF averaging? as

3{Rc(k)}>
R{R(k)} )"

where R.(k) is the autocorrelation of the center line at
lag k.

Because the velocity estimations are based on autocor-
relation approaches, the aliasing limit of the axial, trans-
verse, and elevation velocity components is

z

s T

arctan <

1 A
Vz' max = )
T A kT

1 A
U/m.xzf
woma 4k‘Tprf

1 A
Uy’ max = Z k'Tprf.

D. Number of operations

The number of operations needed (both additions and
multiplications) for the 3D velocity estimation is calcu-
lated in the following. The calculation assumes that the
temporal quadrature data have already been obtained
either by IQ sampling or by means of the Hilbert trans-
form.

Per set of four samples used for estimating v, and v,,
the following number of operations are required

7
NC’TOZ2'<2.(1O+1+2)+N>’

where the first 2 is for v, and vy, the second 2 is for two
autocorrelation functions per velocity component, 10 is
the number of operations to calculate one autocorrelation
value in R;(1), the +1 for summing the autocorrelation
values, and the +2 is for the adding the latest value and
subtracting the oldest in the RF averaging. For every N;
emissions, the final velocity calculation as described in
(4) is performed. This requires additional 5 multiplica-
tions, 2 additions and one arctan look-up.

The required floating point operations per second
(flops) can be calculated as

fﬂops = Nc ' fs *Pus

where p, is fraction of time used for velocity estimation.
Assuming N; is 16, the sampling frequency is 15 MHz,
and 80 % of the time is used for flow estimation, the re-
quired flops for estimating v, and v, are

fAops,TO ~ 53 - 15 MHz - 0.8 = 0.64 Gflops.

The amount of floating point operations per seconds is
within the capabilities of standard CPUs, whose capabil-
ities are at least 1 Gflops.

For comparison, the number of calculations needed by
the conventional axial velocity estimator is

1
Neconwv = (6+1+2)+ —.
c,conv ( +1+ ) + Nz
Consequently, the flops for the autocorrelation estimator
in the given examples are

fops,conv = 915 MHz - 0.8 = 0.11 Gflops.

As it can be observed, the number of calculations re-
quired for the two transverse velocities is approximately
a factor of 6 larger than for the conventional estimator.
For a realistic example, the combined flops required for
estimating v,, vy, and v, are 0.75Gflops. This is less
than 1Gflops, which is a lower limit of the capabilities
of standard CPUs today. Based on the above, it is con-
cluded that the 3D T'O method is suitable for a real-time
implementation on a modern scanner.

I1l. PERFORMANCE METRICS

This section introduces two groups of metrics for eval-
uating performance. The first group evaluates the ob-
tained double-oscillating pulse-echo field and the corre-
sponding TO spectrum, and the second evaluates the
quality of the obtained velocity estimates.

A. The spectrum of the TO fields

It has previously been demonstrated that several met-
rics used to evaluate the double oscillating pulse-echo
fields (PEFs) and the beamforming were correlated with
the subsequent performance of the velocity estimation'®.
The following metrics are used to evaluate the TO field
and the beamforming: The mean lateral wavelengths, A,
or j\y; the bias, By, between the mean lateral wavelength
and the theoretical wavelength; the coefficient of vari-
ance, ¢,, of the dispersion of the spatial lateral frequen-
cies, f; or f, about their mean; and the energy ratio, E,,
of the TO spectrum.

The metrics are all calculated based on the TO spec-
trum. The TO spectrum is obtained by first constructing
the combined TO pulse-echo field, hto(z,y,t), by sum-
ming the pulse-echo fields from the left, hi(z,y,t), and
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the right, h.(z,y,t), TO lines from either the ZX- or the
ZY -plane as

hTO(x7y7t> = hl(il?,y,t) +JH{h1(Iay7t)}
+ (@, y,t) + jH{he (2, y, 1)},

where H{e} denotes the temporal Hilbert transform. For
use with the stated metrics, the TO spectra are calcu-
lated in 2D in either the ZX- or the ZY-plane as

S(fz7ft) yvt)|y=0}
S(fv»ﬁ) Yst)|a=0},

where Fyp{e} denotes the 2D Fourier transform. Be-
cause the emulated transducer layout is the same in both
the z-direction and the y-direction, only the performance
metrics for the ZX-plane is considered in the following.
The obtained results will be same for the ZY -plane.
Based on S(f., ft), an estimated value of the mean
transverse wavelength, /\1, at the given depth of interest
can be obtained as 1/f,, where f, can be computed as

/fs/2 /fss /2

fs/2 f~s/2

/fs /2 /f?q /2

fa/2J—fss/2

where fs is the temporal sampling frequency and fss is
the spatial sampling frequency.

Additionally, A, = 1/f, from (8) can be used instead of

Az in (1) and (3) when beamforming to yield a less biased

velocity estimate. The bias of the spatial wavelength in
the TO spectrum is calculated as

= Fon{hro(z,
= Fon{hro(z,

S(fus f1)? dfrdfe

(®)

S(fus f1)? df2d fr

By, = e ©)

A negative bias will result in velocity estimates that
have lower (absolute) values than expected. Most often
the bias is negative because the mean spatial frequency,
e.g. f. = 1/)\; is lower than expected from (1), because
the energy in the other half of the TO spectrum low-
ers the mean. The actual mean spatial wavelength in the
TO fields is, thus, larger than theoretically expected. Be-
cause the TO spectrum is rather broad band, it does not
affect the velocity estimation as such (if the discrepancy
is not too large), but the wavelength used when scaling
the velocities is then too small, and hence, the velocity
estimates are biased in a negative direction. It should be
noted, that echo cancelling as observed previously by the
authors'® also affected the bias in some cases by biasing
the velocity estimates towards higher values.

To evaluate the frequency spread around the mean spa-
tial wavelength in the TO spectrum, the coefficient of
variation, c,, is calculated as

Otz
fa
where f, is the mean spatial (lateral) frequency given in
(8), and oy, is the frequency dispersion about the mean

(10)

Cy =

spatial frequency, f., given by
Is/2 pfss/ 2
/ [ (e RS dnads
oy fs/2 ) —fas/ 2
@ fs/2 pfss/2
/ / S(far fi)?
fs/2J—fas/2
It has been shown that increases in ¢, leads to increases in
the standard deviation of the velocity estimates'®. This
is in accordance with the fact that the velocity estimator
is an autocorrelation estimator, which performs best in

narrow frequency band conditions.
The last metric is the energy ratio, E,., computed as

fs/2 70
/ [ st sorana
fs/2 ) —fss/2
fo/2 pfes/2 ’
/ | st st
fs/2J—fss/2
This provides information about the energy leak from
the right half plane to the left half plane of the 2D TO
frequency spectrum. This value is related to the stan-
dard deviation of the velocity estimates'®. If the value
of E, approaches 0 dB, the amount of energy in both
quadrants is increasingly the same, and velocity estima-
tion is expected to be compromised, because the spa-
tial quadrature approach has failed. This energy ratio is
therefore used as a criteria for optimization of the TO

field to match X, in the TO field with A\, used in the
beamforming.

dfzdft

(11)

B. Velocity estimates

The performance of the TO method for 3D velocity
vector estimation is determined by the accuracy and pre-
cision of the estimated velocities. Therefore, the average
of N, velocity profiles is investigated. In the calculations
of the relative mean biases and relative mean standard
deviations, it is assumed that the velocity estimates are
independent.

At each discrete depth, z,, the velocity is estimated
from a number of emissions, N;. The mean, 0(z,), and
the estimated standard deviation, o(z,), of N, estimates
are computed at each discrete depth. Also, the bias,
B(zy,), is calculated as

B(Zn) = @(zn) - vt(zn)7

where v; is the true velocity profile.

To provide a straightforward comparison of various
parameter settings, two non-dimensional parameters are
calculated based on the biases and the standard devia-
tions for the NN, profiles as

(12)

(13)
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where vy is the peak velocity and N, is the number of
discrete samples within the region of interest. The rela-
tive mean bias, B, the relative mean standard deviation,
o, are thus used to describe the performance of the 3D
TO velocity vector estimator.

IV. SIMULATION ENVIRONMENT AND POST
PROCESSING

The simulation studies performed to investigate the
TO method for 3D velocity vector estimation uses the
ultrasound simulation program Field 113637, The sim-
ulation environment, the parameters, and the post pro-
cessing are described in the following.

A. Simulation setup

The simulation and post processing environments con-
sist of a number of parameters. They are listed below
along with their default value. The variables in the pa-
rameter study are mentioned, and their respective values
are listed in Table I. Bold face values correspond to the
reference setup. For all the simulations, the sampling fre-
quency, fs, was set to 100 MHz, and the speed of sound,
¢, was set to 1480m/s to mimic the speed of sound in
water.

A transducer was emulated as a 2D matrix array with
a center frequency, fy, of 3.5 MHz. The array had 32x32
elements with a pitch in both dimensions of 300 um. The
kerfs were set to A/100, where X\ is the wavelength of
the ultrasound pulse in water. The one-way impulse re-
sponse of the transducer was defined as a 2 cycle Hanning
windowed pulse at the center frequency yielding a 6 dB
bandwidth of 96%. A second transducer with 64x64 ele-
ments, but otherwise the same characteristics, was emu-
lated as well. For this transducer, the number of active
channels was limited to 1024.

The emitted pulse for the velocity vector estimation
was an 8 cycle Hanning windowed sinusoid at the cen-
ter frequency. The emitted ultrasound beam was a plane
wave. As default, it was steered in the direction of the
z-axis, but the steering angles, 0, and 0,,, were varied
in the parameter study. All 1024 channels were used for
transmitting the pulse. The default was an apodization
of 1 for all elements (rectangular). The receive aper-
ture for the conventional axial velocity estimation was
apodized with a circular symmetrical Hamming window.
The receive apodization for both pairs of TO lines were
two peaks with widths of w and spaced a given distance
d apart. The apodization of the TO peaks was varied in
both dimensions, i.e. in the direction with oscillations
(osc.) and in the direction without oscillations (non-
osc.). The difference between the pair of TO lines in
the z-direction and the y-direction was merely a 90° ro-
tation.

As part of the parameter study, the number of emis-
sions per estimate, and the SNR was varied. As default,
an ensemble length of 32 emissions was used, and no noise
was added to the simulated RF signals. When testing

the effect of varying the signal-to-noise ratio (SNR), zero
mean white Gaussian noise was added to the beamformed
RF-data prior to the match filtration. The amplitude of
the noise was varied to obtain different SNR values. The
matched filtration improved the SNR by 18 dB. The SNR
values after the matched filtration are listed in Table I.
The default value used in the simulations unless other-
wise stated is 0o, i.e. no noise was added.

Two flow phantoms were simulated: A 10 mm x 10 mm
x 10 mm block of scatterers moving as a plug flow, and
a 20x20x20mm cube with a cylinder with a length [
of 20 mm and a radius r of 6 mm centered inside the
block — mimicking e.g. the carotid artery. The scat-
terers inside the cylinder was moving with a circular
symmetric parabolic velocity profile, and the scatterers
outside the cylinder were stationary. The simulations
were performed with a constant peak speed || of 1m/s,
whereas the direction of the flow @y/|Uy| was varied by
rotating the block of scatterers. As default, the cen-
ter of the plug flow phantom was located at a depth of
(z,y,%) = (0,0,15) mm, and the parabolic flow phantom
was located at (z,y,z) = (0,0,30) mm. The steering di-
rection and the radial depth were varied. Depending on
this, the block of scatterers were rotated and translated
accordingly to obtain velocity vectors orthogonal to the
ultrasound beam. The plug flow phantom was used for
a simple proof of concept, whereas the parabolic flow
phantom was used in the parameter study.

B. Post processing

In the post processing step, matched filtration was used
by convolving the calculated RF signals with the time
reversed emitted pulse, g(—n), as

rm(n) = rs(n) * g(=n),

where r4(n) is the received sampled signal at time n.

When clutter filtering (stationary echo cancelling) was
applied, it was performed by subtracting the mean en-
semble value of IV; emissions by

N;
rep(n, i) =rm(n,i) — Zrm(n, i),
i=1

where ¢ is the emission number. Afterwards, the veloci-
ties were estimated as described in Section II.C.

C. Proof of concept study

The plug flow phantom was used as a simple case for
validating the concept. The 32x32 and the 64x64 element
transducers were used in this case. Compared to the
reference setup, the following parameters differed in this
proof of concept setup: The center frequency was 3 MHz,
the pitch was /2, and the transducer impulse response
was a 3 cycle sinusoid at the center frequency.

In this case, 10 realizations for each parameter setting
were simulated. The scatterers were initialized with ran-
dom positions and amplitudes between each realization.
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Table I. Variables in the parameter study

Parameter Values
Steering angle 6., [°] 0,5,...,45
Steering angle 6., [°] 0,5,...,45

Transmit apodization (in 2D) Hanning, Tukey, Rect
Hanning, Tukey, Rect

TO peak apod. (non-osc. direction) Hanning, Tukey, Rect

TO peak apod. (osc. direction)

No. of elements in TO peak spacing 8,12,16,20,24
No. of elements in TO peak width 2,4,8,12,16
Flow direction ¢ay [°] 0,15,...,90
Flow direction ¢.y [°] 0,15,...,90
Flow direction ¢.4 [°] 0,15,...,90
No. of emissions per estimate 8,16,32,64
SNR [dB] -6,-3,...,12,00

D. Parameter study

The parameters varied in the study are summarized in
Table T with their respective values. The reference point
in parameter space is highlighted with bold face. For
the SNR, oo is the default value. In this study, the ve-
locity profile had a circular-symmetrical parabolic shape.
For each parameter value, 100 realizations, V,,, were per-
formed with random scatterer initialization in terms of
position and amplitude.

V. PROOF OF CONCEPT

This section presents results from the initial proof of
concept simulations. The results have been part of a con-
ference contribution®. Before the velocity estimation, a
matched filtration was performed using the time reversed
transmitted pulse. No stationary signal was added in this
case, and hence, no stationary echo cancelling was per-
formed. To obtain temporal IQ) data, the Hilbert trans-
form was used to create the analytical signal. The veloc-
ities were estimated based on 32 emissions, and for each
flow angle the simulations were repeated 10 times. No
bias compensation was performed in the velocity estima-
tions.

The center of the plug flow phantom was placed at
(z,9,2) = (0,0,15) mm. Only velocities in the XY -plane
were simulated, hence, the results from the estimation
of the axial velocity are not shown. The estimated ve-
locities for flow in the z-direction (¢4 equal to 0°)
and y-direction (¢, equal 90°) for the 64x64 trans-
ducer are shown in Fig. 3. The true velocities are
(vg,vy) = (1,0)m/s and (vg,vy) = (0,1) m/s for the two
flow directions, respectively. The figure demonstrates the
agreement, between the theoretical profiles and the ob-
tained velocity estimates, v, and v, from the simulations
at both flow angles. At 15 mm, v, was 0.97 + 0.026 m/s
and v, was 0.011 £ 0.061 m/s for flow in the z-direction
(¢pzy = 0°). For flow in the y-direction where ¢, is 90°,
vy was 0.0294+0.065m/s and v, was 0.98+£0.038 m/s.
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Figure 3. (Color online) Velocity estimates of v, and vy for
flow in the XY-plane orthogonal to the ultrasound beam.
The results are for the 64x64 transducer. Dot-dashed lines
indicates true velocity, solid lines the mean of 10 profiles, and
dashed lines one standard deviation.In A and B ¢, is 0°,
and ¢gy is 90° for C and D.
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Figure 4. (Color online) Velocity estimates for flow in the
XY-plane orthogonal to the ultrasound beam as a function
of flow angle ¢zy. A is for the 64x64 transducer and B for the
32x32 transducer. Thin solid arrows indicate the true simu-
lated velocities, dashed lines the estimated velocity vectors,
and the ellipses (solid) the standard deviations for v, and vy,
respectively.

The flow angle in the XY-plane, ¢,,, was varied from
0 to 90° in steps of 15°. The velocity components v, and
vy at depth 15 mm were estimated for each angle, and
the mean and the standard deviation of the transverse
velocity components were calculated. The results for the
seven different angles are shown in Fig. 4 for the 64x64
and the 32x32 transducer, respectively.

The average performance for all 70 estimates at 15 mm
depth is shown in Table II for the two transducers. Listed
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Table II. Overall performance of the estimator at the center
of the vessel for the proof of concept study.

Metric 64x64 32x32
Mean |v| [m/s] 0.97+ 0.047 0.944 0.11
Mean B; [°] -0.73+3.3 -0.48+7.7

are the mean speed, |v|, and the standard deviation of
all speeds as well as the mean estimated angle bias, B &
between the true angles and the estimated flow angles,
which are estimated by

by = arctan Yy, (14)

Vg

From the results it can be observed, that the bias and
the standard deviation is higher when using the 32x32
compared to the 64x64 transducer. This is expected, be-
cause d is smaller for the 32x32 transducer compared to
the 64x64 transducer, and hence, the transverse wave-
length is larger for the 32x32 transducer than for the
64x64 transducer. Consequently, the velocity range is
larger for the 32x32 transducer compared to the 64x64
transducer. And as the velocity and f,.+ are the same in
the two cases, the velocity estimates for the 32x32 trans-
ducer will have higher standard deviations compared to
the 64x64 transducer. In addition, the separation be-
tween the peaks is smaller for the 32x32 transducer com-
pared to the 64x64 transducer, which results in a poorer
defined TO field which affects both bias and standard
deviation. This also indicates that the TO field should
be optimized for a given setup.

The results shown in Fig. 3 and 4 demonstrate that
the 3D TO method can estimate v, and v,, and that the
estimation is decoupled. The relative bias is —3% & —6%
and the relative standard deviation is 5% & 11% for the
64x64 & 32x32 transducer, respectively. The estimated
angle is practically unbiased, and the relative standard
deviation of the angle is 1% and 2%, respectively. There-
fore, the results serve as proof of concept.

VI. OPTIMIZING THE METHOD

A part of optimizing the TO method is to ensure a
good agreement between the transverse wavelength, A,
used when beamforming the TO lines and the resulting
X, in the combined TO field. This section presents and
discusses results that illustrate how the bias arising from
the mismatch between ), and )\, can be eliminated.

A. Investigation of the TO spectrum

Based on the 32x32 transducer and the default parame-
ters given in the previous section, the PEFs are simulated
with a range of \,. Based on the combined TO spectrum,
the resulting )\, and the corresponding bias between the
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Figure 5. (Color online) Illustrates the effect of varying the
transverse wavelength in the beamforming stage on the TO
spectrum. Solid lines indicate the input/output relation,
dashed lines the values for the theoretical wavelength, cir-
cles the optimal point, and the dot-dashed line indicates the
output=input curve. A Shows the mean estimated transverse
wavelength as a function of input A; in the beamforming of
the TO lines, B depicts the corresponding bias between the
theoretical and the mean wavelength, C displays F, as a func-
tion of A,;, and D shows ¢, a function of \,.

theoretical and the estimated mean wavelength is calcu-
lated using (8) and (9), respectively. Furthermore, the
coefficient of variation, ¢,, is calculated based on (10),
and the energy ratio, E,., is computed using (11).

The effect of varying A\, in the beamforming stage on
X is displayed in Fig. 5A. The transverse wavelength
is used when calculating 07o_, with (3). The theoreti-
cally calculated A\, is 3.38 mm for the given parameters.
The optimal point where the input A, equals the out-
put A, occurs at a transverse wavelength of 3.71 mm. It
can also be noted that the shape of the mean transverse
wavelength as a function of the transverse wavelength in
the beamforming is a flat parabola. The minimum value
of A\, based on the TO spectrum is 3.69 mm. This value
is obtained when a value of A\, of 3.38 mm is used in the
beamforming stage.

Fig. 5B shows B, corresponding to the wavelengths
shown in Fig. 5A. Consequently, the optimal point where
the bias is 0 is at A\,=3.7lmm. B, is -8.35% at the
theoretical value of \,.

The energy ratio of the energy in the left versus the
right of the TO spectrum is shown in part Fig. 5C. The
lower the value the better. At the theoretical \,, E, is
-16.1dB, and at the optimal point F, is -16.4dB for A\,
equal to 3.56 mm.

In Fig. 5D ¢, is shown. The optimal point is at 3.47 mm
with a value of 52.4%. For the theoretical value of A,
cy is 52.7%.
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Figure 6. (Color online) Performance metrics of the velocity
estimates as a function of A;: The relative mean standard
deviations G,, () and &,, (A), and the relative mean bi-
ases B, (o) and va (V¥). A The relative mean and standard
deviation of the velocity estimates, when the transverse wave-
length used in the beamforming (z-axis) is used in the velocity
estimation as well. B The mean TO wavelengths are used in
the velocity estimation. They are calculated based on the
TO fields, which are simulated for the different wavelengths
(z-axis) used in the beamforming stage.

The above results demonstrate that the optimal value
for A, in the beamforming in terms of bias is 3.71 mm,
whereas when considering ¢, and FE,. the value is a little
lower. The results also demonstrate, that there is little
difference when operating around the optimal point. So
it is not crucial that A\, in the beamforming stage is ex-
actly the same as \,. However, the estimated A, should
be used in the velocity estimation instead of the theo-
retical A\, to reduce the bias. In this case this value is
approximately 3.7mm. The flat parabolic shape of A, in
Fig. 5A indicates that it is not crucial to optimize the
Az-Ag-relation in this case, but it suffices to estimate )\,
based on TO spectrum obtained when using the theoret-
ical A; in the beamforming.

B. Bias compensation of velocity estimates

The predictions based on the performance metrics are
tested in a simulation of velocities using the standard
parameters previously described, where the velocity is in
the z-direction. In these simulations the transverse and
elevation wavelengths, A, and Ay, used in the beamform-
ing is varied from 3.0mm to 4.0 mm in steps of 0.1 mm.
Afterwards, the velocity estimation is performed in two
different ways. To quantize the effect of varying the ve-
locity estimation, the relative mean bias, B, , and the
relative mean standard deviation, &,,,, are calculated for
each set of 100 velocity profiles. No echo cancelling is
used in this case.

Fig. 6A shows the relative mean biases and standard
deviations when the transverse and elevation wavelengths
used in the velocity estimation are the same as the ones
used for beamforming. In Fig. 6B the mean transverse
and and elevation wavelengths calculated based on the
TO spectrum are used in the velocity estimation. In
both cases, the relative mean standard deviations, &,
and G,,, are practically unaffected by varying the wave-
lengths, and they are approximately 5-7% and 4-6 %,

respectively. In addition, the relative mean bias va is
practically constant at approximately 0% for the range
of the elevation wavelengths, A,. Considering the rela-
tive mean bias B,_, it increases from -16% to 6 % and
is 0.001 % at 3.7mm in Fig. 6A. In Fig. 6B the metric is
more or less constant at values of approximately 0 %.

These results illustrate that the bias is not an offset,
but rather reflects a wrong scaling factor of the veloc-
ity estimates, and that this wrong scaling factor is de-
termined by the mismatch between the theoretically de-
rived spatial wavelengths and the actual mean spatial
wavelengths in the TO fields.

If mean stationary echo cancelling is applied prior to
the velocity estimation, the trends of the results are the
same as for the results presented in Fig. 6, and there-
fore, the results are not shown, but the differences are
stated here. The relative mean standard deviation &, is
unaffected and the relative mean standard deviation Tv,
is 1-2 percentage points larger. In terms of the relative
mean biases, B,, is unaffected, whereas B,, is offset with
approximately 2 percentage points in all cases. However,
it should be noted that simulation results previously re-
ported by the authors'® indicated that this offset was
only present at beam-to-flow angles close to 90°. A main
contribution to the increase in B, comes from the clut-
ter filter that gives rise to edge effects, where the velocity
is overestimated at the vessel boundaries.

In conclusion, it is beneficial to optimize the TO field
based on one of the optimization criteria. Additionally,
bias compensation should be addressed. In this case, nei-
ther F, nor ¢, were far from their optimal points when
using the theoretical wavelength. This illustrates that
the method is robust in terms of TO wavelengths. The
velocity estimations were improved by compensating for
the bias. This was achieved by substituting the theo-
retical TO wavelengths, A, and )\,, with the mean TO
wavelength, A\, and Ay, in (4) and (5), respectively.

VIl. PARAMETER STUDY

This section presents results from the parameter study
and discusses them. Firstly, examples of estimated 3D
velocities at the reference point are presented. Secondly,
the mean and standard devations of 3D velocity vectors
obtained by varying the flow angle are visualized. Subse-
quently, the results of varying the parameters are investi-
gated in terms of the relative mean bias and the relative
mean standard deviation of the velocity profiles.

A. 3D velocities at reference point

With the reference parameter values, 3200 emissions
were simulated where the motion followed a circular sym-
metric parabolic profile. The flow direction was in the
z-direction with a peak velocity of 1m/s. The steering
angles were both 0°.

One hundred estimates of the velocity components
were estimated based on 32 emissions per estimate. Clut-
ter filtering was applied. The results for v,, v,, and v,
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Figure 7. (Color online) Velocity estimates of v., vy, and

v, where ¢z is 0°. Thin dot-dashed lines indicate the true
velocity, thin solid lines individual estimates, thick solid lines
the mean of the 100 profiles, and dashed lines one standard
deviation. A, C, and E show 100 estimated velocity profiles.
B, D, and F show the mean and standard deviations of the
profiles. Note, that the velocity range for v, has been reduced
with a factor of 10 compared to v, and vy.

are displayed in Fig. 7. The left panels show the 100 es-
timated velocity profiles, and the right panels the mean
and standard deviation. Both the transverse and ele-
vation velocities were bias compensated as discussed in
Section VI, e.g. A\, equal to 3.4 mm was substituted with
Az equal to 3.7mm in (4).

At the center of the vessel at 30 mm, the average ve-
locity was

Uy 1.00 0.059
v=113, | =] 00091 |=£| 0083 |m/s,
7, 0.00059 0.0053

where the true velocity was (vs, vy, v,) = (1,0,0) m/s. At
this position and normalized with the speed, the relative

111.8

1114

1 v [mis] f  [Hz]

V‘, [m/s] prf

Figure 8. (Color online) The average of the estimated 3D
velocity vectors at the center of the vessel for different flow
angles in the ZX-, ZY-, and XY-plane. Black arrows indi-
cate the true flow direction. Ellipsoids represent estimated
velocities. The center of the ellipsoids is the mean of the
100 estimates, and the the three radii of the ellipsoids are
one standard deviation for v, vy, and v, respectively. Note,
that the pulse repetition frequency, fprs, had to be increased
with an increasing axial velocity component (see color coding
of the colorbar). This resulted in higher standard deviations
on the transverse and elevation velocity estimates. The ellip-
soids appear to be discs because the standard deviation of the
axial velocities are about an order of magnitude smaller com-
pared to the transverse and elevation velocities. The results
are shown in 2D in Fig. 9.

Table III. Overall performance of the estimator at the center
of the vessel for the parameter study.

Metric / Plane zX zYy XY
Mean |v| [m/s] 1.01 + 0.093 1.00 + 0.098 1.03 4 0.083
Mean B [°] 0.92+8.9 1.4£9.2 -0.14£4.2

biases were smaller than 1%, and the relative standard
deviations were 6 %, 8%, and 0.5 %, respectively.

B. Visualization of estimated flow directions

The flow directions contained in either the ZX-, the
ZY -, or the XY-plane were investigated. The flow angle
in the individual planes were varied from 0° to 90° in
steps of 15°. As in the above case, the mean velocity
vector at the center of the vessel was calculated for each
variation, and the results are presented in 3D in Fig. 8.
For clarity, the pair-wise velocity components in the ZX-,
the ZY-, and the XY -plane are presented in Fig. 9. The
overall performance of the mean speed, |v|, and the mean
estimated angle bias, B, at the center of the vessel for
all angles in the three respective planes are summarized
in Table III.
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Figure 9. (Color online) 3D velocity estimates as shown in Fig. 8 displayed here as the velocity components in A the ZX-plane,
B the ZY-plane, and C the XY -plane. Thin solid arrows indicate the true simulated velocity vectors at the center of the
vessel, dashed lines the estimated mean velocity vectors, and ellipses (solid) the standard deviations for pairs of vs, vy, or v,,

respectively.

The results show that in the XY-plane the velocity in
either the z- or y-direction is determined without bias,
whereas at angles around 45°, there is a positive bias of
6 %. Overall, for all seven angles, the relative bias of the
speed at the center of the vessel is 3 %. The correspond-
ing relative standard deviation is 8 %. For comparison,
the relative bias of the average speed is 1% and 0% for
the ZX- and the ZY-plane. The mean angle bias is -
0.144+4.2° in the XY-plane, and in the ZX- and the ZY-
plane the bias is less than 1.4° with standard deviations
less than 10°.

It should be noted, that with an increasing axial veloc-
ity component, it is necessary to increase the pulse repe-
tition frequency, fyrf, to avoid aliasing. It is increased, so
that the axial velocity component is maintained at 80 %
of the aliasing limit. As a consequence, the aliasing limit
for the transverse and elevation velocity components in-
creases, and the poorer use of the velocity range results in
the increased standard deviations observed for v, and v,.
However, this drawback is to some degree alleviated by
the fact that most vessels run more or less parallel to the
skin surface, and hence, the transducer surface. Addi-
tionally, it can be observed that the standard deviations
for the conventionally estimated axial velocity are about
an order of magnitude smaller than for the transverse
and elevation velocity components.

Based on the results shown in Fig. 8, Fig. 9, and Ta-
ble III, it can be concluded that the speed and the angle
of the peak velocity in the XY -plane on average are de-
termined practically without bias, and that 95 % of the
estimates are within 8.4°, which is 2.3 % of 360°. For the
ZX- and the ZY -plane the performance is comparable,
but slightly worse because of the increasing mismatch
between the magnitude of the transverse and elevation
velocity components and the corresponding aliasing lim-
its.

C. Varying the parameters

The previous paragraphs demonstrated the ability of
the 3D TO method to estimate 3D velocity vectors. The

following presents the results of varying the previously
outlined parameters. In the parameter study, the rel-
ative mean bias and relative mean standard deviations
are computed according to (12) and (13) for each set of
mean velocity profiles for the various parameter settings.
This allows for a more straight-forward comparison of
the performance over the different parameters and their
values. To reduce the effect of the vessel boundaries, the
performance metrics are calculated over the entire vessel
except for the outer most 1 mm at either end. As de-
fault, the flow in is the z-direction, unless the flow angle
is changed.

To recapitulate the results from Section VII.B in the
framework of the parameter study, the relative mean
bias and standard deviations for v, and v, are shown
in Fig. 10A-10C for the velocities with flow angles ¢.,,
¢y, and @y, respectively. From Figs. 10A and 10B it is
obvious that the relative mean biases, BUI and va, are
more or less unaffected, whereas the relative standard de-
viations, 7,, and 7, , increase as the flow angle decreases
and the axial velocity components increases. As previ-
ously mentioned, this is due to the increase in the pulse
repetition frequency. The shape of the curves is similar to
the increase in fy,s (see values in Fig. 8). The relative in-
crease in the relative mean standard deviations is largest
at large flow angles, which reflects that the largest rela-
tive increase in f,.+ occurs when going from a flow angle
of 90° to 80°.

The results in Fig. 10C show that the relative mean
standard deviation for v, increases from about 6% to
about 8 % as the flow angle, ¢z, is increased from 0 to
90°. As the angle increases, the transverse velocity com-
ponent decreases from 1m/s to Om/s. The opposite is
the case for the elevation velocity component. The results
show that the relative mean standard deviation increases
as the magnitude of the velocity component decreases.
The relative mean biases for v, and v, have a parabolic
shape. The values are between 0% and 2% at 0° and 90°,
and 4% at 45°. This was also apparent from Fig. 9C.

The number of emissions per velocity estimate affects

the performance. The results are shown in Fig. 10D.
As the number of emissions increases, the relative mean
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standard deviation decreases, e.g. when the ensemble
length is increased from 16 to 64, ¢, and &, decrease
from 7.4% and 13% to 4.5% and 6.2%, respectively.
The decrease in standard deviation is expected, because
the standard deviation should decrease with a factor of
1/+/N,, if the N, signals are uncorrelated. The relative
mean bias for v, decreases from 10% to 1.5 %, whereas
the relative mean bias for v, is unaffected.

The effect of varying the SNR is demonstrated in
Fig. 10E and 10F. Fig. 10E shows the result of using the
TO estimator — Eqs. (4) and (5) — compared to the het-
erodyning approach — Egs. (6) and (7) — in Fig. 10F.
For the TO approach with a SNR of co and 0dB, the
relative mean biases for v, and v, are increased from
5% to 12% and from 8 % to 14 %, respectively. For the
heterodyning approach®?, the relative mean standard de-
viations increase from 7% to 31 % for v, and from 10 %
to 34 % for v, when the SNR is changed from oo to 0dB.
The difference is more than a factor of 2. In addition, the
heterodyning approach breaks down with a SNR between
0dB and -3dB, whereas the TO approach first breaks
down with a SNR between -6 dB and -3 dB. The results
confirm the suspicion raised in Section II.C.3 that the
heterodyning approach is more susceptible to noise com-

Method for estimating three-dimensional velocity vectors

pared to the TO approach. This observation is in agree-
ment with the results reported by Udesen and Jensen'?

Fig. 10G show the result of changing the steering an-
gle 0,,. The results for 0,, are similar and are therefore
not shown. As the results indicate, the relative stan-
dard deviation is almost unaffected with values between
5% and 7%. The relative mean biases vary from -2 %
to 2%. These values are obtained by using the theo-
retically calculated transverse and elevation wavelengths
based on (1) and (2) in the beamforming. The values
for A\, and ), increase as a function of steering angle
because of the cosf-term. However, the most accurate
velocity estimates (with the smallest bias) were obtained
using )\, and A, calculated at steering angles of 0° in the
velocity estimation. That observation and the low values
for especially the relative mean standard deviations were
surprising. It was expected that steering the beam would
degrade the performance of the velocity estimator. An
explanation may reside in the ideal conditions of the Field
IT simulation environment, and the fact that no noise is
added. Hence the drop in SNR due to the angular sen-
sitivity has not been captured. To test this hypothesis,
the velocity estimation was repeated with white Gaussian
noise added, so that the SNR was changed to 0 dB at a
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steering angle of 0°. The noise amplitude is kept con-
stant for all steering angles. The result can be observed
in Fig. 10H. When the steering angle increases, the re-
ceived energy is lower, and hence the SNR decreases if
the noise is constant. The decrease in SNR degrades the
performance and the relative mean standard deviations
increases. The relative mean bias is only affected at large
steering angles. The results thereby confirm the hypoth-
esis, that noise degrades the performance when steering
the beam.

The result of changing the spacing of the TO peaks
is illustrated in Fig. 10I. As the spacing increases, the
relative mean standard deviations decrease. The relative
mean bias for vy is 0% for almost all settings, but de-
creases for v,. Fig. 10J shows the effect of changing the
TO peak width. Increasing the TO peak width slightly
increases the relative mean standard deviations. The rel-
ative mean bias for v, has a flat parabolic shape. For vy,
the relative mean bias is unaffected.

Fig. 10K presents the results of combining various
apodization shapes. Three different apodization shapes
are used: A Hanning window, a Tukey window with a
ratio of taper of 0.5, and a rectangular window. These
windows are applied to the transmitting aperture, the
receive aperture with the TO peaks in the transverse os-
cillating direction, and with apodizations across the TO
peaks in the non-oscillating direction. All €27 combina-
tions are investigated. The first data point in Fig. 10K
is denoted HHH. It is an abbreviation for applying Han-
ning, Hanning, and Hanning windowing in transmit, re-
ceive (oscillation direction), and receive (non-oscillation
direction), respectively. The next point is HHT denoting
Hanning, Hanning, and Tukey, and the third data point is
HHR, denoting Hanning, Hanning, and Rect. The fourth
data point is HTH, and the pattern is repeated. The re-
sults indicate that the relative mean biases are practically
unaffected as well as the relative mean standard devia-
tion for v,. For v,, however, the relative mean standard
deviation has a serrated appearance. The relative stan-
dard deviation is around 7 % when the apodization in the
non-oscillating direction is a rectangular window, and it
is about 5 % when it is Hanning apodized.

When deciding on which apodization to use, it is im-
portant to remember that the SNR is proportional with
the area under the apodization functions. The considera-
tion of SNR and the area under the apodization functions
is also important when considering the peak width. The
results indicate, that in a noisy environment, there will be
a trade-off between the TO spacing, the TO peak width,
and the apodization functions where the SNR, affects the
optimal setting.

Overall, the parameter study demonstrates that the
TO method is robust in terms of creating the TO fields
and the appertaining transverse and elevation wave-
lengths. The theoretical values of the TO wavelengths
can be used, but for bias optimization, the mean TO
wavelengths based on the TO fields should be computed.
Additionally, the TO fields themselves should be opti-
mized by means of the performance metrics to reduce the
bias and standard deviations of the velocity estimates.
Furthermore, the TO method is less susceptible to noise

compared to the heterodyning approach.

VIIl. CONCLUSION

A method for estimation of 3D velocity vectors using
the Transverse Oscillation approach is presented in Sec-
tion II.C. Initial results from the plug flow simulation
presented in Section V serve as a proof of concept, and
demonstrate that the estimation of the velocity vector is
decoupled into v, vy, and v,. It is further demonstrated
that it is beneficial to optimize the TO method and to
perform bias compensation by estimating the mean TO
wavelengths based on the TO fields as described in Sec-
tion VL

As demonstrated in Section VII, velocity estimates are
obtained with relative mean biases around 0% and rel-
ative mean standard deviations less than 5% when op-
timized. The mean speed at the center of the vessel is
estimated with a relative bias less than 3% and a relative
standard deviation less than 10%. In the XY -plane, the
flow angle is estimated without bias, and with 95% of
the estimates within 8.4°. For the given reference setup
with a SNR of 0dB, the parameter study presented in
Section VII.C shows that the relative mean standard de-
viation is increased from 5% to 12%. In the presence
of noise, the performance degrades as the steering angles
are increased, and at high levels of noise, the method
breaks down. Overall, the results demonstrate that 3D
TO method is able to estimate the three velocity com-
ponents under various parameter settings, and that the
method is robust in terms of the transverse and elevation
wavelengths.

The simulation results presented are promising, and
they warrant further investigation and experimental ver-
ification. Besides requiring a 2D phased array matrix
transducer, the complexity of the 3D TO method is
within the capabilities of modern scanners. With mea-
surements of 3D velocity vectors, it will be possible to
measure the full 3D vortices and rotational flow as found
for instance in the carotid artery.
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Experimentally obtained estimates of three-dimensional (3D) velocity vectors using the 3D Trans-
verse Oscillation (TO) method are presented. The velocities are measured along the diameter of a
vessel in a steady flow phantom. Experimental ultrasound measurements using the SARUS scanner
validates recently reported results of 3D velocity vectors obtained through simulations. The method
employs a 2D transducer and synthesizes two double-oscillating fields in receive to obtain the axial,
transverse, and elevation velocity components simultaneously. These TO fields are investigated in
an experimental setup. The results demonstrate that the created fields only oscillate in the axial
plus either the transverse or the elevation direction. Velocity measurements of steady flow in two
different directions (mainly in z or y-direction) are conducted in an experimental flow-rig. All three
velocity components are measured with relative biases and standard deviations (normalized to ex-
pected value) below 5% and 12 %, respectively. For an expected velocity magnitude of 25.2 cm/s,
the method estimates 24.4+3.1cm/s and 25.1+1.9cm/s for the two directions. Under similar con-
ditions, the simulations yield 25.1£1.5cm/s and 25.4+1.6 cm/s. The experimental results validate
the results obtained through simulations and verify that the 3D TO method estimates the full 3D

velocity vectors and the correct velocity magnitudes.

PACS numbers: 43.35.Yb

Keywords: Ultrasound, velocity estimation, 3D velocity vectors, transverse oscillations, experimental

measurements

I. INTRODUCTION

Ultrasonic velocity estimation has come far since the
first measurements of were conducted!. Yet, the con-
ventional methods in commercial scanners estimate the
axial velocity component only. This is the case despite
the fact that studies have shown that the velocity vec-
tors have components in all three spatial dimensions and
vary as a function of time and space?*. Several ultra-
sound methods have been proposed for measuring three-
dimensional (3D) velocities over the past decades. These
includes cross-beam methods®™", speckle or feature track-
ing methods® 19, transverse Doppler methods using the
spectral broadening effect''2, decorrelation based tech-
niques'315, cross-correlation of beams'®18  or particle
imaging velocimetry'®2'. However, the various tech-
niques have individual limitations such as limited field
of view, high computational demands, or the need for
contrast agents. So far, none of these techniques have
produced in-vivo 3D vector flow images and none of the
techniques have been adopted by commercial manufac-
tures.

Recently, the authors suggested an approach for esti-
mating 3D velocity vectors by means of two transverse
oscillating fields, spatial quadrature sampling, and the
use of a 2D phased array transducer??. Simulation re-

a) Author to whom correspondence should be addressed. Electronic
mail: mjp@elektro.dtu.dk

sults demonstrated that the 3D Transverse Oscillation
(TO) method has the ability to estimate 3D velocity
vectors. This paper presents the first experimentally ob-
tained 3D vector velocities measured in a steady flow-rig
system using the 3D TO method to validate the previ-
ously reported findings. This is attained by measuring
the transverse oscillating fields and by measuring 3D ve-
locity profiles through an artificial vessel in an flow-rig
system using an experimental research scanner and a 2D
matrix array. To underline the validity of the previously
reported simulation results, the experimentally obtained
measurement results are compared to results from simu-
lations.

To achieve the objective, the paper briefly refers to the
3D Transverse Oscillation method in the next section and
describes the materials and methods used in Section III.
Section IV presents the experimental measurement re-
sults, and Section V the simulation results. The discus-
sion can be found in Section VI, and the conclusion in
Section VII.

Il. THE 3D TRANSVERSE OSCILLATION METHOD

A method employing transverse oscillations for 3D ve-
locity vector estimation has recently been suggested by
the authors?2. The following serves as a brief summary.

The 3D TO method employs a Transverse Oscillation
approach as suggested by Jensen and Munk??, where An-
derson?* proposed a similar method. The 3D Transverse
Oscillation method estimates the two transverse velocity
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components based on two double-oscillating fields and
spatial quadrature sampling by employing a 2D matrix
array transducer. The double oscillating fields are syn-
thesized in receive by applying special apodization func-
tions. To obtain the oscillations in the transverse direc-
tion, the receive aperture is modulated in the transverse
direction. Conversely, the oscillations in the elevation
direction are obtained by modulating the receive aper-
ture in the elevation direction. The fields are created so
that they do not oscillate in the perpendicular direction.
Thereby, the velocity estimation is decoupled into three
orthogonal velocity components, and the components are
estimated simultaneously. Note that both fields are syn-
thesized in receive from the same data and all compo-
nents of the velocity vector are obtained simultaneously.

The creation of the transverse (and the elevation)
double-oscillating fields is combined with spatial quadra-
ture sampling. The spatial quadrature data are obtained
by sampling the field at four positions that pairwise are
90° phase-shifted. This is obtained by sampling the field
at four points that pairwise are spaced a quarter spa-
tial wavelength apart. For a range of depths, this is
achieved by steering four beams radially, so that they
diverge from each other. The spatial wavelengths can
be determined theoretically?®2%. Alternatively, and with
improved performance, the wavelengths can be deter-
mined as the mean transverse wavelength, ), and the
mean elevation wavelength, j\y, based on the TO spec-
tra225. The latter is applied in this paper, and it is
further described in Section III.LE. Besides the four TO
lines, an additional axial line is beamformed for conven-
tional axial velocity estimation.

After the beamforming, the velocity estimation utilizes
the estimator suggested by Jensen?6. The velocity esti-
mation is the same for v, and v,, each based on one pair
of the four TO lines. The axial velocity component is
calculated using a conventional autocorrelation estima-
tor?” with RF averaging®®. The three estimated velocity
components, v;, v, and v, are orthogonal, and they are
estimated simultaneously by the 5:1 parallel beamform-
ing in receive.

The originally proposed TO method for 2D velocity es-
timation employed linear array transducers, and experi-
mentally obtained in vivo results using the TO method
for 2D vector velocity imaging have been presented?®.
Furthermore, the 2D method has been implemented on a
commercial scanner and FDA approved for clinical use,
and clinical in vivo vector flow images obtained using
the commercial scanner have been presented®’. The fea-
sibility of a phased array implementation for 2D velocity
estimation has also been demonstrated?®. Therefore, the
3D TO method is a strong candidate for a commercial
implementation of 3D vector velocity imaging.

I1l. MATERIALS AND METHODS

The following describes the materials and methods
used including the measurement equipment, the simu-
lation framework, general settings, the performed mea-
surements and simulations, the data processing, and the
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Figure 1. (Color online) The scanning tank system with
mounted hydrophone and 2D transducer.

performance metrics used.

A. Measurement equipment

This section describes the equipment used for perform-
ing pulse-echo measurements in a scanning tank and ve-
locity measurements in a flow-rig system.

The 3D Transverse Oscillation method requires a 2D
transducer. A 3.5 MHz 32x32 element 2D matrix array
transducer (Vermont S.A., Tours, France) is used. The
pitch of the transducer is 0.3 mm. The transducer con-
sists of four blocks of 8x32 elements. These four blocks
are stacked together separated by an inactive row of ele-
ments, hence, the element layout of the transducer differs
in the z- and the y-direction.

At a sampling frequency of 70 MHz, data from all the
1024 active elements are acquired simultaneously through
1024 channels connected to the 1024 channels on the syn-
thetic aperture real-time ultrasound system (SARUS)3!.
Data are stored for offline processing. Signals from a
hydrophone can be sampled by SARUS as well.

A hydrophone is mounted in an AIMS III Scanning
Tank (Onda, Sunnyvale, CA), which can control the po-
sition of the hydrophone in all three dimensions. The
setup is illustrated in Fig. 1. The hydrophone is a HGL-
0400 capsule hydrophone (Onda, Sunnyvale, CA), and
it is connected through a preamplifier to either a digi-
tal oscilloscope or to SARUS. SARUS and the scanning
tank system can be controlled from MATLAB to ensure
synchronized data acquisition.

The in-house built flow-rig system is illustrated in
Fig. 2. It is a closed loop circuit and consists of a
Cole-Parmer (Vernon Hills, IL) centrifugal pump, an air-
trap, a long (>1.2m) metal tube, which is replaced by
a rubber (heat-shrink material) tube penetrable to ul-
trasound inside a tank filled with demineralized water, a
calibrated magnetic MAG1100 (Danfoss, Nordborg, Den-
mark) flowmeter, and plastic tubing to connect the parts.
The internal radius, r, of both the metal and the rubber
tube is 6 mm, and the wall thickness of the rubber tube
is 0.5 mm. The length is long enough to ensure fully de-
veloped laminar flow, which has a parabolic flow profile.

Measurements of 3D velocity vectors 2
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Figure 2. (Color online) The in-house flow-rig. It is a closed
loop circuit driven by a centrifugal pump. The volume flow
rate can be read out from a calibrated magnetic flowmeter.
Inside the water tank, the metal tube is replaced by a rubber
tube penetrable to ultrasound. A transducer fixation device,
can be lowered into the tank at adjustable beam-to-flow an-
gles.

The flow-rate, @, is measured by the flowmeter. The cen-
trifugal pump circulates a blood-mimicking fluid (Danish
Phantom Design, Frederikssund, Denmark). In its con-
centrated form, the fluid contains 5 pum orgasol, glyc-
erol, detergent, and demineralized water. It is diluted
1:20 with demineralized water, and dextran is added to
obtain a viscosity, u, of 3.9mPa-s. The density, p, is
1.0 x 103kg/m®. A transducer fixation device can be
lowered into the water tank at adjustable beam-to-flow
angles.

B. Simulation environment

Simulations are performed in order to compare the
measurement results with the simulated results. This is
performed because the physical transducer differs slightly
in layout compared to the previously reported simula-
tion results®?. Single channel data are obtained using
the ultrasound simulation program Field 113334, The
general parameter settings for both measurements and
simulations are described below. The flow phantom mim-
icking the experimental flow-rig system is designed as a
20 x 20 x 20mm?® cube of scatterers. At the center, the
vessel is modelled as a cylinder of length of 20 mm and a
radius of 6 mm. The velocity profile inside the vessel is
a circular-symmetric two-dimensional parabolic profile.
The number of scatterers in the total volume is 80,000,
and they were initialized with uniformly distributed ran-
dom positions and random zero-mean Gaussian ampli-
tudes.

In the simulations, plane waves were emulated for both
the simulations of the TO fields and flow phantom.

C. General settings

This section describes the general settings that apply
to both the measurements and the simulations. The pa-
rameters with their values are listed in Table I. These
values are used unless stated otherwise.

A few of the parameters are explained in more detail in
the following. The layout of the 2D transducer has been
described above. The transmit apodization value is listed

Table I. Default parameter settings for the measurements and
the simulations.

Parameter Value
Transducer

Geometry [elements] 35x32
Active elements 32x32
Rows of inactive elements (by design) 3x32
Pitch [mm)] 0.3
Center frequency [MHz] 3.5
Bandwidth (two-way) [%] 67
System

Sampling freq. (simulations) [MHz] 100
Sampling freq. (measurements) [MHz] 70
Speed of sound [m/s] 1480
Number of receive channels (SARUS) 1024
Emitted pulse

Center frequency [MHz] 3.5

No. of cycles 8
Windowing of emitted pulse Hanning
Focal depth [mm)] 30
Steering angle in azimuth plane, 6., [°] 0
Steering angle in elevation plane, 6., [°] 0
Transmit apodization

Transmit apodization Hamming(32x32)
Receive apodization

Center line Hanning(32x32)
TO peak apod. (osc. direction) Rectangular
TO peak apod. (non-osc. direction) Rectangular
TO distance d, [elements] 25

TO distance dy [elements] 28

TO window width [elements] 8
Flow settings

Flow angle ¢ay [°] 0 or 90
Beam-to-flow angle ¢., [°] 80 or 90
Beam-to-flow angle ¢., [°] 90 or 80
Peak speed [m/s] 0.253
Flow profile Parabolic
Data acquisition

No. of emissions 3200
Pulse repetition frequency [Hz] 600

Post processing
Time- d
Matched filter 1r-ne .reverse
excitation pulse
Clutter filtering Mean subtraction

Velocity estimator

Ensemble length [emissions] 32
SNR [dB] 7-10

as “Hamming(32x32)”, which means that a 1x32 sam-
ples long Hamming signal is repeated 32x1 times. It is
then multiplied (element-wise) with it transposed coun-
terpart. The receive TO apodization in the z-direction
is two rectangular functions (2x8 elements) separated by
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Figure 3. (Color online) Illustration of the flow phantom for
measurements and simulations. The beam-to-flow angle ¢z x
is 80° as one of the two cases of flow directions.

16 elements. Hence, the distance of the TO functions
is 25 elements. This is repeated along the non-oscillating
(non-osc.) direction, which in this case is the y-direction.
The TO apodization for flow estimation in the y-direction
is merely a 90° rotation of the TO apodization in the z-
direction, except for that fact that the distance of the
centers of the TO function is 28, because of the three
inactive rows.

The peak velocity is calculated based on the volume
flow rate from the flow-meter and the radius of the ves-
sel. The velocity was set to be approximately 0.25m/s,
because the pump cannot deliver a steady flow at high
velocities. The same velocity was used in the simulations.
The pulse-repetition frequency was set low accordingly.
If the velocity was approximately 1m/s as e.g. in the
carotid artery, the pulse repetition frequency should just
be increased to 2.4 kHz.

In the beamforming, the receiving aperture for the TO
lines in the ZY-plane consisted of the two 32x8 rectan-
gles, where center points were separated by 28 elements.
For the Z X-plane, the receiving aperture consisted of two
8x16 rectangles, centered in the y-direction and with 25
elements between the centers. This difference was applied
due to transducer inaccuracies affecting the two velocity
components differently. In the simulations, the geomet-
rical layout of the physical transducer was emulated, and
the measured transducer impulse-response was used.

D. Performed measurements and simulations

Pulse-echo measurements are performed in the scan-
ning tank. First, the hydrophone is aligned under the
transducer in the XY-plane at a depth of 30 mm. Sec-
ond, the hydrophone is used as a point source and the
transmit-receive pulse-echo field is sampled at various po-
sitions in the field. For these measurements, plane waves
where emitted instead of a focused beam.

Flow measurements were conducted with two dif-
ferent flow directions in regard to the transducer.
The direction of the velocity vectors were ei-
ther approximately (v, vy, v;)/|v] = (0.986, 0, 0.168)
or (vg, vy, vy)/|v] = (0, 0.986, 0.168) relative to the
transmitted beam, which was along the z-axis. The one
case is illustrated in Fig. 3. In the measurements, these
flow directions were obtained by adjusting the transducer
z—axis-to-flow angle to 80°, and letting the transducer z-
axis point in the direction of the flow. In the other case

the transducer was rotated 90°, so that the flow was in
the y-direction.

For both cases, 1600 emissions with a pulse repetition
frequency of 600 Hz were obtained.

Pulse-echo simulations and flow phantom simulations
corresponding to the measurements were performed using
Field II. Simulations with flow were conducted with the
same flow directions as for the measurements.

E. Data processing

The data processing was performed offline. The indi-
vidual channel data sampled with SARUS or obtained
through the simulations were matched filtered with the
time-reversed excitation pulse prior to the beamforming
stage. The beamforming was performed using the Beam-
formation Toolbox III3®.

The measurement system inherently introduces noise
to the measurements. In SARUS, the noise level varies
over various channels. Therefore, channels with high
noise levels were removed in the beamforming. The stan-
dard deviation over 100 emissions are calculated for each
sample covering the vessel wall (300 samples in total).
For each channel, the mean of the standard deviations
is calculated. Now, the mean and standard deviations
across the channels are computed. Channels were the
mean standard deviation is higher than the mean of all
channels plus 2 standard deviations (i.e. above the 95%
interval) are removed. In all, 33 channels were removed.

The amount of noise in the system affects the signal-to-
noise ratio (SNR). This parameter that affects the perfor-
mance of the velocity estimator. The SNR of the beam-
formed RF data inside the vessel was calculated based on
100 emissions where the flow has been turned off. The
SNR is calculated as

N, /2

S 2
n=—Ng/2

Ng/2 ’

Y nin)

n=—N;/2

SNRgg(n) = 101log,

where n denotes discrete time samples, s(n) is the re-
ceived sampled signals, ns(n) is calculated as the resid-
uals after subtracting the average of s(n) over the 100
emissions from s(n), and Ny is the number of samples
in one excitation pulse. The final value of the SNR is
averaged over the 100 emissions, and over the vessel lu-
men. For the simulation of velocities, zero mean Gaus-
sian white noise was added to the individual channels
prior to matched filtration and beamforming. The noise
amplitude was adjusted to obtain the desired SNR.

To obtain the TO fields, the temporal IQ data are
obtained by use of the Hilbert transform on the time-
sampled signals. Then the signals from the left and right
beams are combined to create the complex TO fields?®.
The corresponding TO spectrum is obtained by applying
a Fourier transform on the complex TO fields. Ideally,
if the spatial IQ process worked for all spatial frequen-
cies, the TO spectra should be one-sided in the oscillating
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direction and symmetrical around 0 mm~! in the non-
oscillating direction. A performance metric to evaluate
how well the spatial 1QQ process has worked is the ratio
of energy at negative spatial frequencies over the ratio of
energy at positive spatial frequencies denoted FE,.2°

Before the velocity estimation was performed, clutter
filtering was applied by subtracting the mean ensemble
value of N; emissions as

N;
ch (TL, Z) = T’m(nv Z) - Z 7°7,L(TL, Z),
=1

where 7,,(n,4) are the matched filtered received signals
and ¢ is the emission number.

To improve the performance of the velocity estimates,
the mean transverse wavelength, A, and the mean ele-
vation wavelength, Xy, were used in both the beamform-
ing stage and in the velocity estimation. This lowers
the standard deviation, and reduces the bias.?®> The es-
timated mean values are determined from simulations,
and the mean wavelengths and theoretically determined
wavelengths are stated in Section V.A. To obtain the
TO spectra, however, the theoretical values were used in
both measurements and simulations.

IV. MEASUREMENTS RESULTS

This section presents the results obtained from mea-
suring the TO fields and velocities in the flow-rig.

A. Measurements of the TO fields

The TO method depends on creating the two double-
oscillating fields that oscillate in the axial and in either
the transverse (x) direction or the elevation (y) direction.

The double-oscillating pulse-echo fields are investi-
gated using the scanning tank system, and data are
obtained using SARUS. Fig. 4 presents the result of
performed measurements. The signals displayed in the
figure were averaged over 8 emissions at each position
and they are normalized to the overall maximum sig-
nal value. Fig. 4A shows the sampled left and right
beams in the ZX-plane for a specific time instance for
a point target (the hydrophone), which is moved in the
z-direction between emissions. Hence, the positions of
the point target were (z,y,z) = (¢;,0,30) mm, where
z; = —5,—4.5,...,5mm. The dashed line in Fig. 4A
shows the Hilbert transform of the left beam. Ideally, the
right beam should overlap with the Hilbert transform of
the left beam for the spatial IQ to work perfectly. As it
can be observed from the figure, this is the case for the
most part of the signals.

Fig. 4B shows the left and right beam in the ZY -plane,
for the point target moved in the z-direction. In this
case, there should not be a 90° phase-shift between the
left and the right beam as the TO oscillations are in
the y-direction, and the point target was moved in the
z-direction. As Fig. 4B demonstrates, there is no 90°
phase-shift between the left and the right beam.
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Figure 4. (Color online) Pulse-echo measurements of the TO
fields at a depth of 30 mm for a specific time instance across
either the transverse z-direction (A and B) or the elevation
y-direction (C and D). Dots (-) denotes samples for the left
beam, and squares ([J) denotes samples for the right beam.
A and C is for the two beam in the ZX-plane. B and D is
for the beams in the ZY -plane. The dashed line is the Hilbert
transform of the left beam (in A and D).

For the results in Fig. 4C and 4D, the point target was
moved in the y-direction. Therefore, the obtained results
are the opposite of the results in Fig. 4A and 4B. Fig. 4C
shows the left and the right beam in the ZX-plane. As
can be observed, the two signals almost coincide: The
phase of the signals are the same with some small dif-
ferences in amplitude. Conversely, the left and the right
beam in the ZY-plane shown in Fig. 4D exhibits the same
trends as for the signals in Fig. 4A: The right beam and
the Hilbert transform of the left beam overlap for part
of the signals, and else, they have the same phase but
different amplitudes. On a side note, the signals in the
z-direction (Fig. 4A and B) are slightly off the center
axis.

The results presented in Fig. 4 were the sampled signals
at one specific time instance. The results in Fig. 5 shows
the results of the TO spectra, for the four cases shown
in Fig. 4. It is expected that Fig. 5A and D should have
one-sided spectra, i.e. the main energy located within
the positive frequencies, whereas Fig. 5B and C should
be symmetric around 0mm™!. This is also the case, al-
though the spectra in both Fig. 5B and C are a little off
the center axis.

The mean transverse wavelength, \;, and mean el-
evation wavelength, j\y, calculated based on the TO
spectra (Fig. 5A and D) are 8.0mm and 5.4mm, re-
spectively. In terms of frequency, this corresponds to
0.124mm~"' and 0.186 mm™!. The peaks are located at
4.2mm (0.240mm~?') and 4.9mm (0.203mm~1'). The
energy ratio, F,, is -14dB for Fig. 5A and -8.5dB for
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Figure 5. (Color online) The TO spectra corresponding to
the TO fields in Fig. 4.

Fig. 5D.

For Fig. 5B and C the mean frequencies are -
0.031mm~' and -0.0021mm~'. The energy ratios are
4.5dB and -3.2dB for Fig. 5B and Fig. 5C, respectively.

The discussion of the presented results and the differ-
ences between the theoretical and measured mean wave-
lengths as well as a comparison to the obtained simula-
tion data is deferred to Section VI.

B. Flow-rig measurements

Measurements were performed in a flow-rig with steady
flow to evaluate the performance of the estimator. As
default, 32 emissions per estimate were used yielding 50
velocity profiles of the three velocity components vy, vy,
and v, as demonstrated in Fig. 6. The left panels are for a
flow direction expectedly confined to the ZX-plane. The
transducer was placed inside the water tank with an ex-
pected beam-to-flow angle ¢zx of 80° and an expected
flow angle ¢zy of 0°, i.e. a flow direction confined in-
side the ZX-plane. The actual beam-to-flow angle was
determined to be 78° by use of the mean axial velocity
profile. The low standard deviation of the conventionally
estimated axial velocities allows for this determination of
the beam-to-flow angle. Note, that this is done without
considering either v, or v,. For v, the velocities were ex-
pected to be 0m/s. The actual value of ¢z x is within the
expected uncertainty of the transducer fixation devices.

The right panels in Fig. 6 are the results for a flow
direction confined inside the ZY -plane. In the same way
as above, ¢zx was determined to be 79° and ¢zx to be
90°. Comparing the velocity profiles for v, and vy, it
can be observed, that several of the flow lines for v, have
higher fluctuations than for v,. The reasons for this will
be discussed later. Compared to v, and v,, the variance

Flow direction in ZX—plane Flow direction in ZY—plane
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Figure 6. (Color online) Estimated velocity profiles of the

three components v;, vy, and v, based on experimental mea-
surements in a flow-rig. The center of the vessel was located
at an axial depth of 30 mm. Left panels are for a flow direc-
tion primarily in the ZX-plane. Right panels are for a flow
direction in the ZY-plane. Thin lines represents individual
estimated profiles, and thick lines represent the expected flow
profiles.

of the estimated axial velocities is 58 times smaller. This
is determined by investigating the mean and standard
deviations of the estimated velocity profiles.

The estimated mean and standard deviation for w,,
vy, and v, for the two cases are displayed in Fig. 7. In
all the six subplots, the mean of the estimated velocity
components follows the expected profiles. At the center
of the vessel at 30 mm, the average velocity for the two
cases with the flow direction confined to the ZX-plane
or the ZY-plane were

Vg 24.4 2.6

Vzx = | 7y | = | —021 [ £ | 21 cm/s
Vy 5.22 0.31
Ve 0.25 2.5

vy oy | =] 235 + | 2.1 cm/s.
Uy 4.92 0.39
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Figure 7. (Color online) Mean and the range of one standard
deviation of the 50 measured velocity profiles for the three
estimated velocity components. Thick lines indicate the ex-
pected velocity profile, thin lines indicates the mean of the
profiles, and dashed lines one standard deviation. Compare
to the simulated results in Fig. 12.

The expected velocities in the two cases were

24.6
Vexp,ZX = 0.00
5.24
0.00

chp,ZY = 24.8
4.82

cm/s

cm/s,

yielding a bias of

—0.30
By, = | —0.21
—0.023

0.25
By,, = | —1.28
0.10

cm/s

cm/s.

With the three independent velocity components esti-
mated, it is possible to calculate the true velocity mag-
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Figure 8. (Color online) Mean and the range of one standard
deviation of the measured velocity magnitude profiles as a
function of ensemble length in the velocity estimation. From
top to bottom: 8, 16, 32, 64, 128 emissions per velocity esti-
mate. Thick lines indicate the expected velocity profile, thin
lines indicates the mean of the profiles, and dashed lines the
range of one standard deviation.

nitude. The velocity magnitude profiles are calculated
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Table II. Estimated velocity magnitude at the center of the
vessel in terms of mean £ one standard deviation and bias
compared to the expected values. Results based on measure-
ments. “Flow direction” refers to the two cases with the flow
direction being either in the ZX- or the ZY -plane.

Metric / Flow direction zZX zYy Unit
Expected |v| 25.2 25.2 [cm/s]
Mean of |v| 24.8 25.1 [cm/s]
Std. of |v]| 3.1 1.9 [cm/s]
Bias —0.36 —0.12 [cm/s]
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Figure 9. Performance metrics for the estimated velocity mag-
nitude at the center of the vessel for the flow direction con-
fined to A the ZX-plane and B the ZY-plane. (O) denotes
the relative standard deviation and (-) the relative bias.

for each set of the three velocity component profiles. For
the results presented in Fig. 6, the mean + one standard
deviation of the velocity magnitude profile is shown in
Fig. 8 in the third row. For the peak velocity magni-
tude at the center of the vessel, the mean of the velocity
magnitude, |v|, the expected velocity magnitude, and the
resulting bias are listed in Table II. As it can be calcu-
lated, the relative standard deviation and the relative
bias compared to the expected value are 12% and -1%
for the flow direction in the ZX-plane, respectively. For
the flow direction in the ZY -plan, the values are 8 % and
0.5%.

The performance of the velocity estimator depends on
the SNR. The SNR inside the vessel was calculated based
on 100 emissions where the flow had been turned off.
On average, the SNR inside the vessel was 10dB for the
lines in the ZY-plane, and 7.5dB for the lines in the
Z X-plane. But these averages covers values range from
12dB close to the first vessel wall down to 3dB close to
the second vessel wall. The drop in SNR is particularly
present for the two TO lines in the ZX-plane.

Another parameter that affects the performance of the
3D TO estimator is the ensemble length, i.e. the number
of pulses used in the calculation of the autocorrelation
values. The velocity estimation was repeated for ensem-
ble lengths of 8, 16, 32, 64, and 128 emissions per esti-
mate. The resulting velocity magnitude profiles can be
found in Fig. 8. For an ensemble length of 8, the stan-
dard deviations are large, especially at the far end of the
lumen. As the ensemble length increases, the standard

>
oy

zy

Normalized amplitude

Normalized amplitude

Q
)

zX

0.5

-0.5

Normalized amplitude
=
<E
Normalized amplitude

W

-5 =25 0 2.5
x [mm)]

Figure 10. (Color online) Simulations of the TO fields at a
depth of 30 mm for a specific time instance across either the
transverse z-direction (A and B) or the elevation y-direction
(C and D). Dots (-) denotes samples for the left beam, and
squares () denotes samples for the right beam. A and C
is for the two beams in the ZX-plane. B and D is for the
beams in the ZY-plane. The thick dashed line is the Hilbert
transform of the left beam (in A and D).

deviations decrease, yielding a better performance. The
drawback of increasing the ensemble length, is of course
the drop in frame-rate, and often, a compromise between
frame-rate and precision has to be made. The perfor-
mance increase is visualized in Fig. 9, which shows the
relative standard deviation and relative bias at the center
of the vessel lumen. As the ensemble size increases, the
relative standard deviation decreases, whereas the rela-
tive bias only changes slightly.

V. SIMULATION RESULTS

Simulations with the same parameter settings as the
measurements were carried out. Both the TO fields and
velocities in a flow phantom were simulated.

A. Simulations of the TO fields

The TO fields were investigated at a depth of 30 mm
in points along the x- and y-axis. The positions were
the same as the measurements. The results are shown in
Fig. 10. Fig. 10A and D illustrate that the left and right
beams are 90° phase-shifted, whereas the left and right
beam in Fig. 10B and C are not. The corresponding TO
spectra are shown in Fig. 11. As it can be observed, the
spectra in Fig. 11A and D are almost one-sided, while
the spectra in in Fig. 11B and C are symmetrical around

Omm™!.
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Figure 11. (Color online) The TO spectra corresponding to
the TO fields in Fig. 10.

For the given parameter settings, the theoretical A,
and A, are 3.4mm and 3.0mm, respectively. The
mean transverse wavelength, \,, and mean elevation
wavelength, j\y, calculated based on the TO spectra
(Fig. 11A and D) are 3.7mm and 3.3 mm, respectively.
In terms of frequency, this corresponds to 0.270 mm™!
and 0.302mm~!. For Fig. 11B and C the mean frequen-
cies are both 0mm™!. The energy ratio, E,, is -16 dB for
Fig. 11A, -0.021dB for Fig. 11B, -0.027dB for Fig. 11C,
and -18 dB for Fig. 11D.

The comparison of the simulated results to the mea-
sured results is found in Section VI.

B. Flow phantom simulation

The result of simulating velocities in the flow phantom
is shown Fig. 12 for both cases. The simulated velocities
follow the expected velocity profiles. The standard de-
viation for v, and v, are comparable, although slightly
smaller for v, than for v,. The standard deviation is con-
siderably smaller for v, than for v, and v,. For all six
velocity profiles, almost no bias is present except close
the vessel boundaries. At the center, the mean of the
estimated velocities for the two cases is

Vg 24.6 1.5
v=|17 | = 097 | £ 25 |cm/s
Uy 4.18 0.14
Uy 0.384 3.3
V=17, | =] 2438 +| 1.6 |cm/s.
7, 4.21 0.14

Flow direction in ZX—plane Flow direction in ZY—plane

30 30
25 o 251} -
20} - 20} -
z 15} 151 - ‘
E 10} 10} : :
. 51, . 5"’_,;-;\'_,5,"_;
0 S 0 =
5. 5[
-10 -10
-6 -3 0 3 6 -6 -3 0 3 6

v [cm/s]

v [em/s]

I 5t
-10 -10
-6 -3 0 3 6 -6 -3 0 3 6

Radius in vessel [mm] Radius in vessel [mm]

Figure 12. (Color online) Mean and the range of one standard
deviation of the 50 simulated velocity profiles for the three
estimated velocity components. Thick lines indicate the ex-
pected velocity profile, thin lines indicates the mean of the
profiles, and dashed lines one standard deviation. Compare
to the measured results in Fig. 7.

The expected velocities in the two cases were

24.9
0.00
4.38

0.00
24.9
4.38

Vexp = cm/s

Vexp = cm/s,

yielding a bias of

—0.24
0.97
-0.21

B, cm/s

0.38
—0.024
—0.17

o8]
<
Il

cm/s.
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Table III. Estimated velocity magnitude at the center of the
vessel in terms of mean £ one standard deviation and bias
compared to the expected values. Results based on simula-
tions. “Flow direction” refers to the two cases with the flow
direction being either in the ZX- or the ZY -plane.

Metric / Flow direction zZX zYy Unit
Expected |v| 25.2 25.2 [cm/s]
Mean of |v| 25.1 25.4 [cm/s]
Std. of |v]| 1.5 1.6 [cm/s]
Bias —0.13 0.17 [cm/s]

Flow direction in ZX—plane Flow direction in ZY—plane

30 30
25| : ‘ : 25}
=z 20 20
E 151 15t
= 10y 10

5 ,

-6 -3 0 3 6

Figure 13. Mean and the range of one standard deviation of
the simulated velocity magnitude profiles with an ensemble
length in the velocity estimation of 32. Thick lines indicate
the expected velocity profile, thin lines indicates the mean
of the profiles, and dashed lines the range of one standard
deviation.

The mean of the velocity magnitudes calculated for
each set of velocity profiles is displayed in Fig. 13. The
results at the center is listed in Table III. The relative
standard deviation and the relative bias compared to the
expected peak velocity magnitude is 6 % and -0.5% for
the first case and 6 % and 0.7 % for the second case, re-
spectively. The described results were obtained with an
average SNR inside the vessel of approximately 6.0 dB
for the flow direction in the ZX-plane and 9.4 dB for the
flow direction in the ZY-plane .

VI. DISCUSSION

This section discusses the results presented in this pa-
per. First, the TO fields are discussed, and second, the
obtained velocity estimates from measurements and sim-
ulations are discussed.

A. TO fields

The measurements of the double-oscillating pulse-echo
fields presented in Fig. 4 as well as the simulated results
shown in Fig. 10 demonstrate, that the TO fields, besides
oscillating in the axial dimension, oscillate in the trans-
verse and not in the elevation direction or vice versa. Ad-
ditionally, the results demonstrate that in the oscillating
direction, the left and the right beams are approximately
90° phase-shifted.

The signals in Fig. 4A and B are slightly off axis, which
means, that the signals in Fig. 4C and D where not ob-
tained at the center. This explains why F, is lower for
Fig. 4D (-8.5dB) than for Fig. 4A (-14dB). For compar-
ison, the values for the simulated TO spectra are -16dB
and -18dB for the oscillations in the transverse and in
the elevation direction, respectively.

The measurements yielded mean spatial wavelengths of
8.0mm and 5.4mm for A, and j\y, respectively. This is
somewhat higher than the simulated mean spatial wave-
lengths of 3.7mm and 3.3 mm, respectively. The the-
oretical values are 3.4mm and 3.0mm for A; and A,
respectively. The differences in A, and A, are a result of
the geometrical differences in the z- and the y-direction.
The spatial mean wavelengths obtained through simu-
lations were used in the beamforming and the velocity
estimation of the experimentally measured as well as the
simulated flow.

One of the differences between the measurements and
the simulations comes from the phase errors and the noise
in the measurement system, which are not present in the
simulations. Additionally, the energy for the higher spa-
tial frequencies are present both at negative and posi-
tive frequencies in the otherwise one-sided spectra. That
effectively lowers the mean frequency, and thereby in-
creases the mean wavelength. Furthermore, in the mea-
surements, the scan plane may not be completely aligned
with transmitted beam.

Nonetheless, the measured TO fields confirm the pres-
ence of the two double-oscillating fields, where the left
and the right beam in the oscillation direction are ap-
proximately 90° phase-shifted.

B. Velocity estimation

Three-dimensional velocity estimates are obtained
through experimental measurements and simulations of
steady flow. Fig. 6 shows the individual estimated veloc-
ity profiles for the three velocity components v, vy, and
v, measured in the experimental flow-rig. Fig. 7 shows
the mean and the range of one standard deviation. As
it can be observed, the bias is almost 0 for both of the
flow directions, whereas the standard deviation for v, is
higher than for v,.

One of the reasons for the higher variation and variance
of the profiles for v, compared to v, is due to differences
in the electronics. For estimation of v,,, other transducer
elements and system channels are used compared to the
ones used for estimating v,. The elements used for esti-
mating v, have more errors (in phase and cross-talk) than
the ones used for v,. Additionally, there is more elec-
tronic noise present on the channels used to estimated
vz. The noise amplitude fluctuates, and hence, affects
the different estimated velocity profiles differently. This
explains that only some of the estimated velocity profiles
exhibits higher variation than others. Additionally, some
of the sampling boards are unstable, yielding increases in
noise over time. This affect v,, where the large fluctua-
tions for v, especially for the flow direction in the ZY-
plane arose at the end of the measurements, and progres-
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sively got worse. Channels involved in estimating v, were
not affected by this. These issues where addressed and to
some extend alleviated by removing channels with large
fluctuations from the beamforming. Hence, for the mea-
surements, it is expected that the standard deviations
are larger for v, compared to v,. This is also reflected in
the SNR, which was about 3 dB lower for v, compared to
vy. Additionally, the SNR dropped considerably inside
the vessel down to approximately 3dB at the distal ves-
sel wall. As the SNR begins to drop below 6 dB and then
3 dB, the performance of the estimator begins to degrade
markedly. This is the reason for the poor performance at
the distal vessel for v, in the measurements. The simula-
tions where not affected by this as there was no structure
to the noise added and no phase error or short-circuits
or temporal fluctuations.

Comparing the mean of the three estimated veloc-
ity components from measurements and simulations at
the center of the vessel shows that the standard devia-
tions are comparable. For the measurements they range
from 2.1cm/s to 2.6 cm/s, and for the simulations from
1.5cm/s to 3.3cm/s. In the measurements, the relative
standard deviation normalized to the peak velocity mag-
nitude ranges from 8% to 12%. In the simulations, it
ranges from 6 to 13%. To obtain these simulation re-
sults, noise was added to the channel data to obtain SNRs
comparable to the measurements.

Similarly, the biases from measurements and simula-
tions are of the same size and fluctuates around 0. For the
measurements, the range is from -1.28 cm/s to 0.25 cm/s,
and for the measurements it is -0.24cm/s to 0.97 cm/s.
The largest bias is less than 5 %. This demonstrates that
using the mean spatial wavelengths obtained from sim-
ulations in the beamforming and the velocity estimation
instead of the theoretically derived wavelengths elimi-
nates the bias otherwise present.

Besides the SNR, the ensemble size in the velocity es-
timator affects the performance as illustrated in Figs. 8
and 9. As expected, the standard deviations (Fig. 9) are
halved when the ensemble length is increased by a fac-
tor of four. This is due to the noise being uncorrelated
from emission to emission, and therefore, the standard
deviation drops with 1/v/N;.

The results demonstrate, that under the same condi-
tions, measurements and simulations provide compara-
ble results. Thereby the validity of the simulation results
presented here and previously reported has been verified.

With the 3D TO method, it is possible to obtain the
true velocity magnitude in a given point as listed in Ta-
ble IT and III. The performance was comparable for sim-
ulations and measurements, and the relative standard de-
viation was less than 13 %, whereas almost no bias was
present. The performance in the simulations is slightly
better due to the reason discussed above.

VIlI. CONCLUSION
This paper has demonstrated that the 3D TO method

synthesizes two double-oscillating fields that oscillate in
the axial direction and either the transverse or the eleva-

tion direction. This is demonstrated through experimen-
tal measurements and through simulations. The dou-
ble oscillating fields combined with spatial quadrature
sampling is the foundation for the 3D TO method. To
improve the performance of the method, the simulated
mean wavelengths are used in the beamforming stage and
in the velocity estimation.

Subsequently, the first 3D vector velocities obtained
from an experimental setup using the 3D TO method
are presented. Velocity measurements are conducted in
an experimental flow-rig system with steady flow. The
obtained velocity profiles are practically without bias and
with relative standard deviations below 13 %. The exper-
imental results and the simulated results—obtained un-
der similar conditions—showed comparable performance.
Thereby, the validity of the simulation results have been
verified.

Estimation of the full 3D velocity vectors allows for
calculations of the true velocity magnitude. The veloc-
ity magnitude is measured practically without bias and
with relative standard deviations less than 13 % for flow
directions almost parallel to the transducer surface.

The results verify that the 3D TO methods estimates
the full three-dimensional velocity vectors. It is there-
fore possible to measure the correct velocity magnitude
as well as the flow direction independent of transducer
orientation. Because the three velocity components are
estimated simultaneously, it will be possible to mea-
sure and visualize complex flow and the full 3D vortices
and rotational flow as found for instance in the carotid
artery—particularly at the bifurcation or at stenoses.
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Background, Motivation and Objectives

Studies have shown that blood flow follows complex omnidirectional patterns. That illustrates the need for a 3D
velocity estimator. Simulations have demonstrated that with a 2D transducer the Transverse Oscillation (TO) method
can estimate 3D velocity vectors. This work verifies the method experimentally by presenting the first 3D TO velocity
vector measurements obtained using the research ultrasound scanner SARUS and a 2D transducer.

Statement of Contribution/Methods

The 3D TO method estimates the two transverse velocity components based on two double-oscillating fields and spatial
quadrature sampling. The axial velocity component is calculated using a conventional approach. Using a 3.5 MHz
32x32 element 2D transducer (Vermon S.A., Tours, France) with a pitch of 0.3 mm, data are acquired from all 1024
elements simultaneously with SARUS. Pulse-echo measurements are performed in a hydrophone scanning system
(Onda, Sunnyvale, CA, USA) to evaluate the TO fields and the corresponding spectrum by means of the energy ratio
between the left and the right side of the spectrum. Field 1l simulations are made for comparison. Flow measurements
are carried out in a flow-rig system with a vessel radius of 6 mm. Based on the volume flow measured with a calibrated
magnetic flow meter (Danfoss, Nordborg, Denmark), the peak velocity is 25 cm/s. The center of the vessel is located at
a depth of 30 mm with a beam-to-flow angle of 78&[deg] in either the ZX- or ZY-plane. Data from 544 emissions at
500 Hz are sampled, and eight 3D velocity profiles are constructed using 64 emissions per estimate. Mean velocities
and standard deviations are calculated to evaluate the performance.

Results, Discussion, and Conclusions

The pulse-echo measurements resulted in an average TO wavelength of 6.8 and 5.3 mm in the x- and y-directions. The
Field Il simulation values are 3.7 and 3.3 mm. The energy ratios are -7.3 and -10 dB compared to -32 and -36 dB in the
simulations. The average of the measured velocity profiles are shown in the figure. At the center,
<I>v<sub>x</sub></I> & <I>v<sub>y</sub></I> are 27&[plusmn]4.0 cm/s & 4.5&[plusmn]3.6 cm/s and
0.29&[plusmn]2.3 cm/s & 23&[plusmn]3.2 cm/s for flow in the ZX- and ZY-plane, respectively. The measurements
demonstrate that the TO method can estimate the 3D velocity vector using a 2D array. This allows measurements of
vortices and rotational flow as found for instance in the carotid artery.

Measured 3D Velocities
Flow direction in ZX-plane Flow direction in ZY-plane

0
E B
o 2
+
1
1
1
c
% g
w
E E
S |
o>
o
@
k3]
6 a
[ >
o
T 4 |
£ i
L 2 —
SN
0]
24 27 3 3.3 36 24 27 3 3.3 3.6

Depth [em] ' Depth [cm] '






Abstract B

Preliminary example of 3D vector flow
imaging

Michael Johannes Pihl, Matthias Bo Stuart,
Borislav Gueorguiev Tomov, Jens Munk Hansen,
Morten Fischer Rasmussen, and Jgrgen Arendt Jensen

Proceedings of SPIE — Medical Imaging — Ultrasonic Imaging
and Signal Processing

Submitted for conference in Orlando, Florida, United States, 2013

241






Preliminary example of 3D vector flow imaging

Michael Johannes Pihl% Matthias Bo Stuart?, Borislav Gueorguiev Tomov?,
Jens Munk Hansen®?, Morten Fischer Rasmussen®, and Jgrgen Arendt Jensen®

@ Center for Fast Ultrasound Imaging, Dept. of Elec. Eng.,
Technical University of Denmark, 2800 Lyngby, Denmark.
b BK Medical ApS, 2730 Herlev, Denmark

ABSTRACT

This paper presents 3D vector flow images obtained using the recently proposed 3D Transverse Oscillation
(TO) method. The method employs a 2D transducer and estimates the three velocity components simultaneously,
which is important for estimating complex flow patterns. Data are acquired using an experimental ultrasound
scanner on a flow-rig system with steady flow. The vessel of the flow-rig is centered at a depth of 30 mm, and
the flow has an expected 2D circular-symmetric parabolic profile with a peak velocity of 1 m/s. Ten frames
of 3D vector flow images are acquired in a cross-sectional plane of the vessel orthogonal to the length axis,
which coincides with the y-axis and the flow direction. Hence, only out of plane motion is expected, which
is unmeasurable by current commercial scanners. Each frame consists of 31 flow lines steered from -15 to 15
degrees in steps of 1 degree in the ZX-plane. For the center line, 3200 emissions are obtained yielding 100
M-mode lines. At the center of the vessel, the mean and standard deviation of the estimated velocity vectors are
(Vg,0y,05)=(-0.03,95,1.0)£(9,6,1) cm/s compared to the expected (0,96,0) cm/s. One of the 3D vector flow image
frames is illustrated by the three velocity components and the true velocity magnitude. Practically no in plane
motion (vx and vz) is measured, whereas the out of plane motion (vy) and the velocity magnitude exhibits the
expected 2D circular-symmetric parabolic shape. The results demonstrate the capability of the 3D TO method
for performing 3D vector flow imaging.

Keywords: Medical ultrasound, velocity estimation, three-dimensional vector flow imaging, 3D velocities,
transverse oscillation method, spatial quadrature

1. INTRODUCTION

Ultrasonic velocity estimation of the blood is an important diagnostic tool in the clinic. As an example, the
peak velocity in the carotid artery is a main diagnostic criteria in assessing the degree of stenosis.! Furthermore,
hemodynamic studies have shown that the velocity of the blood is three-dimensional (3D) and exhibits complex
flow patterns.?® This underlines the need for a method that is able to estimate the full 3D velocities, and the
authors® have recently suggested a 3D Transverse Oscillation (TO) method, which is capable of this. The purpose
of this paper is to demonstrate the feasibility of employing the 3D TO method for 3D vector flow imaging (VFI).
This is illustrated through preliminary examples of vector flow images in a cross section of an artificial vessel.

2. THE 3D TRANSVERSE OSCILLATION METHOD

A method employing transverse oscillations for 3D velocity vector estimation has recently been suggested by
the authors.* The 3D TO method employs an approach that synthesises transverse oscillations as suggested by
Jensen and Munk,® where Anderson’ proposed a similar method. The 3D TO method estimates the transverse
and elevation velocity components based on two double-oscillating fields and spatial quadrature sampling by
employing a 2D matrix transducer. Five lines are beamformed in parallel in receive using the same sampled
data. The center line is beamformed in the axial direction of the steered beam. Two TO lines are beamformed
in the transverse direction of the beam confined in the ZX-plane (see right part of Fig. 1). Also, two TO lines
are beamformed in the elevation direction of the beam (in the ZY-plane). Thereby, the velocity estimation is
decoupled into three orthogonal velocity components. The inter beam spacing of the two pairs of TO beams is
determined by the mean transverse wavelength, ), and the mean elevation wavelength, Xy, calculated based
on the simulated TO spectra.>® The beams are steered radially, hence, the estimated axial velocity, v,, the
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Figure 1: Ilustration of the flow-rig system (left) and the measurement setup (right). The transducer is placed
above the vessel. Data are obtained along the z-axis (vertically) and in the ZX-plane.

transverse velocity, v;, and the elevation v, must be rotated and scan converted to obtain v, v, and v,. The
velocity estimation of v; and v, utilizes the estimator suggested by Jensen,” whereas v, is calculated using a
conventional autocorrelation estimator!? with RF averaging.!’ The three velocity components are estimated
simultaneously from the same data.

3. MATERIALS AND METHODS

A 3.5 MHz 32x32 element 2D matrix array transducer (Vermont S.A., Tours, France) with a pitch of 0.3 mm is
employed. At a sampling frequency of 70 MHz, data from all the 1024 active elements are acquired simultaneously
through the 1024 channels on the synthetic aperture real-time ultrasound system, SARUS,'? and are stored for
offline processing. Velocities are measured in a flow-rig system as illustrated in Fig. 1. A Cole-Parmer centrifugal
pump (Vernon Hills, IL, USA) circulates a blood-mimicking fluid (Danish Phantom Design, Frederikssund,
Denmark) in the closed loop circuit. The vessel radius is 6 mm and the length is long enough to ensure fully
developed laminar flow, which has a parabolic flow profile. The volume flow-rate is measured by a calibrated
MAG1100 flowmeter (Danfoss, Nordborg, Denmark) and used for calculating the peak velocity and the expected
parabolic profiles. The velocity was set to be approximately 1.0m/s to mimic the velocities of the blood in the
carotid artery. The pulse repetition frequency was 2.4 kHz.

Ten frames of 3D vector flow images are acquired in a cross-sectional plane of the vessel orthogonal to the
length axis, which coincides with the y-axis and the flow direction. Each frame consists of 31 flow lines steered
from -15° to 15° in steps of 1° in the ZX-plane. For the center line, 3200 emissions are obtained yielding 100
M-mode lines The scan plane is the ZX-plane, and thereby, the expected flow direction is v/|v| = (0, 1,0) in
(2,9, z). Hence, only out of plane motion is expected, which is unmeasurable by current commercial scanners.
After matched filtration, the data are beamformed offline using the Beamformation Toolbox 3.13 Mean stationary
echo cancelling (clutter filtering) is performed by subtracting the mean ensemble value from the 32 M-mode
lines prior to the velocity estimation. The estimated transverse and axial velocities have to be rotated as they
are obtained orthogonal to or along, respectively, thee steered beams. The rotation of the axial, v,, and the
transverse, vy, velocity components to obtain v, and v, is

v, \ [ cosf,, —sinf, Vg
vy )\ sin6,, cosf,, vy

where 6., is the steering angle in the ZX-plane. Due to the position of the scan plane, the elevation velocities,
Ve, are equal to v,. Before displaying the 3D vector flow images, the velocities and the B-mode image are scan
converted according to the steering angle of the lines from radial coordinates to Cartesian coordinates.

4. MEASUREMENT RESULTS AND DISCUSSION

Fig. 2 shows the velocity profiles for the three velocity components v, vy, and v, and the velocity magnitude
obtained for M-mode lines along the diameter of the vessel. The mean of 100 velocity profiles along with the range
of one standard deviation is displayed. The mean of the velocities follow the expected profiles. At the center of
the vessel, the mean of the measured velocity vector along with the expected velocity and the resulting bias is

Uy —0.03 9. 0. —-0.03
v=1| v = 95. +| 6. cm/s, Vexp=| 96. |cm/s, and B, =| —038 cm/s.
v 1.0 0.8 0. —1.
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The results demonstrate the performance of the estimator and that the method is capable of estimating 3D
velocities.

Frames of 3D vector flow images in the 2D scan plane forming a cross section of the vessel are acquired. Due
to the flow direction, no in plane velocity is expected. Hence, conventional 1D or even 2D velocity estimators
would not measure any velocity. One of the ten 3D vector flow image frames is visualized in Fig. 3. The figure
displays the color flow images for the three velocity components and the absolute velocity magnitude. The velocity
components v, and v, are almost zero in the scan plane as expected due to the flow direction. For v,, the velocity
is highest at the center of the vessel and lower at the vessel boundaries. Same appearance is found for the velocity
magnitude |v|. The shape is similar to the expected circular-symmetric 2D parabolic velocity profile.

5. CONCLUSION AND PERSPECTIVES

Three-dimensional vector flow images using the 3D TO method has been presented, and they demonstrate the
feasibility of using the method for 3D VFI. With the 3D TO method, the full 3D velocity vector—including the
out of plane motion—and the correct velocity magnitude can be measured in e.g. cross sections of blood vessel.
Conventional and even 2D methods would fail to estimate any velocity in the presented 3D vector flow images.
The correct velocity magnitude can be obtained regardless of the orientation of the transducer, and therefore,
operator independently. Additionally, the simultaneous calculation of the three velocity components is important
for visualizing complex flow patterns. Hence, it will be possible to measure and visualize the full 3D vortices and
rotational flow as found for instance in the carotid artery—particularly at the bifurcation or at stenoses.
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Figure 2: The mean and the range of one standard deviation as well as the expected profiles are plotted for the
three velocity components and the resulting velocity magnitude through the center of the vessel.
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Figure 3: Measured 3D vector flow images in a 2D scan plan for the three scan converted velocity components v,,,
vy, and v, and the absolute velocity. The scan plan is orthogonal to the flow direction. Please note the different
scaling of the colorbars. The mask for mapping the flow data was created by manually selecting the outline of the
inner lumen based on the B-mode image (70 dB dynamic range). The black area in the top of the vessel lumen is
due to clipping in the sampled channel data because of the strong reflections at the top of the vessel.






Hovedformalet med ph.d.-projektet har veeret at udvikle en metode til at male blodets hastighed i tre
dimensioner (3D) med ultralyd. At kunne male blodets hastighed og stramningsforhold er vigtige redskaber for
leegerne, nar de skal diagnosticere en lang raekke kredslgbssygdomme. Det kan for eksempel veere
areforkalkning i halspulsaren, hvor man ved at male blodets gennemstremningshastighed kan sige noget om
hvor forsnaevret pulséren er.

Nar lzegerne i dag maler blodets hastighed, kan de kun male i én retning- det vil sige i én dimension — og det et
problem fordi blodstremningerne i blodkarrene kan pege i alle mulige retninger. For at kunne undersgge de
faktiske strgmningsforhold og hastigheden, er det derfor afggrende at kunne male i alle retninger, det vil sige i
alle tre rummelige dimensioner.

I afhandlingen praesenteres en metode, der er udviklet til netop at male blodets hastighed i alle tre rummelige
dimensioner samtidigt. Det er vigtigt, at malingerne er foretaget samtidigt, nar man maler komplicerede
strgmningsforhold, som for eksempel hvirvelstramme.

Computer-simuleringer og eksperimentelle mélinger pa et flow-fantom har vist, at metoden virker, og der er
efterfglgende optaget todimensionelle billeder af veesken, der strammer ud af billed-planet — noget man hidtil
ikke har kunnet. Malingerne viser, at det er muligt at male hastigheden ud af planet, og at metoden dermed kan
bruges til at lave 3D-billeder af blodgennemstrgmningen.

Den metode der er udviklet ger det muligt for leegerne at male den sande hastighed — uden at kompensere for,
at der kun er mélt i én retning — det betyder hurtigere og mere preecise skanninger.

P4 sigt kan det teenkes, at 3D metoder vil kunne benyttes til at screene patienter, som er i risiko for at udvikle
areforkalkning. Malingerne vil ogsa gare leegerne i stand til at male de komplicerede stramningsmgnstre, der
opstar omkring forkalkninger i blodbanen og omkring for eksempel hjerteklapper.
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