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ABSTRACT

Since the earliest conception of virtual audio displays in the
1980’s, two basic principles that have guided their development
have been 1) that virtual audio cues are ideal for providing infor-
mation to pilots in aviation applications; and 2) that head-tracked
virtual audio displays provide more accurate and more intuitive
directional information than non-tracked displays. However, de-
spite the obvious potential utility of spatial audio cues in the cock-
pit, very little quantitative data has been collected to evaluate the
in-flight performance of pilots using virtual audio displays. In
this study, sixteen pilots maneuvered a general aviation aircraft
through a series of ten waypoints using only direction cues pro-
vided a virtual audio display system. Each pilot repeated the task
twice: once with a virtual display slaved to the direction of the
pilot’s head, and once with a virtual audio display slaved to the
direction of the aircraft. Both configurations provided audio cues
that were sufficient for successful aircraft navigation, with pilots
on average piloting their aircraft to within 0.25 miles of the de-
sired waypoints. However performance was significantly better in
the plane-slaved condition, primarily due to a leftward bias in the
head-slaved flight paths. This result suggests how important frame
of reference considerations can be in the design of virtual audio
displays for vehicle navigation.

1. INTRODUCTION

In the early to mid 1980’s, when virtual audio displays were first
conceived as a way to provide intuitive spatial information to lis-
teners wearing headphones, aircraft cockpit displays were among
the earliest applications envisioned for them. Spatial audio cues
were seen as a way to reduce pilot workload by offloading some
visual information from the chronically overcrowded control pan-
els of modern aircraft. They were also seen as a way to enhance
situational awareness by providing information about the locations
of objects or events outside the pilot’s visual field of view. Because
of these potential benefits, virtual audio displays were included as
one of the key components of the influential Super Cockpit pro-
gram at WPAFB in the mid 1980’s [1].

However, despite the obvious potential advantages of virtual
audio displays in aviation applications, very little quantitative data
has been collected to evaluate how useful spatial audio cues might
be in actual flight operations. In the early 1990’s, three pilots eval-
uated the utility of a virtual audio display in a modified TAV-8B

VTOL aircraft [2]. The results showed a subjective decrease in tar-
get acquisition times, a subjective improvement in speech intelligi-
bility, a subjective increase in situational awareness, and a subjec-
tive decrease in pilot workload. Similar subjective improvements
were found in follow-on studies conducted with the TAVS-B and
with a modified OV-10 aircraft. A more recent study conducted by
our laboratory evaluated how well three pilots were able to maneu-
ver a Beechcraft King Air twin-engine aircraft in the direction of
a spatialized audio navigation beacon. The results showed a mean
error of approximately 9° between the audio beacon location and
the final aircraft heading. [3, 4]. These studies all suggest that
virtual audio displays can and do provide some performance bene-
fits to pilots flying actual aircraft. However, the limited number of
data points available makes it difficult to quantify how large these
benefits might be in normal flight operations.

In this study, we were interested in determining how effec-
tively virtual audio cues could be used to convey georeferenced
spatial information in operational flight tasks. Although a num-
ber of possible response metrics were considered, in the end we
decided to base the experiment on a navigational flight task that
required pilots to steer their aircraft through a series of fixed geo-
referenced virtual audio “waypoints.” This response metric al-
lowed an assessment of the true operational effectiveness of the
audio cues, including any directional errors that might be have
been introduced due to inaccuracies in the headtracking device
and any discrepancies between the perceived and actual orienta-
tions of the audio waypoints relative to the aircraft. We were also
interested in determining how important dynamic head-tracking
cues might be for obtaining good performance from a spatialized
audio navigation display. In most virtual audio display applica-
tions, dynamic head-tracking cues play an absolutely critical role
in helping listeners distinguish between sounds that fall on the
same “cone-of-confusion” (i.e. are at the same lateral angle) [5].
Thus, without head-tracking, most listeners will experience a large
number of “front-back” confusions about the locations of virtual
sound sources [6]. This is especially true in applications of vir-
tual audio displays where listeners are forced to rely on “generic”
Head-Related Transfer Functions (HRTFs) rather than customized
HRTFs measured on their own ears [7]. However, the practical re-
ality is that the cost of an interactive virtual audio display is now
driven almost entirely by the cost of the headtracking device: vir-
tual audio display rendering can be done at little or no cost with
open-source software running on a general purpose PC, but the
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Figure 1: Cirrus SR-22 aircraft used for the flight tests.

cost of a high-quality headtracker suitable for laboratory still costs
many hundreds of dollars, and a more rugged headtracker suitable
for use in an aircraft cockpit is even more expensive. Thus we
felt it was important to compare the performance of a high-fidelity
head-tracked virtual audio display to the level of performance that
could be achieved with a lower-cost “plane-tracked” display that
updated the position of the sound on the basis of the current head-
ing of the aircraft (which could be obtained at no cost from the
onboard aircraft instrumentation).

2. METHODS

2.1. Participants

Sixteen male pilots were recruited by the NASA Langley Research
Center (NLRC) to serve as subject pilots. The pilots were screened
to meet the following six criteria:

e Possess a current private or commercial pilot certificate with
instrument rating

e Have performed at least three takeoffs and landings within
the last 90 days

e Possess a current medical flight physical
e Have fewer than 3000 hours of total flight time
o Possess a high performance endorsement or experience

e Be at least 18 years of age

2.2. Aircraft

The flight tests were conducted with a single-engine, four-seat gen-
eral aviation aircraft (Cirrus SR-22) stationed at the NASA Lang-
ley Research Center (Figure 1). In addition to the normal IFR
cockpit instrumentation, the aircraft was equipped with a custom
air data and attitude/heading reference system (ADAHRS) that
provided real-time measurements of a wide variety of in-flight
variables including the aircraft’s GPS location, altitude, velocity
and orientation. It was also equipped with an on-board windows-
based PC, which was used as the control computer for this experi-
ment. For the purposes of this study, the aircraft was reconfigured

Figure 2: Configuration of orientation tracking device in the head-
slaved (left panel) and plane-slaved (right panel) conditions of the
experiment. In each case, the location of the IMU unit has been
circled.

in a three-seat configuration, with the subject pilot in the front left
seat, the safety pilot in the front right seat, and the experimenter
in the right rear seat. The left rear seat was replaced with a cus-
tomized pallet that allowed the experimenter to access the special-
ized audio equipment that was installed for this experiment.

2.3. Audio Display System

The spatial audio cues used in the experiment were generated by
the Sound Lab (SLAB) audio rendering package developed at the
NASA-AMES research center [8]. The SLAB software was loaded
with a set of 128-point HRTFs that were measured on the ears of
one of the authors (DSB) at Wright-Patterson Air Force Base. In
order to allow the subject pilot to converse with the test pilot and
the experimenter, the stereo output of this audio display system
was mixed with the monaural output of the aircraft intercom sys-
tem using a 4-channel analog mixer (Allen & Heath Phoenix). The
resulting stereo signal was presented to the listener via ANR stereo
headphones (DRE-6500).

24. Orientation Tracking System

The orientation tracking system used in the experiment was a cus-
tom GPS-aided MEMS system that was developed at the Air Force
Institute of Technology (AFIT) [4]. This system consisted of a mi-
croelectromechanical system (MEMS) inertial measurement unit
(IMU), a Global Positioning System (GPS) receiver (Garmin In-
dustries), and a PC-based embedded computer system. The sys-
tem differed from traditional inertial head-tracking systems in that
it used acceleration information derived from the GPS system,
rather than a digital compass or tilt meter, to correct for drift in the
MEMS gyros. This means that the system may slowly drift in az-
imuth over prolonged periods of straight-and-level flight, but this
drift is automatically corrected as soon as the aircraft experiences
a significant amount of lateral acceleration from a turn. The track-
ing system was deployed differently in the two different tracking
conditions of this experiment, as shown in Figure 2: In the head-
slaved condition (left panel), the MEMS sensor was attached to
the top of the subject pilot’s headset and it reported the orientation
of the pilot’s head in world coordinates. In the plane-slaved con-
dition (right panel), the MEMS sensor was rigidly affixed to the
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center console of the aircraft and it reported the orientation of the
aircraft in world coordinates.

2.5. Stimuli

The spatialized auditory navigation cues used in the display were
generated by convolving pre-recorded waveforms of a male talker
speaking the word “waypoint” with the appropriate HRTF required
to shift its apparent location to the desired destination waypoint
of the aircraft. Two different methods of spatialization were em-
ployed. In the “head-slaved” condition, the auditory stimuli were
updated in real time in response to changes in the orientation of the
subject pilot’s head. In the “plane-slaved” condition, the auditory
stimuli were updated in real time in response to changes in the po-
sition and orientation of the aircraft. In both cases, “ground track”
information from the ADAHARS was used to correct the direc-
tional cue to account for the effects of any crosswinds in the area.
This information was used to determine the true aircraft heading
that was required to point the aircraft’s “ground track vector” (i.e.
the net forward motion of the aircraft plus the effects of any head,
tail, or cross winds) directly towards the location of the desired
waypoint. Thus, in the plane-slaved condition, the navigational
cue sounded like it was directly in front of the listener when the
aircraft itself was headed directly toward the waypoint. Similarly,
in the head-slaved condition, the navigational cue sounded like it
was directly in front when the listener’s head was pointed in the
direction the plane needed to be pointed in order to travel directly
to the waypoint.

The vocal effort level of the spoken “waypoint” cue also mod-
ified to provide the pilot with information about the distance to the
next waypoint. Initially, when the waypoint was more than 3500 m
away, the audio cue was presented at a loudly shouted level, con-
veying the impression of a relatively distant sound source. As the
pilot approached the waypoint, the overall level of the audio cue
remained the same, but the vocal effort level of the talker systemat-
ically decreased, until it reached a quiet conversational voice when
the pilot was within 650 m of the waypoint !. If the pilot missed
the waypoint, the vocal effort level again increased. Previous ex-
periments conducted in our laboratory have shown that vocal effort
cues of this type can very effectively convey information about the
absolute distance of a virtual sound source [9].

2.6. Procedure

The data for each subject pilot were collected in two test flights,
each lasting a total of approximately 1.5 hours. Prior to the first
test flight, each subject was instructed on the protocol of the ex-
periment, and familiarized with the task and audio display by in-
teracting with a custom flight simulation on a laptop computer that
simulated what would be encountered during the flight test. Each
subject also participated in a localization pre-test to verify they
could accurately localize virtual sounds in the horizontal plane.
Once in the air, the subject was given in-flight familiarization with
the displays and controls of the aircraft, as well as additional expo-
sure to the auditory display. The aircraft was then flown to a GPS

LA total of six voice levels were employed, with the production level
to the talkers voice (as measured with a microphone 1 m from the mouth)
dropping from 90 dB to 60 dB in 6 dB steps as the distance to the waypoint
passed boundary distances of 3500 m, 2000 m, 1500 m, 1000 m, and 650
m.
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Figure 3: Examples of waypoint navigation for a typical plane-
slaved flight through Course 1 (top) and a typical head-slaved flight
through Course 2 (bottom). The circles show the 500 m distance
limit that had to be met before a listener could proceed on to the
next waypoint.

location designated as the start point of one of two different navi-
gation courses. At this point the auditory display was enabled, the
subject was given control of the aircraft, and formal data collection
was initiated.

The subject pilot was then required to maneuver the aircraft
through a navigation course consisting of 10 waypoints using only
the auditory display to determiine the direction of, and distance
to, each waypoint. A waypoint was acquired if the aircraft was
flown to within a 500 m tolerance range. Once the waypoint was
acquired, the audio display immediately discontinued the direc-
tional audio cue associated with that waypoint and began playing
the directional audio cue associated with the next waypoint in the
10-point course. If the waypoint was missed, the subject would
have to fly out and do a procedural turn to attempt to re-acquire
the waypoint. Two different, but equivalent courses were devel-
oped for the experiment (As shown in Figure 3), and the tracking
conditions were balanced so that half the pilots flew the first course
in the head-slaved condition, and half flew the first course in the
plane-slaved condition. All of the flights were conducted in Vi-
sual Meteorological Conditions (VMC) with the plane traveling
approximately 140 KIAS at an altitude ranging from 2000-8000
ft.

3. RESULTS

Figure 3 shows the flight path taken by the aircraft in two typical
trials in the experiment. The top curve shows a flight path through
the first course in the plane-slaved condition. In this course, the
subject pilot was initially given control of the aircraft at the left
side of the panel. The bottom curve shows a flight path through
the second course in the head-slaved condition. In that course, the
subject pilot initially received control of the aircraft at the right
side of the panel.

As these flight courses illustrate, most of the subject pilots had
little difficulty navigating either of the two flight courses. In most
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Figure 4: The left panel shows the average number of missed way-
points in each 10-point navigation course completed in each con-
dition. The right panel shows the mean point of closest approach
to the waypoints in each condition (in miles). The error bars show
one standard error of the mean in each condition.

cases, they hit the waypoints directly, and used the corresponding
change in the audio cue to immediately turn their aircraft in the
direction of the next waypoint. However, in some cases, the sub-
jects came close but did not quite reach the 500 m barrier required
to hit the waypoint and move on to the next point in the course.
When that happened, the pilots had to fly far enough past the way
point to be able to loop back in a 180° turn and reach the waypoint
from the other direction. This occurred on the path from point 9 to
point 10 in the top panel of the figure, and in the path from point
2 to point 3 in the bottom panel of the figure. For the purposes of
this paper, we will refer to incidents where the subject pilots flew
past the waypoint but were further than 500 meters at the point of
closest approach as “misses”.

One metric that can be used to evaluate overall performance
in the navigation task is the average number of “misses” that oc-
curred in each 10-point course. This is shown in the left panel of
Figure 4. In both cases, the percentage of misses was relatively
modest. However, it is clear that overall performance was signifi-
cantly worse in the head-slaved condition (with misses in 15% of
the trials) than in the plane-slaved condition (with misses in only
7% of the trials).

Of course, the selection of 500 m as the threshold distance
required to hit a waypoint is a relatively arbitrary one. An alter-
native way to rate performance is to look at how close the pilots
actually got to the waypoint before they flew past it, regardless of
whether they actually hit the 500 m boundary required to qualify as
a hit. This “point of closest approach” value is shown by the right
panel of Figure 4. By this metric, we say that 1) the pilots were
on average able to get even closer to the waypoint than the 500 m
threshold value in both tracking conditions; and 2) the difference
in performance between the head-slaved and plane-slaved condi-
tion was much smaller by this metric than by the “miss” metric,
suggesting that the pilots in the plane-slaved condition often were
very close to making the 500 m threshold value when they techni-
cally missed the waypoints.

An alternative metric of performance is the average total time
required to complete the 10-point navigation course. The left pair
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Figure 5: Average total time required to complete 10 waypoint
navigation course. The left bars show the actual total time re-
quired. The right bars show the average total time required with
the misses removed.

of bars in Figure 5 shows the raw data, which the entire time spent
on the navigation course including any time spent recovering from
missed waypoints. On average, the subject pilots spent about 15
minutes navigating the course in the plane-slaved condition and
17 minutes navigating the course in the head-slaved condition of
the experiment. Of course, much of the extra time in the head-
slaved condition was spent recovering from the extra misses that
occurred in that condition. Each missed waypoint required quite a
lot of time to fly out, turn around, and come back, so these misses
could potentially cause a large skew in the data. An alternative
way of analyzing the data is to count only the time spent from
the arrival of one waypoint to the point of closest approach to the
next waypoint, and ignore any time spent recovering from a missed
waypoint. This analysis is shown in the right set of bars in of
Figure 5. Under this analysis, there really is no difference between
the head-slaved and plane-slaved condition. Thus we can conclude
that most, if not all, of the difference in performance between the
head- and plane-slaved conditions was the result of an increased
number of trials where the subject pilot slightly missed the 500 m
threshold around the waypoint.

4. DISCUSSION

The results of this experiment show that virtual audio cues can
be effective for providing georeferenced spatial information, and
in particular navigational information, to general aviation pilots.
To put the results in perspective, keep in mind that the pilots in
this task had absolutely no information about where the waypoints
were located other than what was provided to them by the virtual
audio cue. They were just arbitrary points in the sky with no visual
or other reference points to help identify them. Furthermore, they
were generated with a prototype low-cost orientation tracking sys-
tem that must have introduced at least a few degrees of error into
the direction of the audio cues, and they were provided to subject
pilots who had, at most, a few hours of experience listening to a
virtual audio display. Yet the pilots were able use the audio cues to
maneuver an aircraft flying at a speed of 70 m/s to pass within 350
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m of these arbitrary points on average, and within 500 m of them
nearly 90% of the time. We believe that this is truly a remarkable
achievement, and one that clearly demonstrates the potential util-
ity of audio displays for providing navigation information to pilots
in GA aircraft.

However, the results of the two tracking conditions were a
somewhat contrary to our initial expectations. Although the sub-
ject pilots performed well in both conditions, overall performance
in the task was clearly superior in the plane-slaved condition. At
first glance, this result seems inconsistent with the large body of lit-
erature that has shown that virtual audio localization performance
is greatly improved by the addition of head-slaved dynamic lo-
calization cues, particularly in terms of the number of front-back
confusions. However, this result is not so surprising when one
considers the front-back confusion really has little or no effect in
a navigation task like this one, where the pilots were instructed
to respond to a directional audio cue by turning the aircraft in the
direction of the sound source. In such a task, a pilot hearing a
sound source in the right hemisphere will respond by turning the
plane to the right, regardless of whether the sound is correctly lo-
calized at the two o’clock position or incorrectly localized at the
four o’clock position. And as soon as the aircraft starts to turn,
the true location of the sound source will become almost immedi-
ately apparent. Thus, it is not really surprising that the reduction in
front-back confusions that normally occurs in a head-slaved virtual
audio display did not generally translate into a significant improve-
ment in navigation performance in this experiment. However, it
should be noted that there is one special case where front-back
cues do matter: the case where a new navigation waypoint occurs
directly behind the aircraft. In this case, a front-back confusion
would cause the pilot to assume the aircraft is already on the same
correct course, and to fly directly in the opposite direction of the
waypoint forever. This did in fact happen at one waypoint in the
plane tracked condition of this experiment, and the pilot in that
case flew far off course until the voice distance cues made it appar-
ent that the aircraft was getting further away rather than closer to
the waypoint. In any real-world implementation of a plane-slaved
navigation system, it is clear that some kind of audio warning will
have to be used to alert the pilot when a new navigation cue is
located directly behind the aircraft.

This argument can explain why head-slaved performance was
no better than plane-slaved performance in the navigation task, but
it still cannot explain why head-slaved performance was substan-
tially worse. The average distances of closest approach in the two
conditions, shown in the right panel of Figure 4, were pretty sim-
ilar, which suggests that poorer performance in the head-slaved
condition was the result of the pilot very slightly missing the 500
m threshold required to hit the waypoint. This raises the question
of whether there was a systematic pattern of errors that could ex-
plain the relatively poor performance observed in the head-slaved
condition. Figure 6 shows an analysis of the the misses in each
condition as a function of the direction of the miss: i.e. whether
the plane flew by with the waypoint to the right of the pilot or
whether it flew by with the waypoint to the left of the pilot. In
the plane-slaved condition, these two types of misses were almost
evenly balanced (five versus six). But in the head-slaved condi-
tion, virtually all of the misses occurred with the waypoint to the
right of the pilot. Thus, it seems that the poorer performance in
the head-slaved condition was the result of a systematic tendency
for the pilots to steer the aircraft to the left of the correct heading
required to reach the waypoint.
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Figure 6: Analysis of misses in terms of the direction of the way-
point relative to the pilot when the plane flew past its point of clos-
est approach.

If the head-slaved and plane-slaved conditions were conducted
with different tracking devices, it would be easy to attribute this
result to a bias in the position measurement of the head-slaved
sensor. However, in this experiment the same tracking device was
used in both conditions- the sensor was simply affixed to the air-
craft rather than the headset in the plane-slaved conditions.

There is, however, one plausible explanation that could ac-
count for this result. One underlying assumption in the head-
slaved condition is that the pilot’s frame of reference in the cock-
pit is aligned with the centerline of the aircraft. In an aircraft with
side-by-side seating, there may be a fundamental error with this as-
sumption, especially in an aircraft like the SR-22 where the control
panel is tilted slightly to wrap around the pilot in the left (com-
mand) seat. In such cases, it is quite possible that the pilot will
perceive “straight ahead” not as the centerline of the aircraft, but
rather as the line of sight from the left seating position to the hub of
the propeller. In this experiment, such a shift in frame of reference
would have caused the subject pilots to fly the aircraft slightly to
the left of the desired heading in the head-slaved conditions, which
would explain the waypoint passed by on the right side in 19 out
of 20 of the missed trials. Frame of reference problems such as
this one have largely been ignored in the auditory display litera-
ture, but it is clear that they could be critically important in all
situations where an audio cue is used to provide information to an
operator about the desired orientation of a vehicle rather than the
relative location of an object.

5. SUMMARY AND CONCLUSIONS

In this experiment, we have demonstrated that virtual audio cues
can be used quite effectively to provide navigation information to
the pilots of general aviation aircraft. We have also shown that
these spatialized navigation cues can be just as effective, or per-
haps even more effective, in a display that spatializes the sound
based on the heading of the aircraft rather than the direction of the
listener’s head. This is a very important finding, because it sug-
gests that a functional auditory aircraft navigation display could
be commercialized for a few hundred dollars rather than the few
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thousand dollars it would cost to build a system with a headtracker.
However, we should note that some caution should be used in ex-
trapolating these results to other kinds of virtual audio cues that
could be used in the cockpit. Front-back confusions generally
don’t matter in a task where the pilot will always steer the air-
craft towards the next cue, but they do matter in cases where the
pilot is not expected to maneuver the aircraft in response to the cue
(as would be the case for almost any cue provided to enhance sit-
uational awareness) or when the direction of the maneuver might
depend on the specific location of the cue (as might occur in a col-
lision avoidance display). In these cases, there is reason to believe
that head-slaved virtual audio cues will continue to be superior to
those updated solely on the basis of the orientation of the aircraft.
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