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The paper proposes a novel secure data fusion strategy based on compressed image sensing and watermarking; namely, the
algorithm exploits the sparsity in the image encryption. The approach relies on 𝑙

1
-norm regularization, common in compressive

sensing, to enhance the detection of sparsity over wireless multimedia sensor networks. The resulting algorithms endow
sensor nodes with learning abilities and allow them to learn the sparse structure from the still image data, and also utilize
the watermarking approach to achieve authentication mechanism. We provide the total transmission volume and the energy
consumption performance analysis of each node, and summarize the peak signal to noise ratio values of the proposed method.
We also show how to adaptively select the sampling parameter. Simulation results illustrate the advantage of the proposed strategy
for secure data fusion.

1. Introduction

With the rapid development of wireless communication tech-
nologies, wireless multimedia sensor networks (WMSNs)
are flourishing research fields due to the availability of
low cost hardware such as CMOS and CCD cameras and
the transmission of different kinds of data such as still
images, multimedia streaming, and audio [1]. WMSNs not
only enhance existing sensor network applications such as
tracking, home automation, and environmental monitoring
but also will enable several new applications like traffic avoid-
ance, enforcement and control systems, advanced health care
delivery, and so on [2]. Nowadays, when more and more
sensitive information is transmitted over theWMSNs system,
security has caught the attention of the research community
with increasing multimedia applications of sensors [3].

Still images are important parts in WMSNs and usually
used in the transmission of event triggered observations
during short periods of time.Therefore, it is very important to
protect still images from unauthorized access. Image encryp-
tion is one of the ways to ensure security and convert original
image to another image that is hard to understand.Moreover,

sensor nodes suffer from many constraints, including lim-
ited energy performances, low computation capability, less
computational complexity, susceptibility to physical capture,
tremendous transmission of multimedia data, and the use
of insecure wireless communication channels [4]. Due to
these limitations, it is essential to maximize the lifetime of
sensors by reducing data transmission. Image data fusion is
efficient in power consumption, so it plays a positive role
in the computationally constrained and resource-constrained
wireless multimedia sensor nodes.

In this paper, we propose a novel application of com-
pressive sensing, namely, a lightweight still image encryption
model for WMSNs security. We build our design on ideas
from compressive sensing and watermarking. By analyzing
the fact that image signal in WMSNs holds large amount
of redundancy information, we project the captured image
to the transform domain using only a few significant coef-
ficients. Moreover, we utilize the watermarking approach
to achieve authentication mechanism. These sparse coding
coefficients are then deciphered using a novel reconstruction
algorithm to recover the original image signal. We exploit
the highly sparse data of the sensor nodes to obtain accurate
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reconstruction with only a few measurements. The frame-
work of the proposed algorithm is illustrated in Figure 1.

The key contributions of the paper are summarized as
follows.

(i) The compressive sensing methods in signal domain
and hierarchical fusion techniques are integrated
for sensor data fusion, which is applied to wireless
multimedia sensor networks.

(ii) An integrated image data fusion framework is pro-
posed. The algorithm developed under this frame-
work transmits effective volume of sensor data in dif-
ferent sensor nodes and extends the network lifetime.

This paper is organized as follows: Section 2 introduces
the related work. In Section 3, we describe the redundancy
analysis of still image and provide still image encryption and
authentication model for WMSNs security. Then, the pro-
posed scheme suggests data reconstruction scheme. Security
analysis and performance evaluation are given in Section 4.
Finally, Section 5 offers conclusions and future directions.

2. Related Work

Data fusion techniques for reducing the number of data
transmissions by eliminating redundant information have
been studied as a significant research problem. These studies
have shown that data fusion inWMSNsmay produce various
trade-offs among some network related performance metrics
such as energy, latency, accuracy, fault-tolerance, and security
(Table 1). It can be classified into three categories according
to the abstraction level of the sensor data: low-level fusion,
medium-level fusion, and high-level fusion [5, 6].

Low-Level Fusion. It is also referred to as a signal value fusion.
It combines several sources of raw data to produce new raw
data. Wimmer et al. [7] suggested a combined analysis by
descriptive statistics of image and video low-level descriptors
for subsequent static SVM classification. This strategy also
allowed for a combined feature-space optimization which
would be discussed herein. Mieslinger et al. [8] proposed
a new method for the adaption of satellite-derived solar
radiation values to ground measured time-series that was
developed.Themethod was tested at the two sites ESPSA and
DZTAM and for the four satellite data providers DLR, EHF,
GMS, andHC3.Wu et al. [9] presented a simplified analytical
model for a distributed sensor network and formulated
the route computation problem in terms of maximizing an
objective function, which was directly proportional to the
received signal strength and inversely proportional to the
path loss and energy consumption. Low-level fusion can keep
all knowledge for the final decision process and the ability of a
combined value-space optimization. Gao et al. [10] proposed
a similarity model and power model. The proposal scheme
divided multimedia data into multiple different pieces and
transmitted the effective pieces to the selected sensor nodes.

Medium-Level Fusion. It is also described as attribute level
fusion. Attributes or features of an entity (e.g., shape, texture,

Table 1: The performance is measured by PSNR (dB).

Number of samples 𝑀 Peppers Lena Boats
2000 19.03 18.56 18.32
3000 22.34 21.23 21.16
4000 25.12 25.01 24.93
5000 28.20 28.02 28.09
6000 30.16 29.67 29.73
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Figure 1: The framework of the algorithm.

and position) are fused to obtain a feature map that may be
used for other tasks (e.g., segmentation or detection of an
object). Wang and Yin [11] proposed a perceptual hashing-
based robust image authentication scheme, which applied the
distributed processing strategy for perceptual image hashes.
The scheme protected multimedia data from unauthorized
access but increased the energy consumption simultaneously.
Fucai et al. [12] presented a novel partial dynamic reconfigu-
ration image sensor node prototype for wireless multimedia
sensor networks to transmit sensitive images. The method
proposed in the paper enabled the partial dynamic reconfig-
uration to decrease the volume of data. Medium-level fusion
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reduces some information for the transmission process and
achieves the combined attribute-space optimization.

High-Level Fusion. It is also known as decision level fusion.
It takes decisions or symbolic representations as input and
combines them to obtain a global decision. Blasch et al.
[13] sought to describe MOEs for high-level fusion based on
developments in Quality of Service and Quality of Informa-
tion that supported the user and the machine, respectively.
They defined HLF MOE based on information quality,
robustness, and information gain. Costa et al. [14] proposed
to address this issuewith the use of highly expressive Bayesian
models, which provided a tighter link between information
coming from low-level sources and the high-level informa-
tion fusion systems, and allowed for greater automation of the
overall process. They illustrated the ideas with a naval HLIF
system. High-level fusion needs higher artificial intelligence
algorithm.

In short, secure data fusion has been incorporated into
a wide range of existing sensor data. The crucial question is
how to prolong the resource-constrained WMSNs lifetime
to the longest time in secured mode. Thus, we analyze the
advantages from different fields to build a novel image data
fusion framework.

3. The Proposed Scheme

In this section, we explain the proposed scheme.We illustrate
two stages in the proposed framework: still image encryption
and decryption stages. The still image encryption stage gets
several sources of image data and then projects the captured
image data to the transform domain using only a few
significant coefficients after analyzing the fact that image data
in WMSNs holds large amount of redundancy information.
In the decryption stage, we analyze the coherent measure-
ments of image data from different sensor nodes. These
measurements are then decoded using a novel reconstruction
algorithm to recover the original image data.

3.1. Still Image Encryption. As everyone knows, WMSNs
circumstance requires still images to minimize the energy
consumption of data transmission as much as possible
with security mode. The main target is how to securely
and economically transmit the volume of image signal.
Unlike common data, image signal in WMSNs usually holds
large amount of redundancy information including spatial
redundancy and surrounding redundancy [15], so the paper
takes advantage of the characteristic to specify still image
encryption model.

Spatial redundancy exploits the fact that an image very
often contains strongly correlated pixels and the same bright-
ness pattern repeated with statistic similarity [16].The redun-
dancy is explored by predicting a pixel value based on the
values of its neighboring pixels. In addition, the availability
of the same image block is represented by other blocks,
due to the fact that light intensity and color in such areas
are highly correlated. Thus, image represented by all pixel
values suffers from a high level of spatial redundancy. The
surrounding redundancy describes strongly correlated pixels

of similar surroundings in different image signals. Natural
images consist of separate areas indicating the object and
its sceneries. We pay attention to the trends of the object
in WMSNs and capture image signal containing the same
surroundings.Thus, a high compression ratio can be achieved
by eliminating these redundancies.

Compressive sensing has recently become very popular
due to its interesting theoretical nature and wide area of
applications [17]. Here, we consider compressive sensing in
sensor data aggregation.

Suppose that 𝑥
𝑖
denotes image data of sensor node

number 𝑖. Image data from sensor nodes is encoded by
compressive sensing and is formally formulated as follows:

𝑥 = (𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑛
) . (1)

Suppose that the natural image 𝑥
𝑖
∈ 𝑅
𝑁 is 𝐾 sparse on some

basis Ψ and 𝑥
𝑖
can be represented by a linear combination of

𝐾 vectors of Ψ with 𝐾 ≪ 𝑁. We have 𝑥
𝑖
= Ψ𝜃, where Ψ

is sparse matrix and 𝜃 is 𝑁 × 1 vector with only 𝐾 nonzero
entries. The measurement is described as 𝑦

𝑖
= Φ ⋅ Ψ̂𝑥

𝑖
, where

Φ is 𝑀 × 𝑁 matrix with 𝑀 ≪ 𝑁 and 𝑦
𝑖
represents the

𝑀 measurements [17]. In WMSNs applications, the noise is
present; we define 𝑦 as

𝑦
𝑖
= Φ ⋅ Ψ̂𝑥

𝑖
, 𝑖 ∈ (1, 𝑛) . (2)

According to the principle of discrete wavelet transform
(DWT) sampling, the DWT coefficients to be measured
should also cluster over low frequency bands. Typical mea-
surements are chosen uniformly random. But, by placing
the samples selectively but still in a random manner, we
achieve better quality of image reconstruction. In this paper,
we present a new sampling matrix designed in the frequency
transform domain, which is applicable to the DWT. We
define Φ as

Φ = 𝑄
𝑀
𝐹𝑊
𝑁
, (3)

where 𝐹 is the𝑁 × 𝑁 diagonal matrix that is written as

𝐹 =

[
[
[
[
[

[

𝐹
𝑓

𝐹
𝑓

d

𝐹
𝑓

]
]
]
]
]

]

, (4)

where 𝐹
𝑓
represents the 𝑓 × 𝑓 Fourier matrix. 𝑄

𝑀
picks up

columns of 𝐹 randomly and𝑊
𝑁
is a scrambling operator that

randomly takes the 𝑁 rows of 𝑄
𝑀
𝐹. Simply speaking, (2)

takes the partial Fourier sampling over different frequency
bands randomly. Obviously, we decrease the total amount
of information to transmit and guarantee at the same time
the expected security level. After compressive sampling, we
utilize the authentication mechanisms to improve security
and transmission efficiency. In the following, we discuss
how to make the coefficient authenticator by watermarking
approach.

Getting local time,we take theminute value𝑚 and second
value 𝑠 from WMSNs. The algorithm is shown in Figure 2.
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Figure 2: Authentication mechanism by watermarking approach.

Finding the 𝑖th sparse element in the 𝑦 matrix, set the fact
that𝑖 = (𝑚 − 1)%𝑀, the (𝑖 − 1)th element value is 𝑠, and
the (𝑖 − 2)th element value is 𝑚. In addition, record (𝑖 − 1)th
and (𝑖 − 2)th element values. When the node receives the
delivered package, it chooses the 𝑖th sparse element as a mark
and decides the data integrity. Check (𝑖 − 1)th and (𝑖 − 2)th
element values with the MM value and SS value of local time
on WMSNs. If the values match, namely, (𝑖 − 1)th element
value is equal to the MM value and (𝑖 − 2)th element value is
equal to the SS value, update (𝑖 − 1)th and (𝑖 − 2)th element
values. If (𝑖 − 1)th element value is not equal to the MM value
or (𝑖 − 2)th element value is not equal to the SS value, the
sensor node will reject the package.

3.2. Decryption Algorithm. In order to decrypt the image
signal 𝑥 from incoherent measurements 𝑦, we utilize 𝑙

1
-

optimization and min-TV solver. Obviously, we exploit the
correlation of neighboring pixels and minimize the 𝑙

1
norm

[18].
Considering the surrounding redundancy, we utilize the

neighboring captured image signal 𝑥
1
, 𝑥
2
, 𝑥
𝑖
, . . . , 𝑥

𝑛
of 𝑥 to

reconstruct the signal 𝑥. The objective function is min ‖𝑥‖
1

and set equality constraint 𝑦 = Φ ⋅ Ψ̂𝑥 = Θ ⋅ 𝑥. The Θ is
shown as

Θ
∗
= arg min∑

𝑖

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
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, (5)

where 𝑦
1
, 𝑦
2
, 𝑦
𝑖
, . . . , 𝑦

𝑛
are the measurement vectors of

𝑥
1
, 𝑥
2
, 𝑥
𝑖
, . . . , 𝑥

𝑛
. Calculate the gradient 𝑥∗

𝑘
in every iteration

(𝑥 − 𝑥
𝑘
)
𝑇
(𝑦 − Θ ⋅ 𝑥

𝑘
), and 𝑥

𝑘+1
is shown as

𝑥
𝑘+1

= 𝑥
𝑘
+ 𝜕 (𝑥

∗

𝑘
− 𝑥
𝑘
) , (6)

where 𝜕 is an adjustable parameter. According to the redun-
dant constraints image signal, minimize the TV of the
reconstructed signal to reconstruct image signal 𝑥 again.The
object function is as follows:

TV (𝑥) = arg min (TV
1
(𝑥) + TV

2
(𝑥)) , (7)

where TV represents the TV between the pixels of the natural
image 𝑥 and TV

2
(𝑥) represents the TV of the surrounding

vector. Firstly, find the matching pixels of each pixel at
different surrounding vector, calculate the partial derivative
of current location, andmodify the corresponding parameter.
Change the parameter value that is less than the given
threshold, until the minimal value.

In short, the algorithm for still image decryption is
summarized in Algorithm 1.

4. Simulation Results

In this section, extensive simulations are provided to illustrate
the effectiveness of the proposed methods. We first compare
the total transmission volume of conventional encryption
algorithm with the proposed scheme and then describe the
energy consumption of every sensor node on single hop
networks. Considering an encryption scheme, we present
malicious node detection rate (DR) or false alarm rate
(FAR) with the variation of the proportion of malicious
nodes. Finally, we analyze the performance of the decrypted
signal. We have developed a simulator based on MATLAB
implementation to evaluate our proposed scheme. Assume
that 50 sensors are deployed uniformly in 100 × 100 (m)

network field and the radius of communication is 25m. All
the images are assumed sparse in the Daubechies-4 wavelet
domain and have a spatial resolution of 256 × 256. For the
still image encryption, we present results with 𝑓 = 16.

Figure 3 shows the total transmission volume in different
numbers of sensor nodes in WMSNs. Obviously, the pro-
posed scheme provides less transmission volume than the
exiting scheme [19]. The paper provides an energy-efficient
transmission of still image signal. From simulation analysis,
the amount of transmission volume is reduced by about 18.3%
than the schemes without processing.

Due to still image encryption scheme, different sensor
node makes different energy consumption. We analyze the
security performance of still image encryption and authen-
tication. For comparison purposes, suppose that 50 sensors
deploy on signal hop network. Inspired by [19], Figure 4
shows the energy consumption of every sensor node. The 1st
node consumes 1950mA energy and the 2nd node takes up
2050mA, while the average consumption of other nodes is
500mA. The 1st and 2nd nodes consume significant energy,
and then they accelerate the death time. But our scheme
reduces the total energy consumption of the whole wireless
multimedia sensor networks. Figure 5 describes the trans-
mission volume of every sensor node. Our scheme provides
less transmission volume in most of the sensor nodes except
for the 1st and 2nd nodes. But our scheme reduces the total
transmission volume.

Considering the security scheme, the paper analyzes
the security performance of multimedia data transmission.
Figure 6 describes the malicious node detection rate (DR)
with the variation of the malicious nodes proportion. Our
work supposes that attack probabilities are 0.02, 0.25, and 0.5.
With the increase in the proportion of malicious nodes, the
DR shows a slowly downward trend. When the proportion
of malicious nodes is in the range [0, 0.25], we can obtain a
higher malicious node detection rate. Figure 7 describes the
false alarm rate (FAR) with the variation of the malicious
nodes proportion. The paper supposes that attack probabili-
ties are 0.02, 0.25, and 0.5.With the increase in the proportion
of malicious nodes, the FAR continues with the upward trend
correspondingly. When the proportion of malicious nodes is
in the range [0, 0.25], the result achieves a low false alarm rate.

Considering the complexity of image data, we group
scenarios into three different types: simple, general, complex.



Journal of Sensors 5

Input: Encrypted images 𝑥
1
, 𝑥
2
, 𝑥
𝑖
, . . . , 𝑥

𝑛

Output:Decrypted image signal 𝑦
Procedure:

(1) Initialization
𝑥
∗
= argmin |∇𝑥|

1

(2) Repeat following steps
Update the matching surrounding Θ

∗

Θ
∗
= argmin∑

𝑖

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

𝑦
𝑖
− ∑

𝑗

Θ
𝑗𝑖
(𝑥
𝑖
)

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩1
Update the gradient of 𝑥∗

𝑘

𝑥
∗

𝑘
= argmin (𝑥 − 𝑥

𝑘
)
𝑇

(𝑦 − Θ𝑥
𝑘
)

Update 𝑥 by following optimization
𝑥
∗
= argmin |∇𝑥|

1
+ ∑
𝑗

Θ
𝑗𝑖
(𝑥
𝑖
)

Until there is no much changes.
(3)Minimize TV(𝑥)

TV (𝑥) = argmin (TV
1
(𝑥) + TV

2
(𝑥))

Algorithm 1: Still image decryption.
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Figure 3: The total transmission volume of sensors nodes.

Figure 8 shows the MSE of the whole reconstructed image
data from various scenarios. It can be observed that the
image qualities of our proposed scheme, exiting scheme and
the scheme without processing have errors in the process
of compression and reconstruction during the data fusion.
Along with the scene complexity increases, the proposed
scheme makes more obvious immediate advantage.

Finally, to demonstrate the decryption practicality of
the image signal, we apply it for three 256 × 256 images:
Peppers, Lena, and Boats, and the data are collected from
an average of ten runs. Table 1 summarizes the PSNR values
when the number of measurements ranges from 2000 to
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Figure 4: The energy consumption of every sensor node.

6000 (sampling ratio from 12.2% to 36.7%). Considering
the limitation of bandwidth and power consumption, results
of the measurements 6000 are even slightly better and the
percentage of elements in our scheme is only 36.7%.

The simulations again show that the proposed still image
encryption and authentication scheme consistently have
better performance than other existing schemes. But some
nodes consume significant energy and have a short life cycle.

5. Conclusion and Future Directions

This paper has proposed a secure conventional still image
encryption algorithm. We develop an encryption algorithm
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based on compressed image sensing, which exploits the high
degree of inherent sparsity in the natural images captured
by sensor nodes and presents the fact that the image can
be reconstructed using only a few acquisitions. We decrease
the total amount of information to transmit and guarantee
the expected security level. Moreover, the proposed design
provides data authentication scheme that does not suffer from
the influence ofmany existingmalicious nodes.The proposed
scheme has shown that the design transmits image signal
securely and economically. In future work, we plan to extend
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our work to further improve compressive performance and
conserve nodes energy.
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