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#### Abstract

We consider a nonlinear discrete logistic model with delay. The characteristic equation of the linearized system at the positive equilibrium is a polynomial equation involving high order terms. We obtain the conditions ensuring the asymptotic stability of the positive equilibrium and the existence of Neimark-Sacker bifurcation, with respect to the parameter of the model. Based on the bifurcation theory, we discuss Neimark-Sacker bifurcation direction and the stability of bifurcated solutions. Finally, some numerical simulations are performed to illustrate the theoretical results.


## 1. Introduction

Logistic type models are often used to model a single species dynamics, for example, the underlying dynamics of tumour cells [1-4]. Moreover, time delay is sometimes necessary to better reflect the description of real processes $[5,6]$. The continuous single population model described by the ordinary differential equations has been studied very deeply [7-9]. There are also very many results concerning the discrete logistic model (see [10-15] and references therein).

In [13], Zhou and Zou considered a discrete logistic equation:

$$
\begin{equation*}
x(n+1)=x(n) \exp \left[r(n)\left(1-\frac{x(n)}{K(n)}\right)\right], \tag{1}
\end{equation*}
$$

where $\{r(n)\}$ and $\{K(n)\}$ are positive $\omega$-periodic sequences. Sufficient conditions were obtained for the existence of a positive and globally asymptotically stable $\omega$-periodic solution.

In [14], Sun and Li considered the qualitative analysis of the following discrete logistic equation with several delays:

$$
\begin{equation*}
x_{n+1}=x_{n} \exp \left(\sum_{i=1}^{m} r_{i}\left(1-\frac{x_{n-k_{i}}}{K}\right)\right) \tag{2}
\end{equation*}
$$

where $r_{i} \in(0, \infty)$ for $i=1,2, \ldots, m, k_{i}(i=1,2, \ldots, m)$ are positive integers, and $K \in(0, \infty)$. They obtained sufficient conditions for the global attractivity of all positive solutions about the positive equilibrium of model (2). Moreover, the oscillation about the positive equilibrium of model (2) was also discussed.

Chen and Zhou [15] discussed the following nonlinear periodic delay difference equation:

$$
\begin{array}{r}
x_{n+1}=x_{n} \exp \left[a_{n}+b_{n} x_{n-m \omega}^{p}-c_{n} x_{n-m \omega}^{q}\right],  \tag{3}\\
n=0,1,2, \ldots,
\end{array}
$$

where $\left\{a_{n}\right\},\left\{b_{n}\right\}$, and $\left\{c_{n}\right\}$ are periodic sequences with a common period $\omega, a_{n}>0, c_{n}>0, m, \omega$ are positive integers, and $p, q$ are positive constants with $q>p$. Some sufficient conditions for the global attractivity and oscillation about the periodic solution of (3) were obtained.

Recently, Liu et al. [16] investigated the stability and bifurcation of a class of discrete-time Cohen-Grossberg neural networks with delays. Han and Liu [17] discussed the stability and bifurcation for a discrete-time model of Lotka-Volterra type with delay. He and Cao [18] studied the explicit formula for determining the direction of Neimark-Sacker bifurcation
and the stability of periodic solution by using the normal form method and the center manifold theory.

To the best of our knowledge, no similar results have been reported regarding the nonlinear discrete logistic model with delay. In this paper, we are interested in the bifurcation analysis and the direction and the stability of the NeimarkSacker bifurcations for the following nonlinear discrete logistic model:

$$
\begin{array}{r}
x_{n+1}=x_{n} \exp \left[r\left(1-a_{1} x_{n-m}-a_{2} x_{n-m}^{2}\right)\right],  \tag{4}\\
n=0,1,2, \ldots ; \quad m \in \mathbb{Z}^{+},
\end{array}
$$

where $r, a_{1}$, and $a_{2}$ are positive constants, together with the initial condition

$$
\begin{equation*}
x_{n}=\phi_{n}>0, \quad n \in\{-m,-m+1, \ldots, 0\} . \tag{5}
\end{equation*}
$$

Our works focus on the stability and bifurcation analysis and the direction analysis of the Neimark-Sacker bifurcations by applying the center manifold theorem and the normal form theory. The method of the paper is similar to the work of Yuri [19].

The paper is organized as follows. In Section 2, we analyze the distribution of the characteristic equation associated with the model (4) and obtain the existence of the Neimark-Sacker bifurcation. In Section 3, the direction and stability of closed invariant curve from the Neimark-Sacker bifurcation of the model (4) are determined. In Section 4, some numerical simulations are performed to illustrate the theoretical results. A brief discussion is given in Section 5.

## 2. Stability Analysis

In this section, we will employ the techniques of Guo et al. [20] to study the distribution of the characteristic roots of model (4). Then we will obtain the stability of the positive equilibrium and the existence of local Neimark-Sacker bifurcations. Clearly, model (4) has a unique positive equilibrium $x^{*}=2 /\left(\sqrt{a_{1}^{2}+4 a_{2}}+a_{1}\right)$.

Set $y_{n}=x_{n}-x^{*}$; then there follows that

$$
y_{n+1}=\left(y_{n}+x^{*}\right)
$$

$$
\begin{equation*}
\times \exp \left[r\left(1-a_{1}\left(y_{n-m}+x^{*}\right)-a_{2}\left(y_{n-m}+x^{*}\right)^{2}\right)\right]-x^{*} \tag{6}
\end{equation*}
$$

By introducing a new variable $Y_{n}=\left(y_{n}, y_{n-1}, \ldots, y_{n-m}\right)^{T}$, we can rewrite (6) in the form

$$
\begin{equation*}
Y_{n+1}=F\left(Y_{n}\right) \tag{7}
\end{equation*}
$$

where $F=\left(F_{0}, F_{1}, \ldots, F_{m}\right)^{T}$ and

$$
F_{k}= \begin{cases}\left(y_{n}+x^{*}\right) &  \tag{8}\\ \quad \exp \left[r \left(1-a_{1}\left(y_{n-m}+x^{*}\right)\right.\right. & \\ \left.\left.\quad-a_{2}\left(y_{n-m}+x^{*}\right)^{2}\right)\right]-x^{*}, & k=0 \\ y_{n-k+1}, & 1 \leq k \leq m\end{cases}
$$

Clearly, the origin is a fixed point of (7) and the linear part of (7) is

$$
\begin{equation*}
Y_{n+1}=A Y_{n}, \tag{9}
\end{equation*}
$$

where

$$
A=\left(\begin{array}{ccccc}
1 & 0 & \cdots & 0 & -r\left(a_{1}+2 a_{2} x^{*}\right) x^{*}  \tag{10}\\
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0
\end{array}\right)
$$

The characteristic equation of $A$ is given by

$$
\begin{equation*}
P(\lambda)=\lambda^{m+1}-\lambda^{m}+r\left(a_{1}+2 a_{2} x^{*}\right) x^{*}=0 . \tag{11}
\end{equation*}
$$

Lemma 1. There exists $\bar{r}>0$ such that for $0<r<\bar{r}$ all roots of (11) have modulus less than one.

Proof. When $r=0$, (11) becomes

$$
\begin{equation*}
\lambda^{m+1}-\lambda^{m}=0 . \tag{12}
\end{equation*}
$$

The equation has, at $r=0$, an $m$-fold root $\lambda=0$ and a simple root $\lambda=1$.

Consider the root $\lambda(r)$ such that $|\lambda(0)|=1$. This root depends continuously on $r$ and is a differential function of $r$. From (11), we have

$$
\begin{align*}
\left.\frac{d|\lambda|^{2}}{d r}\right|_{r=0, \lambda=1} & =\left.\left[\lambda \frac{d \bar{\lambda}}{d r}+\bar{\lambda} \frac{d \lambda}{d r}\right]\right|_{r=0, \lambda=1}  \tag{13}\\
& =-2\left(a_{1}+2 a_{2} x^{*}\right) x^{*}<0 .
\end{align*}
$$

Consequently, $|\lambda|<1$ for all sufficient small $r>0$. Thus, all roots of (11) are inside the unit circle for sufficient small positive $r$, and the existence of the maximal $\bar{r}$ follows.

In the sequel, we define a parametric curve $\Sigma$ with

$$
\begin{align*}
& u(t)=\cos (m+1) t-\cos m t,  \tag{14}\\
& v(t)=\sin (m+1) t-\sin m t .
\end{align*}
$$

Let $\theta(t)=v(t) / u(t)$. It is easy to see that $\theta^{\prime}(t)>0$ for all $t \in \mathbb{R}$ such that $u(t) \neq 0$. Therefore, as $t$ increases from 0 to $\pi$, the corresponding point ( $u(t), v(t)$ ) on the curve $\Sigma$ moves from origin and anticlockwise around origin. Moreover, it follows from $u(t)^{2}+v(t)^{2}=2(1-\cos t)$ that the part of the curve $\Sigma$ with parameter $t \in[0, \pi]$ is simple; that is, it cannot intersect itself. Let $0 \leq \omega_{0} \leq \omega_{1}<\omega_{2}<\cdots<\omega_{m}<\omega_{m+1} \leq \pi$ be the $m+2$ zeros of $v(t)$ in the interval $[0, \pi]$ and $c_{j}=u\left(\omega_{j}\right)$ $(j \in\{0,1,2, \ldots, m+1\})$. Obviously, we have

$$
\begin{gather*}
\omega_{0}=0, \quad \omega_{j}=\frac{2 j-1}{2 m+1} \pi, \quad j=1,2, \ldots, m+1  \tag{15}\\
c_{j}=2(-1)^{j} \sin \frac{\omega_{j}}{2}, \quad j=0,1,2, \ldots, m+1
\end{gather*}
$$

Moreover, from the anticlockwise property of the curve $\Sigma$, we further have that

$$
\begin{equation*}
(-1)^{j} v^{\prime}\left(\omega_{j}\right)>0, \quad j \in\{0,1,2, \ldots, m+1\} . \tag{16}
\end{equation*}
$$

From $u(t)^{2}+v(t)^{2}=2(1-\cos t)$, it follows that $0 \leq$ $\sqrt{u(t)^{2}+v(t)^{2}} \leq 2$. This means that the curve is contained in the region

$$
\begin{equation*}
\left\{(u, v) \in \mathbb{R}^{2} \mid 0 \leq \sqrt{u(t)^{2}+v(t)^{2}} \leq 2\right\} . \tag{17}
\end{equation*}
$$

Accordingly, we set

$$
\begin{equation*}
r_{k}=\frac{2}{\left(a_{1}+2 a_{2} x^{*}\right) x^{*}} \sin \frac{\omega_{2 k-1}}{2}, \quad k=1,2, \ldots,\left[\frac{m}{2}\right]+1 \tag{18}
\end{equation*}
$$

where $[\cdot]$ is the greatest integer function.
By Lemma 1 and the idea of Guo et al. (see Lemma 1 in [20]), we can obtain the distribution of the roots of the characteristic equation (11).

Lemma 2. Consider the following.
(i) $P(\lambda)$ has zeros on the unit circle if and only if $r=r_{k}$ for some $k \in\{1,2, \ldots,[m / 2]+1\}$. Moreover, if $r=r_{k}$ for some $k \in\{1,2, \ldots,[m / 2]+1\}$, then all the zeros of $P(\lambda)$ of modulus 1 are $e^{ \pm i \omega_{2 k-1}}$, which are simple.
(ii) $P(\lambda)$ has a simple zero -1 if and only if $m$ is even and $r=2 /\left(a_{1}+2 a_{2} x^{*}\right) x^{*}$.
(iii) For a fixed $k \in\{1,2, \ldots,[m / 2]+1\}$, there exist $\delta>0$ and a $C^{1}$-mapping $\lambda:\left(r_{k}-\delta, r_{k}+\delta\right) \rightarrow \mathbb{C}$ such that $\lambda\left(r_{k}\right)=e^{i \omega_{2 k-1}}$ and $\lambda(r)$ is a zero of $P(\lambda)$ for all $r \in\left(r_{k}-\delta, r_{k}+\delta\right)$.
(iv) All zeros of $P(\lambda)$ are inside the unit circle if and only if

$$
\begin{equation*}
0<r<r_{1}=\frac{2}{\left(a_{1}+2 a_{2} x^{*}\right) x^{*}} \sin \frac{\pi}{2(2 m+1)} \tag{19}
\end{equation*}
$$

Now we verify that the transversality condition is satisfied.
Lemma 3. Along (11), one obtains

$$
\begin{equation*}
\left.\frac{d|\lambda|^{2}}{d r}\right|_{r=r_{k}}>0 \tag{20}
\end{equation*}
$$

where $k=1,2, \ldots,[m / 2]+1$.
Proof. By Lemma 2(i), from (14) and (16), it follows that

$$
\begin{align*}
\left.\frac{d|\lambda|^{2}}{d r}\right|_{r=r_{k}}= & {\left.\left[\lambda \frac{d \bar{\lambda}}{d r}+\bar{\lambda} \frac{d \lambda}{d r}\right]\right|_{r=r_{k}} } \\
= & -\left.2 \Re\left[\bar{\lambda} \frac{\left(a_{1}+2 a_{2} x^{*}\right) x^{*}}{(m+1) \lambda^{m}-m \lambda^{m-1}}\right]\right|_{r=r_{k}} \\
= & -2\left(a_{1}+2 a_{2} x^{*}\right) x^{*} \\
& \times \frac{(m+1) \cos (m+1) \omega_{2 k-1}-m \cos m \omega_{2 k-1}}{(m+1)^{2}+m^{2}-2 m(m+1) \cos \omega_{2 k-1}} \\
= & -2\left(a_{1}+2 a_{2} x^{*}\right) x^{*} \\
& \times \frac{v^{\prime}\left(\omega_{2 k-1}\right)}{(m+1)^{2}+m^{2}-2 m(m+1) \cos \omega_{2 k-1}}>0 \tag{21}
\end{align*}
$$

Remark 4. Since $\omega_{2 k-1} \neq \pi / 2,2 \pi / 3, \quad e^{i s \omega_{2 k-1}} \neq 1$ for $s=$ $1,2,3,4(k=1,2, \ldots,[(m-1) / 2]+1)$; that is, the nondegeneracy condition is satisfied.

Theorem 5. Consider the following.
(i) If

$$
\begin{equation*}
0<r<r_{1}=\frac{2}{\left(a_{1}+2 a_{2} x^{*}\right) x^{*}} \sin \frac{\pi}{2(2 m+1)} \tag{22}
\end{equation*}
$$

then the fixed point of model (4) $x^{*}$ is asymptotically stable.
(ii) If

$$
\begin{equation*}
r>r_{1}=\frac{2}{\left(a_{1}+2 a_{2} x^{*}\right) x^{*}} \sin \frac{\pi}{2(2 m+1)} \tag{23}
\end{equation*}
$$

then the fixed point of model (4) $x^{*}$ is unstable.
(iii) If
$r=r_{k}$

$$
\begin{equation*}
=\frac{2}{\left(a_{1}+2 a_{2} x^{*}\right) x^{*}} \sin \frac{\omega_{2 k-1}}{2}, \quad k=1,2, \ldots,\left[\frac{m-1}{2}\right]+1, \tag{24}
\end{equation*}
$$

then the model (4) undergoes a Neimark-Sacker bifurcation at the positive fixed point $x^{*}$; that is, a unique closed invariant curve bifurcates form $x^{*}$. Moreover, if $m$ is even, the model (4) undergoes a flip bifurcation when

$$
\begin{equation*}
r=\frac{2}{\left(a_{1}+2 a_{2} x^{*}\right) x^{*}} \tag{25}
\end{equation*}
$$

## 3. Direction and Stability of the Neimark-Sacker Bifurcation

In this section, we will study the direction and the stability of the Neimark-Sacker bifurcation in model (4). The method we used is based on the techniques developed by Yuri [19].

Without loss of generality, denote $\omega_{2 k-1}$ by $\omega^{*}$ and the critical value $r_{k}(k=1,2, \ldots,[(m-1) / 2]+1)$ by $r^{*}$ at which map (7) undergoes a Neimark-Sacker bifurcation at the origin.

For map (7), we obtain

$$
\begin{equation*}
Y_{n+1}=A Y_{n}+\frac{1}{2} B\left(Y_{n}, Y_{n}\right)+\frac{1}{6} C\left(Y_{n}, Y_{n}, Y_{n}\right)+O\left(\left\|Y_{n}\right\|^{4}\right) \tag{26}
\end{equation*}
$$

where

$$
\begin{gather*}
B\left(Y_{n}, Y_{n}\right)=\left(B_{0}\left(Y_{n}, Y_{n}\right), 0, \ldots, 0\right)^{T}, \\
C\left(Y_{n}, Y_{n}, Y_{n}\right)=\left(C_{0}\left(Y_{n}, Y_{n}, Y_{n}\right), 0, \ldots, 0\right)^{T}, \\
B_{0}\left(Y_{n}, Y_{n}\right)=-2 r\left(a_{1}+2 a_{2} x^{*}\right) y_{n-m} y_{n} \\
+\left[\left(r\left(a_{1}+2 a_{2} x^{*}\right)\right)^{2}-2 r a_{2}\right] x^{*} y_{n-m}^{2} \\
C_{0}\left(Y_{n}, Y_{n}, Y_{n}\right) \\
=3\left[r^{2}\left(a_{1}+2 a_{2} x^{*}\right)^{2}-2 r a_{2}\right] y_{n} y_{n-m}^{2} \\
+\left\{6 a_{2} r^{2}\left(a_{1}+2 a_{2} x^{*}\right)-\left[r\left(a_{1}+2 a_{2} x^{*}\right)\right]^{3}\right\} x^{*} y_{n-m}^{3} \tag{27}
\end{gather*}
$$

Let $q \in \mathbb{C}^{m+1}$ be a complex eigenvector corresponding to $e^{i \omega^{*}}$,

$$
\begin{equation*}
A q=e^{i \omega^{*}} q, \quad A \bar{q}=e^{-i \omega^{*}} \bar{q} . \tag{28}
\end{equation*}
$$

We also introduce an adjoint eigenvector $q^{*} \in \mathbb{C}^{m+1}$ having the properties

$$
\begin{equation*}
A^{T} q^{*}=e^{-i \omega^{*}} q^{*}, \quad A^{T} \overline{q^{*}}=e^{i \omega^{*}} \overline{q^{*}} \tag{29}
\end{equation*}
$$

and satisfying the normalization $\left\langle q^{*}, q\right\rangle=1$, where $\left\langle q^{*}, q\right\rangle=$ $\sum_{j=0}^{m} \overline{q_{j}^{*}} q_{j}$.

Lemma 6. Let $q=\left(q_{0}, q_{1}, \ldots, q_{m}\right)^{T}$ be the eigenvector of $A$ corresponding to eigenvalue $e^{i \omega^{*}}$ and let $q^{*}=\left(q_{0}^{*}, q_{1}^{*}, \ldots, q_{m}^{*}\right)^{T}$ be the eigenvector of $A^{T}$ corresponding to eigenvalue $e^{-i \omega^{*}}$. Then

$$
\begin{gather*}
q=\left(1, e^{-i \omega^{*}}, e^{-2 i \omega^{*}}, \ldots, e^{-m i \omega^{*}}\right)^{T} \\
q^{*}=\left(\begin{array}{c}
q_{0}^{*} \\
-e^{i m \omega^{*}} r^{*}\left(a_{1}+2 a_{2} x^{*}\right) x^{*} q_{0}^{*} \\
-e^{i(m-1) \omega^{*}} r^{*}\left(a_{1}+2 a_{2} x^{*}\right) x^{*} q_{0}^{*} \\
\vdots \\
-e^{i \omega^{*}} r^{*}\left(a_{1}+2 a_{2} x^{*}\right) x^{*} q_{0}^{*}
\end{array}\right) \tag{30}
\end{gather*}
$$

where

$$
\begin{equation*}
q_{0}^{*}=\frac{1}{1-e^{-i(m+1) \omega^{*}} r^{*}\left(a_{1}+2 a_{2} x^{*}\right) x^{*} m} \tag{31}
\end{equation*}
$$

Proof. Let $q=\left(q_{0}, q_{1}, \ldots, q_{m}\right)^{T}$ be an eigenvector of $A$ corresponding to eigenvalue $e^{i \omega^{*}}$. Then

$$
\begin{gather*}
q_{0}-r^{*}\left(a_{1}+2 a_{2} x^{*}\right) x^{*} q_{m}=e^{i \omega^{*}} q_{0} \\
q_{j}=e^{i \omega^{*}} q_{j+1}, \quad j=0,1,2, \ldots, m-1 \tag{32}
\end{gather*}
$$

Similarly,

$$
q^{*}=\left(\begin{array}{c}
q_{0}^{*}  \tag{33}\\
-e^{i m \omega^{*}} r^{*}\left(a_{1}+2 a_{2} x^{*}\right) x^{*} q_{0}^{*} \\
-e^{i(m-1) \omega^{*}} r^{*}\left(a_{1}+2 a_{2} x^{*}\right) x^{*} q_{0}^{*} \\
\vdots \\
-e^{i \omega^{*}} r^{*}\left(a_{1}+2 a_{2} x^{*}\right) x^{*} q_{0}^{*}
\end{array}\right)
$$

For satisfying the normalization $\left\langle q^{*}, q\right\rangle=1$, we choose

$$
\begin{equation*}
q_{0}^{*}=\frac{1}{1-e^{-i(m+1) \omega^{*}} r^{*}\left(a_{1}+2 a_{2} x^{*}\right) x^{*} m} \tag{34}
\end{equation*}
$$

Let $T^{c}$ denote a real eigenspace corresponding to $e^{ \pm i \omega^{*}}$, which is two-dimensional and is spanned by $\{\mathfrak{R}(q), \mathfrak{J}(q)\}$, and let $T^{s}$ be a real eigenspace corresponding to all eigenvalues of $A^{T}$ other than $e^{ \pm i \omega^{*}}$ being $(m-1)$ dimensional.

For any $u \in \mathbb{R}^{m+1}$, we have its decomposition

$$
\begin{equation*}
u=w q+\overline{w q}+v \tag{35}
\end{equation*}
$$

where $w \in \mathbb{C}, w q+\overline{w q} \in T^{c}$, and $v \in T^{s}$. The complex variable $w$ can be viewed as a new coordinate on $T^{c}$, and

$$
\begin{gather*}
w=\left\langle q^{*}, u\right\rangle \\
v=u-\left\langle q^{*}, u\right\rangle q-\left\langle\overline{q^{*}}, u\right\rangle \bar{q} \tag{36}
\end{gather*}
$$

In this coordinate, the map $F$ at $r=r^{*}$ has the form

$$
\begin{gather*}
w \longmapsto e^{i \omega^{*}} w+\left\langle q^{*}, F(w q+\overline{w q}+v)\right\rangle, \\
v \longmapsto A v+F(w q+\overline{w q}+v)-\left\langle q^{*}, F(w q+\overline{w q}+v)\right\rangle q \\
-\left\langle\overline{q^{*}}, F(w q+\overline{w q}+v)\right\rangle \bar{q} . \tag{37}
\end{gather*}
$$

Using Taylor expansions, we obtain

$$
\begin{gather*}
w \longmapsto e^{i \omega^{*}} w+\frac{1}{2} g_{20} w^{2}+g_{11} w \bar{w}+\frac{1}{2} g_{02} \bar{w}^{2} \\
+\frac{1}{2} G_{21} w^{2} \bar{w}+\left\langle G_{10}, v\right\rangle w+\left\langle G_{01}, v\right\rangle \bar{w},  \tag{38}\\
v \longmapsto A v+\frac{1}{2} H_{20} w^{2}+H_{11} w \bar{w}+\frac{1}{2} H_{02} \bar{w}^{2}+O\left(|w|^{3}\right),
\end{gather*}
$$

where $g_{i j} \in \mathbb{C}, G_{10}, G_{01} \in \mathbb{C}^{m+1}$, and

$$
\begin{gather*}
g_{20}=\left\langle q^{*}, B(q, q)\right\rangle, \quad g_{11}=\left\langle q^{*}, B(q, \bar{q})\right\rangle, \\
g_{02}=\left\langle q^{*}, B(\bar{q}, \bar{q})\right\rangle, \\
G_{21}=\left\langle q^{*}, C(q, q, \bar{q})\right\rangle, \quad\left\langle G_{10}, v\right\rangle=\left\langle q^{*}, B(q, v)\right\rangle, \\
\left\langle G_{01}, v\right\rangle=\left\langle q^{*}, B(\bar{q}, v)\right\rangle, \\
H_{20}=B(q, q)-\left\langle q^{*}, B(q, q)\right\rangle q-\left\langle\overline{q^{*}}, B(q, q)\right\rangle \bar{q}, \\
H_{11}=B(q, \bar{q})-\left\langle q^{*}, B(q, \bar{q})\right\rangle q-\left\langle\overline{q^{*}}, B(q, \bar{q})\right\rangle \bar{q}, \\
H_{02}=B(\bar{q}, \bar{q})-\left\langle q^{*}, B(q, \bar{q})\right\rangle q-\left\langle\overline{q^{*}}, B(\bar{q}, \bar{q})\right\rangle \bar{q} . \tag{39}
\end{gather*}
$$

Now, we seek the center manifold which has the representation

$$
\begin{equation*}
v=V(w, \bar{w})=\frac{1}{2} z_{20} w^{2}+z_{11} w \bar{w}+\frac{1}{2} z_{02} \bar{w}^{2}+O\left(|w|^{3}\right) \tag{40}
\end{equation*}
$$

where $\left\langle q^{*}, z_{i j}\right\rangle=0$. Substituting (40) into (38), we have

$$
\begin{gather*}
z_{20}=\left(e^{2 i \omega^{*}} I-A\right)^{-1} H_{20}, \quad z_{11}=(I-A)^{-1} H_{11}  \tag{41}\\
z_{02}=\left(e^{-2 i \omega^{*}} I-A\right)^{-1} H_{02}
\end{gather*}
$$



Figure 1: The positive equilibrium is asymptotically stable, where $a_{1}=1.6, a_{2}=0.8, m=2$, and $r=0.49<r_{1}=0.515$.


Figure 2: A stable invariant closed circle bifurcating from $x^{*}$, where $a_{1}=1.6, a_{2}=0.8, m=2$, and $r=0.5156>r_{1}=0.515$.

When restricting (38) to the center manifold, up to cubic term, then we have

$$
\begin{align*}
& g_{20}=\left\langle q^{*}, B(q, q)\right\rangle, \quad g_{11}=\left\langle q^{*}, B(q, \bar{q})\right\rangle, \\
& g_{21}=\left\langle q^{*}, B(\bar{q}, \bar{q})\right\rangle, \\
& = \\
& \\
& +\left\langle q^{*}, B\left(\bar{q}, q_{20}\right)\right\rangle+2\left\langle q^{*}, B\left(q, z_{11}\right)\right\rangle+\left\langle q^{*}, C(q, \bar{q})\right\rangle-2\left\langle q^{*}, B(q, \bar{q})\right\rangle \\
& \left.+\left\langle q^{*}, B\left(\bar{q},\left(e^{2 i \omega^{*}} I-A\right)^{-1}\right) B(q, \bar{q})\right)\right\rangle \\
& \\
& \left.+\frac{e^{-i \omega^{*}}\left(1-2 e^{2 i \omega^{*}}\right)}{1-e^{-i \omega^{*}}}\left\langle q^{*}, B(q, q)\right)\right\rangle\left\langle q^{*}, B(q, \bar{q})\right\rangle  \tag{42}\\
& \\
& -\frac{2}{1-e^{-i \omega^{*}}}\left|\left\langle q^{*}, B(\bar{q}, \bar{q})\right\rangle\right|^{2} \\
& \\
& -\frac{e^{i \omega^{*}}}{e^{3 i \omega^{*}}-1}\left|\left\langle q^{*}, B(\bar{q}, \bar{q})\right\rangle\right|^{2} .
\end{align*}
$$

Define

$$
\begin{equation*}
c(r)=\frac{g_{20} g_{11}(\bar{w}-3+2 w)}{2\left(w^{2}-w\right)(\bar{w}-1)}+\frac{\left|g_{11}\right|^{2}}{1-\bar{w}}+\frac{\left|g_{02}\right|^{2}}{2\left(w^{2}-\bar{w}\right)}+\frac{g_{21}}{2} . \tag{43}
\end{equation*}
$$

Substituting $w=e^{-i \omega^{*}}$ into (43), we can obtain $c\left(r^{*}\right)$.
From the above argument, we have the following result.

Theorem 7. The direction and stability of Neimark-Sacker bifurcation of model (4) can be determined by the sign of $\mathfrak{R}\left[e^{-i \omega^{*}} c\left(r^{*}\right)\right]$; that is, the Neimark-Sacker bifurcation of model (4) at $r=r_{j}$ is supercritical (resp., subcritical) and unique closed invariant curve bifurcation from $x^{*}$ is asymptotically stable (resp., unstable) when $\mathfrak{R}\left[e^{-i \omega^{*}} c\left(r^{*}\right)\right]<0$ (resp., $\mathfrak{R}\left[e^{-i \omega^{*}} c\left(r^{*}\right)\right]>0$ ).

## 4. Numerical Simulations

In this section we will give an example to illustrate the analytic results. Here we take model (4) with $a_{1}=1.6, a_{2}=0.8, m=2$, and $m=5$, respectively. From $a_{1}=1.6, a_{2}=0.8$, and $m=2$, we have $x^{*}=0.5$ and $r_{1}=0.515$. By the simple calculation, we obtain $\mathfrak{R}\left[e^{-i \omega^{*}} c\left(r^{*}\right)\right]=-0.1452$. Similarly, when $m=5$, we have $x^{*}=0.5, r_{1}=0.2372$, and $\mathfrak{R}\left[e^{-i \omega^{*}} c\left(r^{*}\right)\right]=-0.0948$.

From Theorem 5, we conclude that, with $a_{1}=1.6, a_{2}=$ 0.8 , and $m=2$, the positive equilibrium $x^{*}=0.5$ of model (4) is asymptotically stable when $r<r_{1}=0.515$, and model (4) undergoes the Neimark-Sacker bifurcation at $x^{*}$ when $r=r_{1}=0.515$. Furthermore, from Theorem 7 and $\mathfrak{R}\left[e^{-i \omega^{*}} c\left(r^{*}\right)\right]=-0.1452<0$ the Neimark-Sacker bifurcation of model (4) at $r=r_{1}$ is supercritical and unique closed invariant curve bifurcating from $x^{*}$ is asymptotically stable. These are shown by Figures 1 and 2.

Similarly, with $a_{1}=1.6, a_{2}=0.8$, and $m=5$, the positive equilibrium $x^{*}=0.5$ of model (4) is asymptotically stable when $r<r_{1}=0.2372$, and, from Theorem 7 and $\mathfrak{R}\left[e^{-i \omega^{*}} c\left(r^{*}\right)\right]=-0.0948<0$, the Neimark-Sacker bifurcation of model (4) at $r=r_{1}$ is supercritical and unique


Figure 3: The positive equilibrium is asymptotically stable, where $a_{1}=1.6, a_{2}=0.8, m=5$, and $r=0.23<r_{1}=0.2372$.


Figure 4: A stable invariant closed circle bifurcating from $x^{*}$, where $a_{1}=1.6, a_{2}=0.8, m=5$, and $r=0.238>r_{1}=0.2372$.
closed invariant curve bifurcating from $x^{*}$ is asymptotically stable. These are shown by Figures 3 and 4 .

## 5. Conclusion and Discussion

There has been a large body of work discussing the stability and bifurcation in logistic model, but most of them dealt with only the continuous logistic models, or only the discrete logistic model without delays. In this paper, we discuss the dynamical behaviors of nonlinear discrete logistic model with delay. The characteristic equation (11) is a polynomial equation involving high order terms, which make it difficult to find all parameters such that the characteristic roots have modulus 1 or less. By analyzing the characteristic equation, some sufficient and necessary conditions are derived to ensure that all the characteristic roots have modulus less than 1. Moreover, we obtain that when the parameter $r$ varies, the positive equilibrium of the model (4) exchanges its stability and Neimark-Sacker bifurcation occurs. Furthermore, the direction and stability of closed invariant curve from the Neimark-Sacker bifurcation of the model (4) are determined. Numerical simulations also show the occurrence of the stable bifurcate periodic solutions when $r$ passes the critical $r^{*}$.
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