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from Drexel University Chemistry Department under the guidance of Professor Reinhard 

Schweitzer-Stenner and comprises two separate projects.  The goal of the first project 

was to determine the intrinsic conformational propensities and distributions of 

individual amino acids, using optical and NMR spectroscopies.  The purpose of the 

second project was to examine the conformational flexibility and functionally relevant 

heme distortions of cytochrome c, using optical spectroscopy, in the framework of 

establishing a baseline comparison for cytochrome c structural changes in biological 

processes.   
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Abstract 
Conformational plasticity in biomolecules gives rise to unique characteristics.  How a 

protein folds into its native three-dimensional structure has been a long investigated 

mystery, but it is tied into conformational sampling of polymeric chains of amino acids.  

One critical piece of information, i.e. intrinsic conformational propensities of individual 

amino acids in a polypeptide chain, encodes the folding energy landscape of a protein.  

This funneled landscape facilitates the ability for proteins to fold spontaneously, without 

randomly sampling the ensemble of accessible conformations.  Also, the fact that an 

essential protein in the electron transport chain, cytochrome c, undergoes 

conformational changes in many biological processes underscores the importance of 

conformational heterogeneity in biomolecules. 

In order to estimate intrinsic conformational propensities of individual amino acids we 

use a protocol that allows us to simulate experimental isotropic Raman, anisotropic 

Raman, FTIR and vibrational circular dichroism spectra and a set of six NMR J-coupling 

constants by using a superposition of statistically weighted two-dimensional Gaussian 

distributions representing sterically allowed regions of the Ramachandran space.  We 

use the host-guest motif glycine-x-glycine, where x is confined to a set of amino acids 

representing aliphatic (A, V, L, M, I), aromatic (F, Y), charged (E, D, R, K) and polar (S, T, 

C, N) residues.  The selection of glycine hosts was imperative to minimize nearest-

neighbor effects that would modulate the conformational propensity of the central 

residue.  We have thus confirmed alanine’s high propensity to adopt dihedral angles in 

the PPII distribution and determined that aliphatic and positively charged residues 
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preferred PPII more than the other investigated residues.  Aromatic residues were 

shown to populate PPII and β-distributions somewhat equally.   An anionic residue, 

glutamic acid behaves like an aliphatic residue at acidic and neutral pH values, which 

implies a negligible effect of the charged side-chain environment.  A similar residue, 

aspartic acid, with a shorter side-chain, behaves completely different, populating the 

dihedral angle distributions found in various β-turns and a yet thoroughly unconsidered 

region centered in the top right quadrant of the Ramachandran plot.  The 

conformational ensembles of polar residues, S, T, C and N were shown to be significantly 

populated by the dihedral angles found in type I/I’ and II/II’ β-turns.  The distributions 

obtained here differ somewhat from coil library distributions.  Our propensities 

significantly disagree with what is found from theoretical studies, in particular, MD 

simulations.  We conclude that the high helical propensity found in MD studies is an 

effect from nearest and non-nearest neighbor interactions. 

The conformational changes that cytochrome c undergoes in biological processes have 

become an area of increasing interest, due to its apparent peroxidase activity, 

interactions with cardiolipin containing membranes and its involvement in programmed 

cell death.  The oxidized state of this protein adopts a multitude of conformations in 

vitro as well as in vivo.  The structural stability and thermodynamics of ferricytochrome c 

have thus been the focus of a substantial amount of research about this protein.  We 

have used far-ultra violet and visible absorption and electronic circular dichroism 

spectroscopy to structurally and thermodynamically characterize the intermediate 

states adopted in the process of thermal and alkaline induced (partial) unfolding.  The 
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extent of band splitting caused by electrostatic interactions between the heme group 

and the protein was determined by a vibronic analysis of the B-band ECD and absorption 

spectra. We demonstrated that the states IIIh and IV are thermodynamically and also 

conformationally different, contrary to the current belief. With respect to 

ferricytochrome c our results suggest that the overall structure is maintained in the 

intermediate state populated above 323 K.  Conformational changes might involve 

increasing distances between the heme and aromatic residues such as F82 and a 

reduced nonplanarity of the heme macrocycle. The band splitting is substantially 

reduced in the unfolded states, but the heme environment encompassing H18 and the 

two cysteine residues 14 and 17 is most likely still intact and covalently bound to the 

heme chromophore. Most importantly, we have shown the need for a comprehensive 

thermodynamic analysis of all native and non-native states of ferricytochrome c under 

well-defined conditions which would explicitly consider the fact that not only the 

“ground state” populated at room temperature but also the thermally excited, partially 

or mostly unfolded states are still pH dependent. 

Cytochrome c is in a class of proteins with high redox potentials.  Its comparatively high 

redox potential is stabilized by a hexacoordinated central iron atom in the heme c which 

is coordinated to a sulfur of a methionine in the surrounding protein matrix at the distal 

coordination site, as well as by interactions with the internal electric field created by 

ionizable groups within the heme pocket.  Thus, deformations of the heme group are 

functionally relevant in modulating the redox potential.  We have used polarized 

resonance Raman spectroscopy to exploit the depolarization ratios and normalized 
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intensities of Raman active bands in the low frequency Soret excited Raman spectrum 

for an estimation of planar and non-planar deformations of the heme active sites in 

three different reduced cytochrome c isoforms; horse, chicken and a mutated – to avoid 

aggregation - Saccromyces Cerevisae (yeast).  We thus obtained that ruffling was the 

largest deformation experienced by all investigated hemes with chicken being the most 

ruffled folloed by horse heart and yeast.  Concerning the saddling deformations, the 

heme group in horse heart was the most followed by yeast, then chicken.  We 

determined that the heme c of chicken experienced the most doming followed by horse 

heart and yeast.  Finally, the heme group of horse heart was determined to be the most 

propellered.  The main saddling and ruffling deformations from crystal and MD 

structures compare well with our results, whereas MD simulations better account for 

smaller deformations like doming and propellering, due to the fact that the uncertainty 

of crystal structures coordinates relates to high error in small deformations. 
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Section 1 Intrinsic Propensities and Conformational Distributions of 
Individual Amino Acids Probed by Optical and NMR Spectroscopies 

Chapter 1 Background 

1.1 Protein Folding 
Protein folding, the way a polypeptide chain folds into a stable three-dimensional 

structure, is a process that is governed by the identity of the amino acids in the chain as 

well as the influences of the cellular environment.  In many cases, the folding and 

unfolding process of proteins (Figure 1) is critical for proteins to perform biological and 

cellular function.  Unfolded and partially folded states of peptides and proteins are 

topics of continuous research.  Issues such as a) relating the folded to the unfolded state 

of proteins (1-4), b) intrinsic disorder in proteins and its intriguing relation to cellular 

function and protein misfolding, aggregation and disease (5-8) and c) the challenging 

endeavor of predicting the native folded structure of a protein from the primary amino 

acid sequence (9-12), are studied extensively throughout the protein folding 

community.  The relevance of these points stems from the necessity to understand the 

dynamics of the folding pathways of proteins and the energetics of folding and 

unfolding in connection with the potential energy landscape of protein folding 

pathways.  By understanding protein folding pathways, the structures and energetics of 

transition and intermediate states can be determined.  These states, in some cases, are 

the most functionally relevant and may lead to disease formation, such as in the case of 

Alzheimer’s disease, where the misfolding of amyloid beta leads to aggregation and 
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depending on the pathway of aggregation, may cause the onset of this 

neurodegenerative disease (13). 

 

Figure 1: Folded Unfolded representation of a protein. 

For a long period of time, the research on protein folding was guided by a single 

theoretical argument and a very decisive experiment.  First, in the 1960’s, Levinthal 

stated that a protein sampled 3N accessible conformations during the folding period (2), 

3 being the number of conformers adopted by each residue and N is the number of 

amino acids in the protein, so that the time it takes a protein to fold after a random 

walk through the energy landscape would be longer than the time of the universe.  

Based on the fact that proteins fold spontaneously and on near millisecond timescales, 

Levinthal concluded that the conformational sampling of protein folding was, in fact, not 

random.  Second, Anfinsen et al. discovered that the unfolding of ribonuclease A is 

reversible in that it refolds to its native structure if exposed to folding promoting 

conditions (1).  This observation led to the prediction that the folded state of proteins 
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can be determined from their primary amino acid sequence.  How proteins reach their 

folded state remains the subject of continual research.   

Wolynes and colleagues proposed a funneled free energy of folding landscape under 

folding conditions (3, 4).  Proteins start in their unfolded state at a high energy (top of 

the funnel) and follow a gradient down the slope of the funneled landscape, like a 

‘rolling ball’ until the protein reaches its final folded state at the energy minimum of the 

funnel.  As the protein follows the gradient down the funnel it accumulates favorable 

interactions that lower its energy, which promote a more compact structure and reduce 

the conformational entropy.  In this funneled landscape protein folding gathers speed as 

the transition from U to N progresses, which allows proteins to fold reliably and 

cooperatively.  In this model, the protein avoids frustration of non-native contacts, 

which would trap the protein in small wells on the wall of the free energy funnel, 

because these contacts are not energetically favorable and hence do not interact at all, 

whereas native contacts are favorable, thus making the walls of the funnel smooth.  The 

folding and unfolding process is directly related to the free energy landscape of the 

protein.  In cases where the landscape has the correct shape, only a minimal amount of 

conformations are accessible.  Since this free energy surface is preset by the primary 

amino acid sequence, nature has designed a way for proteins to fold rapidly and into 

stable structures.  Many small, single domain proteins have been characterized to 

undergo a two-state, reversible (U↔N) and often times cooperative, folding 

mechanism, where at any point in time the protein is either fully folded or fully 
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unfolded.  A thermodynamic intermediate is not significantly populated or cannot be 

detected within experimental uncertainty in such reactions.   

Energetic factors that govern the process of protein folding are still a matter of debate.  

Hydrophobic collapse and hydrogen bonding are two energetic factors that 

predominate folding although the extent of which each contributes to the folding 

process is unknown.  Much of the argument in favor of hydrogen bonding contributing 

to folding comes from results that state that intrapeptide hydrogen bonding is favored 

over peptide-water hydrogen bonds (14-16).  Although Kauzmann, in particular, has 

argued that hydrogen bonding contributes little and may actually disfavor protein 

folding and thus the hydrophobic effect provides the major free energy contribution to 

protein stability (17).  Some results have supported this notion.  Klotz and Franzen 

measured approximately 0 kcal/mol for the enthalpy of the interpeptide hydrogen bond 

in N-methyl acetamide (18), which was corroborated by Susi and Ard for a different 

system (19).  These finding led the authors to conclude that interpeptide hydrogen 

bonds in aqueous solution have a small intrinsic stability.  Currently the protein folding 

community is at odds over these issues, but recently hydrogen bonding has been 

considered more as the energetic factor promoting protein folding.  It has been shown 

for some proteins which were natively unfolded and were forced to fold upon the 

addition of organic osmolytes, that the peptide backbone is the dominant contributor to 

folding (20-22).  Since the backbone lacks hydrophobic groups, it was concluded that 

hydrogen bonding drives protein folding in these cases (23).   
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1.2 Conceptual Characterization of Folded and Unfolded Proteins and Peptides 
The Ramachandran plot was developed as a tool for identifying regular secondary 

structures in proteins and peptides.  It allows the identification of sterically allowed 

pairs of dihedral angles, φ and ψ (Figure 2), which amino acid residues can adopt in a 

polypeptide chain.  

 

Figure 2: Representative Ramachandran plot showing the sterically allowed regions found mainly in folded native 
proteins. 

The simplest peptide unit with a side chain other than hydrogen where the bonds 

encompassing the dihedral angles are not free rotating entities is the so-called alanine 

dipeptide (Figure 3).  The term residue applies in this context to describe an amino acid 

in a polypeptide with a definite set of dihedral angles.  The first so-called dihedral angle 

of residue i is phi (φ) (Figure 3), which is defined by a rotation around the N(H)-Cα bond 

by two planes designated by the atoms (C’(i-1), N(H)(i), Cα(i)) and (N(H)(i), Cα(i), C’(i)).  The 

second dihedral angle of residue i, psi (ψ), is defined by a rotation around the Cα-C’ bond 

by two planes designated by the atoms (N(H)(i), Cα(i), C’(i)) and (Cα(i) C’(i), N(H)(i+1)).  
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Figure 3: Acetyl-Alanine-Methyl Amide (alanine dipeptide) showing the backbone dihedral angles φ and ψ. 

The alanine dipeptide was therefore used as a model system to identify the regions of 

the Ramachandran space for which the repulsive interactions between the atoms of the 

peptides are minimized, so that they can be sampled by the alanine residue with 

detectable probability. The thus obtained sterically allowed regions of the 

Ramachandran plot (space) are dominated by extended (upper left quadrant) and right-

handed helical (lower left quadrant) conformations (Figure 2) (24).  Ramachandran was 

able to calculate the sampling of pairs of φ and ψ angles within remarkable accuracy 

using a simple steric model, which has been substantiated upon the development of 

high resolution techniques such as X-ray crystallography.  Conversely, the calculated 

conformations allowed for glycine, whose side chain induces negligible steric 

constraints, were much more numerous and covered a majority of the (φ,ψ) space.  The 

Ramachandran plot for alanine was thought to represent the conformational sampling 

for other naturally occurring amino acids excluding glycine and proline, due to the 

similarities in plots calculated for the remaining naturally occurring amino acids.   
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In qualitative agreement with Ramachandran’s rather simple modeling, folded native 

proteins are indeed mostly comprised of α helices and β sheets (strands) with pairs of 

dihedral angles in the lower and upper left quadrants of the Ramachandran plot, 

respectively (Figure 2).  Other know structures such as a variety of turns and coil regions 

that occur in folded proteins populate other various regions of the conformational 

subspace (Figure 2), but residues do not populate these structures as frequently as α 

helices and β sheets (strands).  The conformational space is much more restricted for 

these structures than the ‘free alanine space’ due to hydrogen bonding.  The situation 

changes drastically when disordered and unfolded proteins are considered.  The 

Ramachandran plots that were calculated by Flory show a comparatively large 

distribution of the allowed conformational space for alanine (25).  A large portion of the 

total conformational ensemble occurs in the upper left part of the plot in Flory’s 

calculations.  The same plots from coil libraries (Figure 4) where the sampling of alanine 

in regular structures (α-helices and β-sheets) is excluded from a search of the Protein 

Data Bank so that the distributions represent the sampling in unfolded segments, 

indicate a somewhat more restricted conformational ensemble for alanine than what 

Flory and Ramachandran calculated.  The extended region (upper left quadrant) is 

indeed sampled though not entirely at the canonical β sheet (strand) coordinates.  A 

subsection of the upper left quadrant of the Ramachandran space becomes 

predominantly populated with φ angles centered at ~-70°.  This preferential sampling 

implies a dominant structure of unfolded peptides and proteins. 
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Figure 4: Taken from ref (26) and modified.  Coil library distribution for alanine. 

1.3 Unfolded State 
A detailed characterization of the unfolded and folded states is necessary for a complete 

understanding of the folding mechanism.  Short lived intermediates, or transient states 

were previously thought to be more important, but much attention has been devoted to 

the unfolded state recently.  The structure of folded peptides and proteins is generally 

characterized by high resolution techniques such as X-ray crystallography and NMR 

spectroscopy.  Due to the dynamic nature of disordered systems they cannot be 

crystallized which makes x-ray crystallography impractical for structural characterization 

of unfolded peptides and proteins.  Nevertheless, much attention has been devoted 

recently to studying and understanding unfolded proteins.  Five different types of 

systems have been used to study the unfolded state of peptides and proteins, as stated 

previously by Kallenbach and coworkers (27): 1) Proteins in the presence of denaturing 

agents (28), 2) Coil libraries, where residues in regular secondary structures have been 

excluded from the PDB (26, 29-33), 3) Short peptides, so that no regular secondary 

structure can be maintained (34), 4) Charged oligopeptides that cannot support a folded 
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structure due to electrostatic interactions of the side chains (35), and 5) Natively 

unfolded proteins, which have been referred to frequently as intrinsically disordered 

proteins (IDP) (36). 

Classical textbook knowledge of the unfolded state of proteins stems from polymer 

theory, which treats unfolded proteins like a flexible polymer in a so-called good solvent 

(25, 28).  First, Tanford related the hydrodynamic radius of an unfolded protein to the 

expression, nγ, where n is the number of monomer units (residues) (28).  The exponent, 

γ, was consistent with values found for polymers (25).  Flory then hypothesized that 

there were no single preferential conformations in unfolded proteins, based on 

calculations of Ramachandran maps of alanine (25).  These notions implied that the 

sterically accessible part of the conformational space is randomly and equally sampled 

by individual residues, so that the unfolded state of proteins can be described by the 

term ‘random coil’ (37). However, the term ‘statistical coil’ is preferred by Scheraga to 

not get the false impression that the conformational space is isoenergetic as it was 

suggested by Ramachandran and Flory (38).  This led to the conclusion that nucleation 

parameters of secondary structure formation do not depend significantly on intrinsic 

properties of amino acids, since local minima in the Ramachandran space associated 

with the different secondary structures are sampled with comparable probability by all 

residues.  The nucleation process in helix↔coil transitions is accounted for by the 

parameters, σ and v, in Zimm-Bragg (39) and Lifson-Roig (40) theories, respectively.  For 

example, Zimm-Bragg theory states that the product, σs, where s is the statistical weight 

of a helical conformation, reflects the probability of forming a helix in a segment of 
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three amino acids (39).  The Zimm-Bragg model accounts for cooperativity so that the 

probability of a given residue to adopt either a helix or coil is affected by the preceding 

unit.  This implies that propagation of a helix is more favorable opposed to nucleation of 

a helix from a coil unit, i.e. σ << 1 < s.  Lifson-Roig theory refined the previous model so 

that the condition of long-range interactions stabilizing helices was taken into account.  

Where the Zimm-Bragg theory was able to only consider two consecutive units, this 

extension allows for the consideration of three consecutive residues.  In folded peptides 

and proteins, propensity values for individual residues reflect the fact that nucleation 

has already occurred.  Without the presence of nearest-neighbor and long-range 

interactions the nucleation parameter should reflect intrinsic properties of individual 

amino acids.  The Ramachandran plots calculated from the simple steric model do not 

indicate any difference in nucleation parameters from different residues while coil 

library distributions indicate the opposite. 

1.4 Random Coil Theory  
The ‘Random Coil Theory’ originates from classifications of polymer chains.  The random 

coil conformation is one that samples all accessible conformations randomly in the 

absence of an environment that promotes stabilization.  It was accepted for many years 

since the work of Flory and Tanford that unfolded proteins are interpreted as random 

coils due to the fact that the hydrodynamic radius of the proteins investigated by 

Tanford in strong denaturant related to that of polymeric random coils (28).  The notion 

of unfolded proteins being ‘random coils’ has been contested many times based on the 

observation of residual structure in unfolded peptides and proteins.  Experimental 
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evidence challenging the ‘random coil’ theory was reported by Tiffany and Krimm more 

than 40 years ago (41).  These authors measured ultra-violet circular dichroism (UVCD) 

spectra of poly-L-glutamic acid and poly-L-lysine in their charged states, and based on 

the similarities of their spectra with that of poly-L-proline (Figure 5), concluded that 

charged amino acids predominantly sample the polyproline II (PPII) region of the 

Ramachandran space.   

 

Figure 5: Taken from ref (42) and modified.  Far-UVCD spectra for poly-L-proline (solid line) and polyglutamic acid 
(dotted line). 

Krimm and coworkers also observed the resemblance between CD spectra of proline 

peptides and proteins unfolded using denaturing agents, leading them to hypothesize 

that the conformational manifold of unfolded peptides and proteins is dominated by 

PPII conformations (43).  PPII structures exhibit dihedral angles similar to those adopted 

by poly-L-proline with all the residues in the trans conformation.  PPII conformations 

cluster around canonical dihedral angles, φ=-70° and ψ=150° considered to be found in 

the distribution of extended structures, seen in Figure 2 (44).  The structure of a peptide 
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with these dihedral angles can be visualized in Figure 6 compared to the structures of an 

α-helix and an antiparallel β-strand.   

 

 

 

Figure 6: Alanine oligomers (20-mer) in representative conformations: polyproline II (top), α-helix (middle) and 
antiparallel β-strand (bottom). 

No more evidence disproving the random coil theory accumulated after the work of 

Tiffany and Krimm, and thus this notion died down.  It was only after Dukor and 

Keiderling presented similar findings as Tiffany and Krimm, using VCD spectroscopy on 

the same peptides, that the random coil theory became a central point of contention 

again (45).  The notion of residual structure in the unfolded state of peptides and 

proteins then experienced a revival.  The preferential sampling of PPII-like 
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conformations by individual amino acids has been identified many times since the 

exploratory work of Tiffany and Krimm (35, 46-52).   

The determination by Tanford and Flory of unfolded peptides and proteins being 

‘random coils’ and the contrasting determination of residual structure in the unfolded 

state led to the establishment of the so-called “reconciliation problem”.  This led to 

many studies that attempted to resolve the reconciliation problem.  Measurements of 

radius of gyration with small angle x-ray scattering (53, 54), NMR (55) and viscometric 

techniques (28) consistently produce an exponent of ~0.6 which is consistent with a 

random coil polymer conformation.  Rose and coworkers, however, used Monte Carlo 

simulations to show that proteins with a high degree of internal structure, in fact, have 

end-to-end and mean radii of gyration distances that are consistent with random coil 

behavior (56).  Thus, they conclude that the scaling properties are not really sensitive to 

residual structure.  Sosnick and coworkers used NMR residual dipolar coupling constants 

(RDCs) which are more sensitive to measuring local structure in an aim to reconcile this 

‘problem’ (57).  They formulated a statistical coil model based on conformational 

sampling from coil libraries and compare the results to experimental RDCs in chemically 

denatured states.  The agreement between these two values is inherent upon the 

extended region (β and PPII) being predominantly sampled.  Their model accounts for 

the presence of local structure while retaining a random coil like scaling behavior for the 

radius of gyration.  Even if local deviation from random sampling occurs, the Flory 

Isolated Pair Hypothesis (FIPH) still applies for longer polypeptide chains.  The FIPH 

states that individual pairs of (φ,ψ) angles are sterically insensitive to their neighbors 
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(25).  Since its establishment, this hypothesis has since been a central idea of contention 

within the protein folding community. 

1.5 Conformational Propensities of Amino Acids 
Various strategies to study the unfolded state of proteins and how they relate to the 

respective folded structures have been developed over the past 40 years.  One method 

of these investigations involved the exploration of conformational propensities of amino 

acid residues (9).  By virtue of an understanding of the preference of amino acids and 

peptide fragments for sampling specific regions of the sterically allowed conformational 

space associated with regular secondary structures, insight could be gained into how 

proteins, in their earliest stages, begin to fold.  The conformational propensity of a given 

amino acid is reflected by its preference to sample parts of the sterically allowed regions 

of the Ramachandran space (Figure 2) (24).  A quantitative measure of the structural 

propensity of individual residues can be estimated by determining the occurrence of 

that residue in stable secondary structures in folded proteins (9).  This propensity value 

certainly reflects, although to a limited extent, that of an intrinsic property of the amino 

acid, but it also reflects the influences of neighboring residues as well as that of long 

range interactions, so that these propensities do not reflect the nucleation process that 

occurs in earliest stages of protein folding where long-range interactions have no effect 

(58-60).   

The use of coil libraries is generally accepted to estimate conformational propensities of 

amino acids (30, 32, 57, 61).  By analyzing coil libraries, which reflect the distributions of 

dihedral angles for amino acids throughout proteins listed in the Protein Data Bank, the 
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distributions of dihedral angles for that residue can be visualized (26, 62).  In some cases 

residues contained in regular secondary structures have been excluded to focus on 

segments that are considered unfolded (30, 32).  Jha et al. extended the restrictions to 

exclude regular secondary structures and residues neighboring regular structures and 

found the distributions to be dominated by sampling of the extended region (61).  These 

distributions were considered to be a reliable estimation of conformational 

propensities, due to the assumption that non-local interactions were ‘averaged out’ 

when a sufficiently large basis was being sampled (63).  However, as demonstrated (31, 

32), the distributions of individual residues significantly differ depending on whether 

regular structures are considered (61, 64).  Even in the simplest cases where all regular 

structure and amino acids neighboring regular structures were excluded, the 

distributions of individual residues are affected by neighboring amino acids, so that the 

distributions do not reflect intrinsic propensities (27, 30, 65-68).  Figure 7 shows an 

example of this variable sampling extracted from Sosnick’s sampling library (69).  The 

distributions for a central amino acid in a tripeptide are extracted from the PDB on this 

website.  The program allows one to consider all types of nearest neighbors 

encompassing all types of structures.  The plots in Figure 7 exhibit the conformational 

distribution of alanine flanked by either alanines or glycines.  The N denotes that only 

segments of coil:unfolded were chosen to be sampled in the program.  Apparently, the 

two distributions are significantly different.  This observation and ample experimental 

and theoretical evidence of the occurrence of nearest- and even second-nearest-

neighbor interactions between residues clearly indicate the necessity to experimentally 



 

16 | P a g e  
 

determine intrinsic properties of amino acids, which apparently cannot be determined 

from coil libraries.  Furthermore, these plots indicate a breakdown of the isolated pair 

hypothesis. 

 

Figure 7: Conformational distributions for alanine with alanine and glycine nearest neighbors extracted from 
Sosnick’s website (69) sampling only coiled regions. 

Intrinsic propensities of individual residues can be better inferred from unfolded 

proteins, though nearest neighbor interactions still perturb these properties.  A 

common method developed over the last 15 years to estimate intrinsic propensities of 

individual amino acids is to utilize short peptides with no certain secondary structure as 

model systems for the unfolded state, as first proposed by Dyson and Wright (34).  Short 

peptides lack the ability to adopt folded structures due to the absence of long range 

interactions needed to form regular folded structures.  Hence, these peptides can be 

studied under native folding conditions while remaining unfolded.  Much attention has 

been devoted recently to the study of residual structure in short peptide segments.  Ho 

and Dill showed with the use of replica exchange molecular dynamics that, out of a set 

of 133 peptides (octamers) from six different proteins, nearly 1/3 of the set converged 

to a preferred structure.  Of the converged set, 85% of the investigated fragments 
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resembled native like structures (70).  Short peptides are flexible and dynamic entities, 

though preferential sampling of the (φ, ψ) space for individual residues indeed exists, as 

confirmed by experimental and theoretical results (64, 71-73).  Many experimental 

studies have thus far focused on spectroscopic data of predominantly alanine containing 

peptides.  Alanine has been frequently argued to be a model for the backbone in 

unfolded proteins and peptides due to its abundance and its high propensity to form 

helical conformations in proteins.  This residue has been used for investigating the 

breakdown of the isolated pair hypothesis as well (65).  While the studies about alanine-

based peptides have been nearly exhausted, the remaining naturally occurring amino 

acids have yet to be thoroughly studied.  The same can be said for theoretical studies.  

In what follows a brief history about the conformational propensity of alanine in short 

peptides will be detailed.  Then, studies about the propensities of residues other than 

alanine will be highlighted. 

1.6 Experimental Studies of Alanine Propensities 
Many conflicting results have emerged regarding the conformational sampling of 

alanine residues in unfolded peptides, though recently a somewhat consistent picture 

has surfaced based on experimental results.  Nearly ten years ago Wouterson et al. 

estimated, using nonlinear time-resolved vibrational spectroscopy, that trialanine 

populates PPII with a mole fraction ~0.8 (74).  Kallenbach and associates then employed 

NMR and CD spectroscopy to show that the alanine residues in a peptide commonly 

referred to in the literature as the XAO (X2A7O2) peptide, where O is ornithine and X is 

diaminoisobutyric acid, predominantly adopted a PPII structure (47).  These results 
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about the preferential sampling of alanine in short and unfolded peptides have 

subsequently been corroborated many times.  The Kallenbach group concluded as well 

from and NMR and CD study that alanine in the pentapeptide, GGAGG adopts a PPII 

structure (75).  Much work has emerged from the Schweitzer-Stenner group which 

reported a dominant PPII sampling for alanine in short peptides using a plethora of 

techniques.  The results are as follows.  Eker et al. simulated the Raman, FTIR and VCD 

spectra of tri- and tetraalanine and determined that trialanine exhibits a 50:50 mixture  

of PPII and β, while the alanines in tetraalanine prefer PPII (76, 77).  They validated their 

results with temperature dependent far-UV CD spectra (78).  Schweitzer-Stenner et al. 

later constrained their simulations of vibrational spectra with NMR 3J(HNHα) coupling 

constants for a series of short alanine containing peptides; AAA, AAAA and AAKA.  They 

reported that alanines in these peptides exhibit PPII fractions of >0.60.   

An even shorter unit, namely the alanine dipeptide, was shown to predominantly 

sample the PPII region as well (79).  Barron and coworkers used Raman optical activity 

measurements to show that alanine oligomers from 3-7 residues were predominantly 

adopting PPII-like structures (80).  It was also shown using ROA measurements that an 

alanine based peptide similar to XAO, namely OAO, adopted a PPII-like structure (80).  

Asher and coworkers used UV resonance Raman to show that a longer helical peptide, 

referred to as AP (AAAAA-(AAARA)3-A) unfolds to a predominantly PPII-like structure 

(81).   
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The high PPII propensity of alanine reported in the above studies has been challenged 

based on results from experimental and theoretical studies.  Particularly, conflicting 

results emerged concerning the sampling of PPII in the XAO peptide.  Scheraga and 

coworkers used Monte Carlo simulations to conclude that PPII was not a dominant 

conformation for the alanines in XAO (68, 82).  The authors proposed a significant 

population of various types of turn structures as well as PPII, making the sampling of 

these residues more of an ensemble (68).  The Pande group conducted small angle X-ray 

scattering (SAXS) measurements on this peptide and derived a radius of gyration of 7.4 

Å.  By assuming a “random walk scaling” between radius of gyration and end-to-end 

distance, their reported value corresponds to an average end-to-end distance of 18.1 Å 

which is inconsistent with a substantial sampling of PPII, for which one would get an 

end-to-end distance of around 32 Å (for pure PPII, radius of gyration = 13.1 Å, end-to-

end distance = 32.04 Å) (83).  Schweitzer-Stenner and Measey then reported a 

compromise for these inconsistencies by simulating experimental vibrational spectra 

using J-coupling constants and the parameters of Scheraga and coworkers as constraints 

(84).  The authors concluded that the alanines in XAO indeed sample approximately 50% 

PPII-like structures though the peptide adopts a heterogeneous distribution, with a 

population of 26% for a variety turn-structures and 23% for β-strand.  Using these 

results they were also able to reproduce the end-to-end distance reported by Pande and 

coworkers.  Also, their results indicate that alanine might adopt turn-like structures in 

the presence of charged residues. 
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Recent studies about the conformational sampling of alanine in short peptides have 

grown increasingly complex, in that they combine various techniques like NMR and 

vibrational spectroscopy as well as theoretical methods so that, for instance, 

distributions of conformations can be considered instead of representative structures.  

Graf et al. used a set of 7 NMR scalar coupling constants that relate to φ and ψ dihedral 

angles of a given residue independently through different Karplus relations combined 

with distributions derived from MD simulations to show that the central residue in 

trialanine populates mostly a PPII-like distribution with a mole fraction of 0.90 (85).  

They extended the study to longer alanine oligomers peptides and confirmed that 

alanine preferentially adopts dihedral angles in the PPII region of the Ramachandran 

space in agreement with the results of Barron and coworkers (80).  Schweitzer-Stenner 

then used the coupling constants of Graf et al. as constraints to simulate the 

experimental Raman, IR and VCD amide I’ profiles based on an excitonic coupling model 

considering distributions of conformations and obtained a PPII fraction of 0.84, which is 

close to the value reported by Graf et al. (86).  The studies about the conformational 

propensity of alanine in short peptides are numerous, and even though the results do 

not agree in all cases, most cases indicate a high PPII propensity for alanine, which is 

becoming the accepted result in the experimental community. 

1.7 Theoretical Studies of Alanine Propensities 
Results from theoretical studies about the conformational propensity of alanine in short 

peptides vary much more than those from experiments.  Results from MD simulations 

vary the most, depending on the choice of force field.  Han et al. reported a dominant 
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sampling of a PPII structure with dihedral angles of (φ,ψ) = (-93°, 128°) for the alanine 

dipeptide explicitly hydrated with four water molecules, by comparing experimental and 

ab initio calculated Raman, VCD and ROA spectra (49).  Using the GROMOS96 force field, 

Mu et al. found that the extended region (PPII and β-like structures) was predominantly 

sampled by solvated trialanine (87).  The authors then used an OPLS force field with a 

TIP5 water model and reported that the individual populations for PPII and β-like 

structures were 0.65 and 0.12, respectively (88).  Osman and coworkers and Rose and 

coworkers reported that PPII is the default conformation for polyalanines peptides in 

water (89, 90).  Beck et al. reported ‘intrinsic’ propensities of amino acids using in lucem 

MD simulations in the host-guest motif GGXGG (91).  The authors report a significantly 

lower PPII propensity (0.16) and an α-helical propensity above 50% for alanine.  Results 

from numerous experimental techniques cannot rationalize a high helical propensity for 

alanine in short peptides.  Best and Hummer recently used modified force fields to 

predict the sampling of polyalanine peptides (92).  The authors used the Amber03 and 

Amber99SB and modified Amber03 and Amber99SB force fields to calculate the 

secondary structure fractions of Ala5.  They reported that Ala5 populates the PPII-region, 

at most, at a mole fraction of 0.5 using the original and corrected force fields (92).  The 

authors previously stated that the force fields only needed refinement, and that the 

differences between their results and those obtained from experimental studies, 

specifically the Graf et al. study (85), were due to differences in parameters in the 

respective Karplus equations (93).  Contrary to other MD studies, Garcia and coworkers 

found that alanine oligomers shorter than 8 residues adopt, to a significant extent, a 
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PPII structure, using a reparameterized AMBER force field (94).  Interestingly, Sosnick 

and coworkers used many different force fields to calculate the MD populations for the 

central residue in trialanine and found a significantly reduced PPII propensity for most 

force fields, except for the OPLS-AA-97 force field, which reported >80% PPII propensity 

(66).  Pappu and coworkers used Monte Carlo methods to estimate the conformational 

sampling of individual residues in short peptides (73).  They estimate that alanine has a 

nearly equal preference for PPII and β-like structures and is rather context independent.   

Although Molecular Dynamics and other theoretical techniques provide an essential 

method for visualizing the structure and dynamics of peptides and proteins, there are 

certainly drawbacks to these methods.  Much of the discrepancies in results from MD 

calculations reflect the variability of empirical force fields.  The most commonly used 

force fields, though based on the same empirical potential energy function, contain 

different associated parameters.  These force fields are often calibrated by transferring 

the results of quantum mechanical calculations on peptides.  This method is impractical 

due to the limitations in such calculations, where a high degree of accuracy can only be 

achieved for a small number of atoms.  Even in the case of short peptides, ab initio and 

DFT calculations require a large amount of time if solvent (water) is considered 

explicitly.  Thus, many results are reported on the gas phase structures, which in turn 

compromises the calibration of force field parameters (95).  Consequently, these force 

fields underestimate electrostatic interactions when applied to larger molecules like 

proteins and longer peptides. 
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1.8 Rationale for the Stabilization of PPII 
A physical rationale for amino acid residues to prefer PPII-like conformations in the 

unfolded state of peptides have not yet been fully revealed.  Solvent hydration (46, 50, 

96, 97), steric effects (65, 98), side chain-backbone interactions (46, 97) or some 

combination of these (99) have all been proposed as influencing the bias of unfolded 

peptides to sample the extended region of the Ramachandran space.  Coil libraries even 

suggest that residues sampling the PPII conformation are in highly solvated regions of 

proteins (100).  Details are briefly described below.  Though many of these assumptions 

are speculative, there are some experimental data to confirm the notion that solvent 

hydration plays a significant role in conformational sampling of individual residues.  Eker 

et al. reported a shift in PPII/ β equilibrium upon dissolving AcAA in DMSO as opposed to 

D2O, with the former populating β-like structures more than the latter (96).  The same 

group reported an effect upon solvating with D2O instead of water, proposing that the 

hydrogen bonding network plays an important role in stabilizing PPII structures (78).  

Creamer and coworkers reported that D2O stabilizes PPII more so than H2O as well 

(101).  Kallenbach and coworkers reported a conformational change upon solvating 

AcGGAGGNH2 in neat TFE, which confirms the notion of the hydration shell playing a 

direct part in stabilizing PPII structures (102).  The authors reported that the PPII 

fraction of this peptide decreases linearly according to solvent polarity with the 

following hierarchy; water > methanol > ethanol > 2-propanol.  Avbelj and coworkers 

reported a substantial increase in the 3J(HN, Hα) coupling constants for alanine and 

valine in non-aqueous solvents, CCl4 and 1,4-Dioxane.  This large increase in these values 

reflects a destabilization of PPII. 
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With respect to the stabilization of the PPII conformations by water, the results of DFT 

calculations for an alanine dipeptide complexed with water molecules indicate a pivotal 

role of a bridge comprised of two hydrogen bonded water molecules connecting the CO 

and NH groups of neighboring peptide units (49). An alternative explanation for the 

stability of PPII has been provided by Drozdov et al. (103) These authors performed a 

very thorough Monte Carlo simulation with an all-atom OPLS force field to explore the 

conformations sampled by an alanine dipeptide in explicit solvent (i.e. water). Their 

results suggest that water molecules connecting CO and NH groups of adjacent peptides 

via hydrogen bonding do not contribute significantly to the solvation free energy of the 

peptide. Moreover, these simulations revealed that solvation itself does not yield to a 

preference of PPII over helical conformations. The contribution of solvation to the 

stabilization of PPII was instead found to be a rather indirect one, in that it neutralizes 

electrostatic interactions between non-bonded pairs of atoms. As a consequence, steric 

interactions favoring PPII become predominant. It is unclear whether the results of 

Drozdov et al. contradict those of Garcia, who performed MD simulations for various 

polyalanine peptides in explicit water (94). This work led the author to conclude that 

PPII is stabilized because it allows an optimal hydration of the considered peptides.  

Whatever the correct model is, it can be expected that the water molecules in the 

hydration shell can be perturbed by the amino acid side chains.  It is noteworthy in this 

context that the results of Drozdov et al. indicate that the equilibrium between PPII and 

β is, in fact, directly affected by solvation.   In agreement with this notion, Law and 
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Daggett recently concluded, based on MD results, that water bridges do not stabilize 

PPII structures (104). 

Rose and coworkers introduced a method in which hydrophobic accessible solvent 

areas, termed CHASA,  could be determined, to rationalize the stabilization of PPII by 

water molecules hydrogen bonded to N and O backbone atoms in polypeptide chains 

(105).  They determined that alanine in a polyproline II conformation allows the proper 

geometry for the NH and CO of the peptide backbone to be solvated by water, in turn, 

decreasing the hydrophobic accessible solvent area.  With longer β-branched side-

chains, the solvation of the backbone is disrupted and thus PPII is destabilized.  Polar 

side-chains counterbalance the PPII stabilization due to their solvation free energies.  

1.9 Conformational Propensities of Residues other than Alanine 
Conformational propensity studies on residues other than alanine are limited in 

number.  However, some experimental and theoretical results have emerged in the 

past.  Eker et al. used the amide I band profiles to obtain average conformations for a 

series of AXA peptides (X= different natural amino acids) (71). The authors reported that 

residues such as P, K and E exhibit a preference for PPII, residues V, W, Y, S, H and M 

exhibit a β-strand preference and residues A and L exhibit a mixture of PPII and β.  

Hagarman et al. used a more quantitative approach based on far-UVCD spectra and 

NMR 3J(HN,Hα) coupling constants to explore the conformations of AX and XA dipeptides 

in terms of a two-state model by using representative conformations for PPII and β-

strand (106). Their results suggest that only alanine exhibits a clear PPII propensity 

(~0.63), while residues with bulky aliphatic side chains, such as valine and isoleucine, 
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clearly prefer a β-strand conformation. However, these results should be treated with 

caution because the propensities might reflect the special environment of the C-

terminal. In a different context, namely P3XP3, Kelly et al. found the qualitative PPII 

propensity hierarchy of X residues to be P>Q>A>(G,L,M)>N>(I,V) (97). Shi et al. (72) used 

an approach similar to that of Hagarman et al. (106) to analyze the NMR 3J(HN,Hα) 

constants of different X-residues in the host-guest peptide motif AcGGXGGNH2. Their 

two-state model was based on representative conformations inferred from the maxima 

of PPII and β-strand type distributions in the coil library of Avbelj and Baldwin (64). The 

obtained results suggest that nearly all amino acid residues, with the exception of 

histidine and methionine, exhibit PPII propensities above 0.5.  If these results were true, 

PPII would be the default conformation in unfolded proteins and peptides. Pappu and 

coworkers confirmed this notion for most amino acid residues, but predicted a 

substantially reduced PPII propensity for valine and isoleucine (73).  Their 

comprehensive study about propensities of individual amino acids included calculations 

of propensities with a model solely based on peptide-solvent and repulsive peptide-

peptide interactions.  The author’s results include the propensities all of the natural 

amino acids considering also different neighboring residues (G, A and P).   

1.10 Protocol 
The protocol used for the current study combines NMR and vibrational spectroscopic 

techniques to determine the conformational distributions of various amino acid guest 

residues in GxG (x labels the guest residue) peptides (48, 86). The selection of GxG over 

GGxGG host-guest motifs was preferable because it is more amenable to our techniques 
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in the following ways.  The addition of extra residues on the termini complicates the 

amide I’ profiles.  One might argue that end effects may modulate the conformational 

propensity of the central residue, but, as shown before by Eker et al. where a set of 

tripeptides were determined to have the same structures in three different protonation 

states, these effects are negligible (77).  End effects actually resolve the splitting of the 

amide I’ profiles further.  Below, we address the sampling of the central residue in GEG 

upon changes in protonation state of the peptide.  We selected glycine as neighbor to 

minimize nearest neighbor interactions, so that the obtained propensities can really be 

considered as intrinsic, which is not strictly the case for the propensity values obtained 

for homopeptides such as trialanine and trivaline.  The determination of intrinsic 

propensities of amino acid residues in water is necessary for construction of a reference 

system based on which their context-dependence in more complex systems can be 

explored. Moreover, the knowledge of intrinsic propensities will allow computational 

biochemists to calibrate molecular mechanics force fields so that they can be used for 

the simulations of unfolded, intrinsically disordered peptides and the formation of 

secondary structures (92, 107, 108). For the guest residue, x, we selected a set of amino 

acids with aliphatic (A, V, L, I), aromatic (F and Y), charged (E, R and D) and polar (S, T, C 

and N) residues. We measured six different NMR J-coupling constants of the central 

amino acids, which exhibit different φ and ψ-dependencies (85). The Karplus relations of 

these coupling constants can be seen in Figure 8.   
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Figure 8: Graphical representation of the φ (top) and ψ (bottom) angle dependent coupling constants as indicated 
in the legends, based on different Karplus relations published in refs (109-113). 

Additionally, we measured the amide I’ profiles by means of polarized Raman, FTIR and 

vibrational circular dichroism (VCD) spectroscopies for the set of peptides. A global 

analysis of these data were performed by fitting them to distribution models which can 

be described as a superposition of two-dimensional Gaussian functions reflecting the 

peaks of different secondary structure conformations in the Ramachandran plot, i.e. 

PPII, different types of β-strands, right- and left-handed helical and a variety of turn 

structures. This model is very sensitive to variations in centers and fractions of 

distributions due to the simultaneous fit of four φ value and two ψ value J-coupling 

constants with different Karplus parameters.  The results obtained from the analysis of 
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the residues in the first set were complemented by analyzing the amide I’ band profiles 

and the canonical 3J(HN,Hα) coupling constant of K and M. In addition to obtaining the 

propensities of the investigated residues for adopting the considered conformations we 

also obtained the distribution functions for the latter, which together reflect the 

respective Gibbs energy landscape of the residue in an aqueous environment. 
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Chapter 2 Theoretical Background 

2.1 Amide I’ 
The so-called amide I band is one of the most intense peptide bands in FTIR and Raman 

spectra.  Other peptide normal modes include amide II, III, IV, V and S.  All of these 

normal modes are structurally sensitive, though amide I is the most frequently used to 

probe secondary structure of peptides and proteins due to its intensity in vibrational 

spectra (114, 115).  The amide I is naively thought to be purely a CO stretching (COs) 

vibration though it is known from normal mode analyses that its eigenvector contains 

contributions from NH in-plane bending (NHipb) and CN stretching (CNs) (116, 117) 

(Figure 9).   

 

Figure 9: Representation of the amide I normal mode in N-methylacetamide (NMA) hydrogen bonded to two 
explicit waters. 

When peptides are investigated in aqueous solution this normal mode mixes with the 

bending mode of water within the hydration shell (49, 116, 118, 119).  This effect and 

the contribution of NHipb are eliminated if deuterated water (D2O) is used as the 

solvent.  Concomitantly, a slight downshift of the amide I occurs.  This band is now 

commonly referred to as amide I’.  The frequency (wavenumber) of this normal mode is 
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highly structure sensitive, due to hydrogen bonding and concomitant changes in the 

force constant of the carbonyl bond (120).  Hydrogen bonding is relevant in this context 

because of its affect in stabilizing PPII structures.  Moreover, the coupling between 

adjacent amide I oscillators in polypeptides makes this band an optimal candidate in 

structural studies (121-123).  The latter effect is the key determinant of the amide I 

profiles of short, unfolded peptides.  Measey et al. enhanced the ability to reproduce 

experimental amide I profiles by reporting the IR oscillator strength, the Raman cross-

section and the wavenumber of local amide I modes for different side-chains and 

neighboring residues (124).  In what follows we describe how we exploit the vibrational 

(excitonic) coupling between amide I modes for a structural analysis of short peptides. 

2.2 Excitonic Coupling 
The coupling of adjacent amide I modes is a well-known phenomenon (121).  The 

delocalization of local amide I modes occurs via through-bond and through-space 

coupling (122, 123).  There are two concepts which describe the coupling of adjacent 

amide I modes.  The first one is classical and based on normal mode calculations.  The 

eigenvectors calculated for the higher and lower frequency amide I modes in a two 

oscillator system are attributed to in-phase and out-of-phase combinations of the two 

interacting modes (Figure 10).   
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Figure 10: In-phase (left) and out-of-phase (right) combinations of adjacent amide I oscillators in trialanine. 

The second concept of interaction utilized to describe the coupling between vibrational 

oscillators is quantum mechanical, where the excited states of the involved normal 

modes are mixed, owing to the aforementioned through bond and through space 

coupling.  Such an excitonic coupling has been frequently described in the literature (52, 

125-130).  Hence, this section will be confined to a basic description using only the most 

important concepts of the excitonic coupling model and how it can be applied to 

tripeptides.  The Schrödinger equation for amide I of a polypeptide containing n 

residues can be written as: 

                                    

���𝐻�0 + 𝐻�𝑒𝑥��𝜒′〉 = ��𝐸|𝜒′〉 

          (1) 

where the excitonic Hamiltonian, 𝐻�𝑒𝑥, accounts for coupling of local oscillators.  𝐻�0 is 

the unperturbed Hamiltonian, 𝐸 is the eigenenergy and �|𝜒′�〉 is the wavefunction.  For a 

tripeptide the total Hamiltonian (two amide I oscillators) is written as: 
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𝐻�𝑇 = � 𝜈�1 Δ12
Δ21 𝜈�2

� 

                               (2) 

The elements 𝜈�1 and 𝜈�2 are the wavenumber positions of the local uncoupled amide I 

oscillators and the off-diagonal element Δ denotes the excitonic coupling operator.  

Torii and Tasumi calculated the (φ,ψ) dependence of the expectation values of Δ, by 

using the results of ab initio based normal mode calculations on a blocked glycine 

tripeptide (122).  The diagonalization of the total Hamiltonian yields vibrational 

eigenfunctions expressed as linear combinations of the vibrational basis functions χj of 

the uncoupled individual oscillators:  

                                                                

𝜒𝑖′ = �𝛼𝑖𝑗𝜒𝑗

𝑛−1

𝑖=1

 

                  (3) 

The coefficients αij represent the amplitude of the i-th excitonic wave function at the j-

th residue and n corresponds to the number of individual amide I oscillators.  The 

corresponding Raman tensor and transition dipole moment of the i-th excitonic state 

are written as: 

                                                              

𝛼�𝑖′ = �𝛼𝑖𝑗𝛼�𝑗

𝑛−1

𝑖=1

 

                               (4a) 
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𝜇⃗𝑖′ = �𝛼𝑖𝑗𝜇⃗𝑗

𝑛−1

𝑖=1

 

     (4b) 

The Raman tensor 𝛼�𝑖 and the dipole moment 𝜇̂𝑖′ for the transition into the i-th excitonic 

state can be used to calculate the isotropic Raman, anisotropic Raman and IR intensity, 

respectively.  In order to perform this calculation however, the Raman tensors 𝛼�𝑗 and 

dipole moments of individual amide I normal modes have to be transformed into a 

common coordinate system.  Schweitzer-Stenner has previously detailed the rotation of 

local amide I oscillators and their Raman tensors into a basis reference system 

positioned at the C-terminal amide nitrogen (125).  Subsequently, the isotropic Raman, 

anisotropic Raman and IR amide I band profiles can be calculated as a superposition of 

Gaussian profiles representing the respective bands of the excitonic modes: 

                                                            

𝐼𝑖𝑠𝑜(Ω) = ��45𝛽𝑠,𝑖
2 𝑓𝑖�

𝑛−1

𝑖=1

 

     (5a) 

                                                            

𝐼𝑎𝑛𝑖𝑠𝑜(Ω) = ��7𝛾𝑠,𝑖
2 𝑓𝑖�

𝑛−1

𝑖=1

 

     (5b) 



 

35 | P a g e  
 

                                                            

𝐼𝐼𝑅(Ω) = ��𝐼𝑠,𝑖
𝐼𝑅𝑓𝑖�

𝑛−1

𝑖=1

 

     (5c) 

where 

                                                               

𝑓𝑖 =
1

𝜎𝑖√2𝜋
𝑒
−(Ω−Ω𝑖)2

2𝜎𝑖
2

 

      (6) 

Ωi is the eigenenegry of the i-th excitonic state and σi is the corresponding halfwidth of 

the band profile.  The expressions 𝛽𝑠,𝑖
2  and 𝛾𝑠,𝑖

2  are derived from the Raman tensor 

where: 

                                                                

𝛽𝑠,𝑖
2 =

1
9

(𝑇𝑟 𝛼�𝑖′)2 

      (7a) 

𝛾𝑖2 =
1
2

[(𝛼�𝑥𝑥,𝑖
′ − 𝛼�𝑦𝑦,𝑖

′ )2 + �𝛼�𝑦𝑦,𝑖
′ − 𝛼�𝑧𝑧,𝑖

′ �
2

+ �𝛼�𝑧𝑧,𝑖
′ − 𝛼�𝑥𝑥,𝑖

′ �
2

] + 

3
4

[(𝛼�𝑥𝑦,𝑖
′ − 𝛼�𝑦𝑥,𝑖

′ )2 + (𝛼�𝑦𝑧,𝑖
′ − 𝛼�𝑧𝑦,𝑖

′ )2 + (𝛼�𝑧𝑥,𝑖
′ − 𝛼�𝑥𝑧,𝑖

′ )2] 

     (7b) 

and 
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𝐼𝑖𝐼𝑅 = 9.2 ∗ 10−39
𝜇𝑖 ∙ 𝜇𝑖
𝜈�0

 

                   (8) 

2.3 Calculation of VCD Profiles 
The calculation of the VCD profile is less straightforward than that of the IR and Raman 

profiles.  The rotational strength for a peptide with n-1 residues can be expressed as 

(125): 

𝑅𝑖 = 𝐼𝑚 ��𝛼𝑖𝑗𝜇⃗𝑗 ��𝛼𝑖𝑗𝑚��⃗ 𝑗 −
𝑖𝜋
2

𝑛−1

𝑘=1

�� � 𝜈�𝑖𝑗𝑇�⃗ 𝑙𝑚 × (𝛼𝑖𝑙𝜇⃗𝑙 − 𝛼𝑖𝑚𝜇⃗𝑚)
𝑛−1

𝑚=1

𝑛−2

𝑙=1

��
𝑛−1

𝑗=1

� 

 (9) 

Where 𝑚��⃗ 𝑗 is the intrinsic magnetic moment associated with the amide I of the j-th 

residue and 𝑇�⃗ 𝑙𝑚 is the distance vector of the l- and m-th local oscillators.  The term 

𝜈�𝑖𝑗𝑇�⃗ 𝑙𝑚 × (𝛼𝑖𝑙𝜇⃗𝑙 − 𝛼𝑖𝑚𝜇⃗𝑚) on the right hand side of equation 9 describes the chirality 

brought about by the magnetic moment at residue l induced by the transition dipole 

moment at residue m.  Higher order terms on the right hand side of the equation would 

describe interactions that would occur when n>2.  It is important to note that the 

rotational strength depends on the amplitude of 𝛼𝑖𝑗 of which the j-th residue 

contributes to the i-th excitonic state which implies that it is directly proportional to the 

strength of excitonic coupling.  Hence, the VCD profile can be calculated as a 

superposition of Gaussian bands: 
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∆𝜀(Ω) =
𝜈�0

2.3 ∗ 10−38
�[𝑅𝑖𝑓𝑖]
𝑛−1

𝑖=1

 

     (10) 

Where 𝜈�0 is the first moment of the amide I’ band profile.  This formalism has been used 

several times to successfully calculate Raman, IR and VCD amide I’ band profiles (76, 86, 

125, 131) and will subsequently be used in the work presented herein. 
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Chapter 3 Materials and Methods 

3.1 Peptides 
L-glycyl-L-alanyl-L-glycine (GAG), L-glycyl-L-glutamic acid-L-glycine (GEG), L-glycyl-L-lysyl-

L-glycine (GKG), L-glycyl-L-phenylalanyl-L-glycine (GFG), L-glycyl-L-methionyl-L-glycine 

(GMG), glycyl-L-tyrosyl-L-glycine (GYG), and L-glycyl-L-leucyl-L-glycine (GLG) were 

purchased from Bachem Biosciences Inc. (King of Prussia, PA) and used without further 

purification. L-glycyl-L-valyl-L-glycine (GVG), L-glycyl-L-aspartic acid-L-glycine (GDG), L-

glycyl-L-seryl-L-glycine (GSG), L-glycyl-L-Isoleucyl-L-glycine (GIG), L-glycyl-L-threonyl-L-

glycine (GTG), glycyl-L-asparagyl-L-glycine (GNG), and L-glycyl-L-cystyl-L-glycine (GCG) 

were custom synthesized by Genscript Corp. (Piscataway, NJ) at >98% purity and 

subsequently dialyzed in an acidic medium in 100 MWCO dialysis bags purchased from 

Spectrum Laboratories Inc. (Rancho Dominguez, CA) and lyophilized in a home-made 

lyophilization apparatus to remove traces of trifluoroacetic acid (TFA) used in the 

synthesis of the peptides.  TFA has a peak in the FTIR and Raman spectra at ~1670 cm-1 

which contaminates the amide I’ band and complicates the deconvolution of the 

spectra, so elimination of TFA from the peptide samples is necessary.  The peptides 

were dissolved in D2O at a 0.2 M peptide concentration and were acidified (<pD 2.2) 

with small aliquots of DCl.  The pD values were calculated using the method of Glasoe 

and Long, where pD= pH + 0.4 (132).   

3.2 Isotopically Labeled Peptides for NMR Experiments 
For NMR-experiments, GAG, GVG, GFG, GEG, GLG, GSG, GCG, GDG, GIG, GNG, GRG, GTG 

and GYG peptides were 13C carbonyl labelled at residue 1, uniformly 13C and 15N labelled 

at residue 2 and 15N labelled at residue 3. The C-terminal residue was manually attached 
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to a chlorotrityl resin. The synthesis was carried out on an Applied Biosystems 433A 

peptide synthesizer using standard Fmoc chemistry. Peptides were purified by reversed-

phase HPLC. Products were characterized using electrospray ionization mass 

spectrometry and analytical HPLC. Resins and activating agents were purchased from 

Novabiochem (Darmstadt, Germany).  All Isotopically labelled Fmoc-protected amino 

acids were purchased from Cambridge Isotope Laboratories (Andover, MA). All solvents 

were of analytical grade and dried over molecular sieves if necessary. All NMR samples 

were prepared by dissolving the peptides in 90% H2O / 10% D2O and the pH was 

adjusted to 2 with HCl.  

3.3 Vibrational Spectroscopy 
The set ups for polarized Raman, FTIR and VCD experiments have been explained in 

detail in previous publications (84, 133).  For polarized Raman experiments a 

Ramascope, a confocal Raman microscope with a back thinned CCD camera, from 

Renishaw Inc. (Hoffman Estates, IL) was used.  Raman spectra were collected polarized 

parallel (X) and perpendicular (Y) to the polarization of the excitation laser beam.  The 

Raman samples were excited with a 514.5 nm laser beam obtained from a mixed gas 

tunable Ar/Kr laser obtained from Spectra Physics (Santa Clara, CA).  VCD and FTIR 

spectra were measured in a ChiralIR instrument obtained from Biotools Inc. (Jupiter, 

Fla.).  Aqueous samples were placed in a 20 μm calcium fluoride (CaF2) demountable cell 

for measurement.  Both spectra (VCD and IR) were collected in one measurement, using 

an 8 cm-1 resolution and a total of 720 minutes of acquisition time.  FTIR spectra were 

background corrected using a D2O spectrum.   
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3.4 NMR Spectroscopy  
NMR measurements of isotopically labelled GAG, GVG, GFG, GSG, GEG, GLG, GCG, GDG, 

GIG, GNG, GRG, GTG and GYG have been carried out on a Bruker 400 MHz Avance II 

spectrometer equipped with a 5 mm HCN triple resonance probe with z-Gradients. All 

measurements were performed at 298 K. Spectra were acquired and processed using 

the program TopSpin Version 2.1. Acquisition and processing parameters are given Table 

1.   

Proton assignment for all GxG peptides could be obtained from 1D spectra and 1H,1H-

TOCSY spectra using a DIPSI-2 (134) mixing sequence (Figure 11).  

 

Figure 11: Taken from ref (48) and modified.  Example for a 1H,1H-TOCSY NMR experiment measured to obtain 
resonance assignments (shown for H3N+-GAG-COO-). 

The acquisition and processing parameters for all multi-dimensional NMR are available 

Table 1.   
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experiment Fa sw1
b t1

c sw2
d t2

c nt
d d1

e mixf 15Ng 13Cg td1
h td2

h 

13C decoupled 1D 400 4400 8192 - - 64 2.5 - - 74.6  128k 

1H,1H-TOCSY 400 4000 4096 4000 256 8 1.5 60 - - 4096 1024 

J-modulated 1H,15N-
HSQC 400 4400 2048 1280 64 4 2.0 5 - 200 117 

176 / 
51 2048 256 

CO-coupled (H)NCαHα 400 2200 4096 1459 128 8 2.0 - 119.5 54 4096 1024 

HNCO[CA]-E.COSY 400 4000 4096 450 64 32 2.0 - 119.5 176 4096 1024 

HNHB[CB]-E.COSY 400 4000 4096 4000 128 32 2.0 - 119.5 120 4096 1024 

soft HNCA-COSY 400 4400 4096 3217 64 32 1.5 - 119.5 54 4096 1024 

Table 1: Acquisition and processing parameters for multidimensional NMR experiments. a Proton Lamor Frequency 
in MHz, b spectral width in Hertz, c number of complex points, d number of transients, e relaxation delay in seconds, 
f mixing time in milliseconds: DISPSI-2 mixing time in the case of the TOCSY, delay for evolution of NCα coupling in 
the case of the J-modulated 1H,15N-HSQC, g carrier frequency in ppm, h number of processing points for the Fourier 
Transform 

 

The 3J(HN,Hα) coupling constant was obtained from a 13C-decoupled 1D spectrum using 

presaturation for solvent suppression. The exact coupling constant was obtained by 

Lorentzian deconvolution (Figure 12). Depending on the labelling scheme, either only the 

1J(N,Cα) or both the 1J(N,Cα) and 2J(N,Cα) coupling were obtained by measuring a J-

modulated 1H,15N-HSQC (109). The intensities for different mixing times were fitted to 

extract the coupling constant (Figure 12). Analysis of the x residue NH resonance yields 

the 1J(N,Cα)coupling. The same analysis could be performed for the C-terminal glycine 

NH resonance yielding the 2J(N,Cα) coupling constant. The fitting was performed using 

the program SigmaPlot and the equation stated in Figure 12B.  3J(Hα,C'), 3J(HN,Cα), 

3J(HN,Cβ) and 3J(HN,C') coupling constants were obtained from E.COSY type spectra (see 

Figure 12C-F) (110-113). Exact peak positions were determined by deconvolution of the 
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respective 1D trace. A full set of the obtained coupling constants is given in Table 2 and 

Table 3, in the Results sections.  

 

Figure 12: Taken from ref (48) and modified.  Determination of coupling constants. (A) 13C decoupled 1D for the 
measurement of 3J(HN,Hα). The deconvolution result is shown in gray. (B) Intensity fit of J-modulated 1H,15N-HSQCs 
yielding either only 1J(Ni,C

α
i) or both 1J(Ni,C

α
i) and 2J(NiC

α
i-1), depending on the labelling scheme. For the example 

given, only 1J(Ni,C
α

i) was determined. (C) CO-coupled (H)NCAHA for the measurement of 3J(Hα,C’). (D) HNCO[CA]-
E.COSY for the measurement of 3J(HN,Cα). (E) HNHB[HB]-E.COSY for the measurement of 3J(HN,Cα). (F) Soft HNCA-
COSY for the measurement of 3J(HN,C'). 

 

The 1H NMR spectra of GKG and GMG were measured with a 500 MHz Varian FT-NMR 

instrument equipped with a 5 mm HCN triple resonance probe.  All spectra were 

acquired and processed using Varian’s VNMR software (v 6.1), with presaturation 

applied to suppress solvent signals.  Peptides were dissolved in 90% H2O / 10% D2O at 

concentrations of 0.1 M, and acidified with DCl to a pD of 1.5.  The D2O (Sigma-Aldrich) 

contained 0.05 wt % of 3-(trimethylsilyl) propionic-2,2,3,3-d4 acid (TSP), which was used 

as an internal standard.  64 transients were averaged for each sample at 298 K.  The 
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3J(HN,Hα) coupling constants were determined by deconvolution of the amide proton 

doublets, using the program MULTIFIT (135). 

3.5 Ultra Violet and Synchrotron Radiation Circular Dichroism 
We used a Jacso J810 Spectrapolarimeter purged with gaseous nitrogen to collect 

Electronic Circular Dichroism spectra.  Aqueous peptide samples were measured with a 

concentration of 10 mM in a 50 um quartz cell purchased from International Crystal 

Laboratories (Garfield, NJ).  The spectra were measured in the range from 180-240 nm 

with a scan speed of 500 nm/min, a data pitch of 0.1 nm, a 1 sec response and a 5 nm 

bandwidth on medium sensitivity. Ten accumulations were obtained at 25°C.  The 

temperature was controlled with a Peltier solid-state heating and cooling mechanism.  

Each spectrum was solvent corrected in the Jasco spectral analysis program.   

Synchrotron radiation circular dichroism (SRCD) experiments were performed at 

Brookhaven National Laboratories in the National Synchrotron Light Source building at 

beamline U-11 using peptide concentrations ranging from 0.01-0.1 M, a 0.012 cm path 

length, 1 nm resolution, and an average of three scans. All spectra were manually 

correct for background variations. 
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Chapter 4 Data Analysis 
The analysis of the amide I’ band profiles exploits excitonic coupling between the two 

local amide I’ modes in the tripeptides, which increases the splitting between them and 

redistributes IR and Raman intensities. The underlying theory explained previously as 

well as the formalism and the empirical parameters used for the simulation of amide I’ 

band profiles have been described in detail in numerous papers (52, 127-130, 136). 

While earlier studies analyzed amide I’ profiles in terms of average or representative 

conformations (131), we recently linked this analysis to a statistical model which 

describes the conformational manifold of the central residue of tripeptides in terms of 

an ensemble of superimposed two-dimensional Gaussian distribution functions (86):  
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j j jVj
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The vector 




ρ j
0  points to the position of the maximum of the j-th distribution in the (φ,ψ) 

space and χj is its statistical weight, which we use as quantitative measure of a residue’s 

intrinsic propensity for the conformation j. The diagonal elements of the matrix V̂j  are 

the halfwidths at half-maximum of the jth distribution along the coordinates φ and ψ and 

the off-diagonal elements reflect correlations between variations along the two 

coordinates. If V̂j  is diagonal, the φ,ψ projection of the distribution is an ellipse with its 

main axes parallel to the φ and ψ axes.  

The expectation value of any observable x (spectral intensities, rotational strengths, J-

coupling constants) can be written as: 

   x =

x ⋅ f (φ,ψ )dφ dψ
−π

π

∫
−π

π

∫
Z

    

(12) 

where Z denotes the canonical partition sum. 

Schweitzer-Stenner successfully applied this approach to estimate the intrinsic 

propensities of the central residues of trialanine and trivaline (86), and it has now been 

used in the present study for simulating the amide I’ profiles as well as the obtained J-

coupling constants. Considering that no stable secondary structures (helices and sheets) 

can be adopted by tripeptides, we use the classifications of turns instead.  The centers 

of the distributions were defined to be located in the following sub-sections of the 

Ramachandran plot: (1) PPII (-60° > φmax,1 ≥ -90°; 180° ≥ ψmax,1 > 100°), (2) parallel β-
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strand (pβ) (-100° > φmax,2 ≥ -130°; 140° > ψmax,2 ≥ 100°), (3) antiparallel β-strand (aβ) (-

130o > φmax,3 ≥ -180o, 180° > ψmax,3 ≥ 100°), (4) the transition region between antiparallel 

β-strand and PPII (aβt) (-90o  > φmax,3 ≥  -130o, 180° > ψmax,3 ≥ 140°), (5) dihedral angles of 

the i+1 residue in type I β-turns (these are the dihedral angles adopted by residues in 

right-handed α-helices)  (-50° > φmax,5 > -80°; -20° > ψmax,5 > -40°), (6) dihedral angles of 

the i+1 residue in type I’ β-turns (these are the dihedral angles adopted by residues in 

left-handed α-helices)  (80° > φmax,6 > 60°; 40° > ψmax,6 > 20°), (7) dihedral angles of the 

i+2 residue in type I and II’ β-turns (these are the dihedral angles adopted by residues 

considered in the extended right-handed α-helix distribution) (-70° > φmax,7 > -110°; 20° 

> ψmax,7 > -20°), (8) dihedral angles of the i+2 residue in type I’ and II β-turns (these are 

the dihedral angles adopted by residues considered in the extended left-handed α-helix 

distribution) (110° > φmax,8 > 70°; 20° > ψmax,8 > -20°) and (9,10) so called γ-turns (classic 

and inverse, respectively) (±80° > φmax,9,10 > ±60°; 


 50° > ψmax, 9,10 >


 60°).  Other sub-

ensembles have been considered based on the results of Makowska et al. with dihedral 

angles of (80° > φmax >50°; 170° > ψmax > 40°) (68).  The 9th and 10th conformations have 

been considered to account for recent experimental and theoretical evidence that 

amino acids can populate this part of the (φ,ψ) space (137, 138). The designations “anti-

parallel” and “parallel” β-strand solely indicate that the corresponding region contain 

the canonical dihedral coordinates found in the corresponding sheet structures. 

For each conformation, the corresponding amide I’ band profiles were simulated as the 

sum of two Gaussian profiles assignable to vibrational transitions into two delocalized 

excitonic states. To account for inaccuracies in peptide concentrations, the experimental 
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IR and VCD band profiles were scaled according to the dipole strengths obtained by 

Measey et al. (124) The total intensities of the considered ensemble were then 

calculated by equation 12.  The overlap of amide I’ with bands assignable to the 

carbonyl stretching mode of the C-terminal and side chain modes (e.g. for F and Y) was 

accounted for by fitting the former and the latter with empirical Gaussian and 

Lorentzian band profiles, respectively.  

In a first step, we employed a two-state model encompassing Gibbs energy minima in 

the PPII and β-strand region of the Ramachandran space. Following Shi et al. (72), we 

obtained the (φ,ψ) coordinates of the distribution maxima of the corresponding 

conformational sub-ensembles from the coil library of Avbelj and Baldwin (62, 64). The 

centers, widths and statistical weights of the two superimposed Gaussian distributions 

were then adjusted to optimize the agreement between the simulated and 

experimental amide I’ band profiles. In agreement with earlier results (84, 131, 133), the 

shape and the magnitude of the VCD couplet were found to be the most sensitive of all 

the spectral parameters to variations among the investigated amide I’ profiles. In each 

case, we considered only a single β-strand sub-ensemble associated with one of the 

three β-strand regions introduced above. Subsequently, the distribution parameters 

were fine-tuned to minimize the root mean square deviation (RMSD) between the 

experimentally observed and calculated J-coupling constants, which is written as: 
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RMSD =
J j exp( )− J j sim( )( )2

J j exp( )2
j

∑     

(13) 

where Jj(exp) and Jj(sim) are the j-th experimental and simulated coupling constants, 

respectively. Generally, this procedure yielded somewhat satisfactory reproductions of 

the experimental data. In a second step, however, motivated by earlier results for 

trialanine and trivaline (86) and inspection of coil libraries, we attempted a further 

improvement of our simulations by admixing fractions of turns and additional 

conformations, which yielded improvements for the fits to the experimental data. 

Though small in some cases, the admixture of dihedral angle distributions found in 

various β-turns and γ-turns improved the RMSD of the J-coupling constants, yet did not 

jeopardize the agreement between the experimental and simulated vibrational spectra.   
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Chapter 5 Results 

5.1 Spectral Characteristics 
We measured the amide I’ band profiles of IR, isotropic Raman, anisotropic Raman, and 

VCD spectra for a set of GxG peptides in D2O at acidic pD. D2O was used to avoid the 

overlap with the rather strong IR band of water at 1640 cm-1 and the vibrational mixing 

between amide I and H2O bending modes (119). Acidic conditions were selected since 

GFG is not soluble at concentrations required for the current study and the fact that the 

3J(HN,Hα) constants of some other peptides could not be determined at near neutral pD 

due to fast H↔D exchange. We chose unblocked, rather than blocked peptides, because 

the terminal charges increase the difference between the two amide I’ bands, and thus 

the spectral resolution. As shown in our earlier papers, the terminal charges do not 

significantly affect the conformation of the central residue if the latter is aliphatic or 

aromatic (71, 77). The influence of the terminal charges on charged side chains (i.e. E) 

will be analyzed below.  We also measured the aforementioned set of six J-coupling 

constants using similar solution conditions. 

Figure 12 represents an example of the NMR experimental spectra and Figure 13 and 

Figure 14 display the full set of vibrational spectra for aliphatic, aromatic, charged and 

polar residues.  Table 2 and Table 3 list the complete set of measured J-coupling 

constants for the residues corresponding to those presented in Figure 13 and Figure 14, 

respectively.  The regions corresponding to right and left handed α-helices and the 

extended regions around them have been appropriately termed for that set of dihedral 

angles’ occurrence for the i+1 and i+2 residues in various types of β-turns (139). It 

should also be mentioned in this context that the coordinates for PPII and antiparallel β-



 

50 | P a g e  
 

strand are similar to those found in various type VI β-turns, but the work of Hutchinson 

and Thornton (139) indicates that the frequency of these is very low so we retain the 

classification of PPII and aβ in Table 2 and Table 3.  For the description of the data 

analysis below, in some cases we use the term state for each Gibbs energy minimum of 

residue x in the (φ,ψ) space. This minimum corresponds to a maximum of a two-

dimensional Gaussian distribution function, which describes a sub-ensemble of 

conformations. 
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Figure 13: Experimental (dotted line) and simulated (solid line) isotropic (top row) and anisotropic (second row) 
Raman, IR (third row) and VCD (bottom row) spectra of GAG, GVG, GIG, GLG, GMG, GFG and GYG (top figure) and 
GEG, GDG, GRG and GKG (bottom figure) (as indicated at the top of each column) from 1600-1750cm-1, 
encompassing the amide I’ region. The fitting parameters and methods of the simulations are described in the text. 
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 A V I L M F Y 

PPII 
-70 
150 

0.79 0.40 0.42 0.56 0.64 0.42 0.43 

-74  
152 

-81 
170 

-85 
170 

-76 
150 

-74 
160 

-80 
160 

-82 
170 

Aβt 
-110 
150 

- 0.38 0.32 0.24 - 0.40 0.32 

- -99 
170 

-98 
120 

-98 
160 

- -100 
160 

-94 
170 

aβ 
-140 
140 

0.06 - - - 0.36 - 0.04 

-115 
120 

- - - -120 
160 

- -145 
75 

(i+1) residue 
Type I β-turn 
-60 
-30 
 

0.05 0.04 0.08 0.04 - 0.10 - 

-60  
-30 

-60 
-30 

-50 
-45 

-50 
-30 

- -70 
-30 

- 

(i+1)residue 
Type I’ β-turn 
60 
30 

 

- 0.07 0.08 0.10 - - 0.06 

- 60 
30 

45 
45 

55 
30 

- - 55 
75 

(i+2) residue 
Type I/II’ β-turn 
-90/-80 
0 

 

- - 0.10 - - - 0.10 

- - -85 
0 

- - - -78 
0 

(i+2) residue 
Type I’/II β-turn 
90/80 
0 

 

- - - - - - - 

- - - - - - - 

γinverse 
-80 
70 

0.05 0.11 - 0.03 - 0.04 - 

-80 
60 

-80 
60 

- -80 
70 

- -85 
50 

- 

γclassic 
75 
-65 
 

0.05 - - 0.03 - 0.04 0.05 

80 
-60 

- - 80 
-70 

- 85 
-50 

55(15) 
-75(5) 

3J(HNHα) 6.10 7.48 7.51 6.81 7.10 7.52 7.43 

6.11±0.02 7.46±0.08 7.47±0.01 6.78±0.01 7.08±0.02 7.45±0.02 7.37±0.03 
3J(HN,C’) 1.19 1.04 1.06 0.98 - 1.00 1.00 

1.18±0.07 0.91±0.12 0.86±0.18 0.84±0.09 - 0.88±0.15 0.74±0.24 
3J(Hα,C’) 1.90 2.39 2.45 2.53 - 2.22 2.62 

2.02±0.10 2.33±0.15 2.34±0.08 2.45±0.03  2.20±0.27 2.47±0.09 
3J(HN,Cβ) 2.09 1.76 1.71 1.91 - 1.84 1.75 

2.32±0.06 1.59±0.06 1.39±0.20 1.75±0.15 - 1.79±0.17 1.37±0.11 
1J(N,Cα) 11.28 11.16 10.95 10.97 - 11.18 11.40 

11.28±0.07 11.24±0.02 10.88±0.07 10.96±0.10 - 11.48±0.04 11.26±0.13 
2J(N,Cα) 8.35 8.17 7.93 8.14 - 8.23 8.14 

8.51±0.03 8.01±0.02 7.91±0.05 8.24±0.09 - 8.28±0.04 8.08±0.12 
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 E D K R 

PPII 
-70 
150 

0.54 0.04 0.50 0.62 

-80 
160 

-70 
150 

-66 
160 

-78 
157 

Aβt 
-110 
150 

0.26 0.28 - 0.10 

-97 
150 

-100 
165 

- -100 
135 

aβ 
-140 
140 

0.04 0.14 0.41 0.06 

-140 
165 

-135 
170 

-115 
160 

-140 
145 

(i+1) residue 
Type I β-turn 
-60 
-30 
 

0.08 - 0.09 0.08 

-50 
-10 

- -65 
-30 

-65) 
-50 

(i+1) residue 
Type I’ β-turn 
60 
30 

 

- - - 0.14 

- - - 80 
50 

(i+2) residue 
Type I/II’ β-turn 
-90/-80 
0 

 

- 0.28 - - 

- -70 
0 

- - 

(i+2) residue 
Type I’/II β-turn 
90/80 
0 

 

- - - - 

- - - - 

γinverse 
-80 
70 

0.04 - - - 

-75 
60 

- - - 

γclassic 
75 
-65 
 

0.04 - - - 

70 
-60 

- - - 

Upper  
right  
quadrant 

- 0.20 - - 

- 55 
170 

- - 

Lower  
right  
quadrant 

- 0.06 - - 

- 55 
-170 

- - 

3J(HNHα) 7.03 7.48 6.63 6.69 

6.99±0.02 7.44±0.02 6.60±0.02 6.66±0.01 
3J(HN,C’) 1.13 1.25 - 1.14 

0.94±0.11 1.19±0.09 - 1.00±0.08 
3J(Hα,C’) 2.12 3.34 - 2.59 

2.07±0.16 3.24±0.24 - 2.47±0.05 
3J(HN,Cβ) 1.88 1.41 - 1.89 

1.59±0.24 1.25±0.28 - 1.79±0.05 
1J(N,Cα) 11.00 11.61 - 11.03 

11.24±0.03 11.89±0.05 - 11.02±0.13 
2J(N,Cα) 8.24 7.95 - 8.14 

8.38±0.04 7.91±0.04 - 8.11±0.10 

Table 2: The parameters used for the simulations of the vibrational spectra and reproduction of the J coupling 
constants for GXG peptides where X=A, V, I, L, M, F and Y (top) and X=E, D, K and R (bottom). These parameters 
include the mole fractions of the considered sub-ensembles as well as the centers of their (φ,ψ) distributions, listed 
in the upper and lower part of split cells, respectively in the top half of the table. Simulated (upper sub-cells) and 
experimental (lower sub-cells) NMR J coupling constants are listed in the bottom half of the table. 
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Figure 14: Experimental (dotted line) and simulated (solid line) isotropic (top row) and anisotropic (second row) 
Raman, IR (third row) and VCD (bottom row) spectra of GSG, GTG, GCG, and GNG (as indicated at the top of each 
column) from 1600-1750cm-1, encompassing the amide I’ region. The fitting parameters and methods of the 
simulations are described in the text. 
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 S T C N 

PPII 
-70 
150 

0.45 0.35 0.51 0.46 

-79 
160 

-89 
170 

-84 
170 

-83 
166 

Aβt 
-110 
150 

0.30 0.35 0.20 0.18 

-103 
160 

-103 
170 

-99 
170 

-110 
166 

aβ 
-140 
140 

- - - 0.12 

- - - -145 
120 

(i+1) residue 
Type I β-turn 
 

- - - - 

- - - - 

(i+1) residue 
Type I’ β-turn 

 

- - - - 

- - - - 

(i+2) residue 
Type I/II’ β-turn 
-90/-80 
0 

 

0.10 0.15 0.12 0.04 

-50 
0 

-60 
0 

-65 
0 

-60 
0 

(i+2) residue 
Type I’/II β-turn 
90/80 
0 

 

0.15 0.15 0.07 - 

70 
0 

60 
0 

60 
0 

- 

γ1 

 

- - - - 

- - - - 

γ2 
 

- - - - 

- - - - 

Upper right 
quadrant 

- - 0.10 0.20 

- - 60 
160 

75 
75 

Lower right 
quadrant 

- - - - 

- - - - 
3J(HNHα) 7.01 7.72 7.29 7.54 

6.99±0.07 7.73±0.02 7.29±0.01 7.53±0.01 
3J(HN,C’) 1.13 0.98 0.86 1.12 

0.87±0.18 0.84±0.08 0.87±0.08 0.99±0.09 
3J(Hα,C’) 2.71 2.91 2.85 3.02 

2.77±0.32 2.74±0.05 2.79±0.03 2.88±0.10 
3J(HN,Cβ) 1.76 1.62 1.80 1.65 

1.71±0.12 1.40±0.12 1.89±0.08 1.39±0.07 
1J(N,Cα) 11.04 11.53 11.73 11.24 

11.73±0.05 11.63±0.04 11.81±0.04 11.21±0.09 
2J(N,Cα) 7.89 7.78 8.12 8.29 

7.86±0.06 7.69±0.02 8.04±0.01 8.28±0.09 

Table 3:  The parameters used for the simulations of the vibrational spectra and reproduction of the J coupling 
constants for GXG peptides where X=S, T, C and N.  These parameters include the mole fractions of the considered 
sub-ensembles as well as the centers of their (φ,ψ) distributions, listed in the upper and lower part of split cells, 
respectively in the top half of the table. Simulated (upper sub-cells) and experimental (lower sub-cells) NMR J 
coupling constants are listed in the bottom half of the table. 
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The amide I’ profiles shown in Figure 13 and Figure 14 look similar with respect to their 

intensity distributions, but some differences are noteworthy. Most of the investigated 

residues exhibit a non-coincidence between the isotropic Raman and IR profiles where 

the high frequency band in the former is more intense than the latter and vice versa.  

This non-coincidence is indicative of a dominant sampling of extended conformations 

associated with the upper left quadrant of the Ramachandran plot (122). However, 

there are some notable differences. In particular, the isotropic Raman and IR band 

profiles for GDG exhibit a coincidence with no redistribution of intensity.  The same is 

seen, although to a somewhat lesser extent, for GIG.  This coincidence is typical for the 

central residue sampling regions of the Ramachandran space outside of the extended 

region.  The negative VCD couplets are all indicative of a significant PPII fraction being 

populated by the respective residues, but the amplitude of these couplets are clearly 

different (140), thus suggesting different conformational distributions. The nearly non-

existent VCD couplet for GDG is an exception to this, underscoring the previous notion 

that D predominantly samples structures other than PPII. 

The CD spectrum for PPII is characteristically distinct from that of other secondary 

structures such as α-helices and β-sheets (strands).  The CD signal at ~215nm is positive 

and at ~195nm is negative for PPII, which are both opposite in that regard from what is 

observed for α-helices and β-sheets (strands).  The room temperature UVCD spectra 

shown in Figure 15 are all indicative of a substantial sampling of PPII conformations.  

However, some significant differences are seen in the spectra for GSG, GCG, GTG, GNG 

and GDG.  Particularly, the positive maximum which is typical for PPII signals at 215nm 
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becomes a minimum for these peptides.  Considering the relative decrease in magnitude 

of the negative maximum at 195nm as well in these spectra, the overall differences 

indicate the propensity for these residues to sample additional conformations. 

 

Figure 15: Room temperature UVCD spectra of GAG, GLG, GMG, GIG, GEG, GDG, GRG, GKG, GCG and GTG taken 
from 185-250nm. 
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5.2 Aliphatic, Aromatic and Charged Residues 
Our analysis revealed a PPII fraction of 0.79 for alanine, which is only slightly lower than 

the PPII propensity obtained for the central residue of trialanine (0.84) (86) using the 

same method of analysis, thus suggesting that the energy of nearest neighbor 

interactions between alanine residues is small, in agreement with Chen et al. (141).  The 

remaining fraction of the GAG ensemble is almost evenly distributed over 

Ramachandran plot regions associated with aβ and turn conformations (Table 2), in 

agreement with findings for trialanine (86). The total distribution function is plotted in 

Figure 16. As one can infer from Table 2, the set of J-coupling constants obtained from 

simulations are sufficiently close to the corresponding experimental values.  
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Figure 16: Taken from ref (48) and modified.  Conformational distributions of the central residue in GAG (top left), 
GVG (top right), GLG (bottom right) and GEG (bottom left) obtained from the analysis of amide I’ profiles and J-
coupling constants as described in the text. 

 

  

GAG GVG 
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The VCD (Figure 13) and the φ-dependent 3J(HN,Hα) coupling constants of GVG and GFG 

(Table 2) indicate that the PPII fractions of both guest residues are substantially lower 

than that of alanine. A comparison of the GAG and GVG SRCD spectra in Figure 17 points 

in the same direction.  

 

Figure 17: Taken from ref (48) and modified.  Room temperature synchrotron radiation circular dichroism (SRCD) 
spectra of GAG (black line) and GVG (red line). 

The PPII conformation yields a couplet in the UVCD spectra with a characteristic strong 

negative component at ~198 nm and weaker positive component at ~215 nm. The 

reduced intensity of the couplet for GVG at both of these wavelengths is indicative of a 

lower PPII propensity. It was recently shown that the intensity of these components can 

be directly related to PPII content (42). The conformational ensembles of both amino 

acid residues sample the aβt-region (0.38 and 0.40 for V and F, respectively) and PPII 

region (0.40 and 0.42 for V and F, respectively) evenly. The distributions of valine and 

phenylalanine exhibit small propensities turn conformations (Table 2). The total 

distribution function of GVG is plotted in Figure 16 for the purpose of illustration.  A 

recent computational study by Xu et al. using a Hamiltonian replica exchange molecular 
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dynamics (HREMD) approach corroborates the notion that valine and phenylalanine 

have an increased preference for β-like structures relative to alanine (142).   

Interestingly, the β-strand propensity of V is rather different in GVG and VVV. The latter 

exhibits a substantially higher β-like propensity (0.68) than the former, a lower value for 

PPII (0.16) and a higher value for the right-handed helical state (0.16) (86). Moreover, 

the distribution of the β-strand conformation found by Schweitzer-Stenner is located in 

aβ-region ((φ,ψ) = (-130°, 135°)). This discrepancy is somewhat less pronounced, though 

still significant if one compares GVG with the trivaline (VVV) analysis of Graf et al., who 

obtained fractions of 0.29, 0.52, and 0.19 for PPII, β-strand and right-handed helix, 

respectively (85). It can, therefore, be concluded that adjacent valine residues in a 

polypeptide chain shift their mutual propensities towards β-strand, increase the 

propensity for sampling the right-handed helix region and decrease the PPII propensity. 

Based on our propensity values, the enhancement of the β-strand propensity of the 

central valine residue in trivaline would correspond to a Gibbs energy value of 1.2 

kJ/mol, at room temperature. 

Analogous to Val and Phe are Ile and Tyr.  Ile is more branched than valine and thus we 

expect for the β-content to be increased.  This is, in fact, not the case.  The PPII content 

for V (0.40) and I (0.42) is similar.  Both residues sample the aβt region, although the 

sampling of this region by isoleucine is somewhat less compared to valine (Table 2).  The 

propensity to sample regions associated with the i+1 residue in type I and I’ β-turns is 

similar within the uncertainty of the analysis.  The main difference occurs in the 

sampling of turn structures.  Ile samples a region centered at (φ,ψ) = (-85°, 0°) with a 
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mole fraction of 0.10.  This region is consistent with the dihedral angles found in the i+2 

residue of type I and II’ β-turns.  Tyr differs from Phe in that a hydrogen on the aromatic 

side chain ring is substituted by an OH group, thus making it somewhat polar as well.  

Our analysis indicates that Y samples the PPII and aβt-region similarly to that of F.  Both 

residues sample γ-turns (classic and inverse) similarly as well.  Like isoleucine, tyrosine 

samples the dihedral angles of the i+2 residue in type I and II’ beta turns with a mole 

fraction of 0.10.   

Leucine has a rather long aliphatic side chain, which is less sterically demanding, 

concerning the backbone hydration, than that of valine or isoleucine. Earlier results 

obtained for the short peptides ALA and AL indicated a comparable population of the 

PPII and β-strand region (71, 106). Our analysis of GLG revealed a slightly different 

picture. Indeed, we found a propensity of 0.56 for PPII, in agreement with Eker et al. 

(71). However, a substantial fraction (24%) of the ensemble is found in the aβt-region 

with the center of the corresponding distribution located at ((φ,ψ) = (-98°, 160°) (c.f. 

Table 2). The corresponding total distribution function therefore suggests that this 

residue significantly samples the region between the canonical PPII and β-strand 

conformations, which is in good agreement with recent theoretical predictions (73).   

Charged amino acid residues such as glutamic acid have attracted interest because of 

their abundance in intrinsically disordered proteins and their alleged propensity for the 

PPII conformation (43, 143). The values for the fractions obtained from our data set for 

GEG are, in principle, consistent with this notion, but a PPII fraction of 0.54 indicates 

that glutamic acid is substantially less inclined to sample the PPII trough than alanine. 
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Sampling of the aβt-region is substantial (0.26) with a small fraction of antiparallel β-

strand. The turn fractions are again small (Table 2). The total distribution function is 

shown in Figure 16. The obtained χ-values of GEG reflect the propensity of the 

protonated residue, which does not resemble its state at physiological pH. 

Unfortunately, fast H↔D exchange at near neutral pH prevents a measurement of the 

3J(HN,Hα) coupling constant. To check whether there is any influence of the residue 

charge on the propensity of glutamic acid, we additionally measured and analyzed a full 

set of amide I’ profiles of GEG at pD = 5.1.  We achieved a satisfactory simulation of the 

amide I’ profiles (data shown in SI ref. (48)) by using the exact fractions, half-widths and 

centers of distributions obtained for cationic GEG. This reproducibility indicates that the 

conformational propensity of glutamic acid does not significantly depend on its 

protonation state. Generally, this finding underscores the notion that the terminal 

charges have a limited influence on the conformation of the central residue of 

tripeptides, most likely because the water molecules in the hydration shell attenuate 

electrostatic interactions (103). 

An acidic residue similar to glutamic acid, only with a shorter side chain (by one CH2) is 

aspartic acid.  One would naively assume that this residue would behave somewhat 

similarly to Glu due to the acidic nature of the side chain.  A first inspection of the 

experimental results indicates that this is not the case.  The NMR coupling constants 

vary between the two residues in every instance.  Also, the vibrational spectra, 

especially the magnitude of the VCD signal for asp, indicate large differences in the 

sampling ensembles of these two acidic residues.  This is indeed what our analysis 
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yielded.  The PPII sampling of D is minimal (0.04).  The aβt and region associated with 

the i+2 residue in type I and II’ β-turns are populated the most (0.28 each).  Of all 

investigated residues the aβ region is the most populated (0.14) for Asp.  Interestingly, 

this residue significantly populates a region in the upper and lower right side of the 

Ramachandran plot with the distributions centered at (φ,ψ) = (55°, ±170°).  The 

populations of these regions are 0.20 and 0.06, respectively.  The necessity to consider 

sampling from these regions comes from the fact that there is a nearly nonexistent VCD 

signal, yet the ψ-value coupling constants indicate populations of sub-ensembles with 

large (in magnitude) ψ backbone angles.  In these regions our simulations produce an 

intense VCD couplet with an opposite signal than PPII.  Also, the 3J(Hα,C’) coupling 

constant is larger than that of the rest of the investigated residues.  This condition is 

satisfied with sampling of regions with positive φ-angles.  A comparison with 

asparagine, which is similar to aspartic acid, will be detailed below in the polar residues 

section. 

A first observation of the vibrational and NMR data indicates that arginine 

predominantly samples the PPII region.  This is indeed the case.  This residue has a PPII 

propensity of 62%, which is one of the highest for the investigated residues, yet is still 

significantly less than alanine.  The remainder of the ensemble is populated by aβt 

(0.10), pβ (0.06) and the regions associated with the i+1 residue in type I (0.08) and type 

I’ (0.14) β-turns.   

The above findings indicate that a residue like lysine shows a similar behavior as 

glutamic acid or arginine, irrespective of the character of the terminal group of the side 
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chain. This hypothesis prompted us to explore the conformational ensemble of GKG, 

based on the analysis of its amide I’ profiles and 3J(HN,Hα) coupling constants. We added 

GMG to check whether a modification of the hydrophobic chain (S instead of CH2) 

makes any substantial difference. The corresponding vibrational spectra are shown in 

Figure 13, with the results of our simulations in Table 2. We determined, indeed, that 

lysine in GKG (Table 2) behaves like glutamic acid, in that it exhibits a PPII fraction of 

0.50, and an aβt-fraction of 0.41. Interestingly, methionine has a somewhat higher PPII 

propensity with a fraction of 0.64, which, together with its aβt-region fraction of 0.36 

makes it somewhat comparable with glutamic acid, though the positions of the 

respective β-strand distributions lie in different sub-sections of the Ramachandran plot. 

5.3 Polar Residues 
Serine and threonine are particularly interesting to investigate because the side chains 

are similar to that of alanine and valine, respectively, except for the replacement of a 

methyl hydrogen in the former and a methyl group in the latter to a hydroxyl group.  

However, contrary to alanine and valine (106), these amino acids are polar residues 

assumed to adopt mostly a β conformation, as has been reported for threonine (73). 

Our results suggest a substantial sampling of the aβt-region (0.30), but the propensity 

for PPII (0.45) is dominant for serine.  Threonine samples these regions equally (0.35 

each), however, the PPII distribution is shifted toward β-structures by 10° compared to 

serine.  Interestingly, the remainder of the ensemble samples the i+2 residue dihedral 

angles of type I and II’ (0.10 for serine and 0.15 for threonine) and type I’ and II (0.15 for 

both) β-turns.  Cysteine is a similar residue to serine except that the hydroxyl side chain 
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of serine is replaced by a thiol.  Considering, the somewhat minimal difference between 

these two residues, the sampling of cysteine should match that of serine.  This happens 

to not strictly be the case.  Although the NMR coupling constants for these two residues 

are very similar, the VCD couplet for GCG is more intense than that of GSG by a factor of 

~1.5.  Our analysis yields a dominant PPII sampling for cysteine (0.51).  The aβt region 

makes up 20% of the conformational ensemble for this residue.  The i+2 residue 

dihedral angles of type I and II’ (0.12) and type I’ and II (0.07) β-turns are also sampled 

by this polar residue, similar to that of other polar residues, Ser and Thr.  Interestingly, 

there is also an appreciable sampling (0.10) of a distribution centered at (φ,ψ) = (60°, 

160°) for cysteine.   

A polar residue, which is sterically similar to protonated aspartic acid, is asparagine, 

except the hydroxyl group on the side chain of the former is replaced by a NH2 group on 

the latter.  Apparently, this substitution induces considerable changes in the sampling of 

Asn.  The somewhat intense VCD couplet indicates a predominant sampling for PPII.  

Our analysis reveals just that, with a mole fraction of 0.46 in the PPII region.  The aβt 

(0.18) and aβ (0.12) -regions are moderately sampled by this residue.  A small sampling 

of the i+2 residue dihedral angles in type I/I’ and II/II’ β-turns occurs also, though not to 

the extent of the other polar residues.  A region outside of these distributions with 

dihedral angles of (φ,ψ) = (75°, 75°) is significantly (0.20) populated as well.   
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Chapter 6 Discussion  

6.1 Side Chain Correlation to Propensities 
Our investigation of the conformational ensemble sampled by a set of amino acid 

residues representing aliphatic (A), branched aliphatic (V and I), extended aliphatic (L 

and M), aromatic (F and Y), polar (S, T, C and N), acidic (E and D) and basic (R and K) side 

chains yields the following picture. The preference of residues with aliphatic side chains 

for the PPII conformational state is highest for alanine, which has the shortest and least 

sterically demanding side chain in its class.  Aliphatic and sterically demanding residues 

(V, I and L) significantly populate the aβt-region in addition to the PPII region.  Leucine 

has a clear preference for PPII, whereas valine and isoleucine have more of an equal 

preference for both sub-ensembles. Interestingly protonated glutamic acid behaves like 

an aliphatic residue such as leucine. The fact that the propensity of glutamic acid does 

not depend on its protonation state suggests that the hydrophilic carboxylate group 

does not matter significantly in this regard. Similarly, protonated arginine behaves like 

an aliphatic residue in that it preferentially samples the PPII region.  Aspartic acid 

exhibits a peculiar ensemble of sampling with most of its propensity located in the aβt, 

aβ, type I and II’ (i+2 residue) β-turn as well as a region in the upper right quadrant of 

the Ramachandran space.  Interestingly, residues with hydroxyl (polar) groups on their 

side chains behaved somewhat similarly.  These residues showed a low propensity for 

PPII and β-like structures, however, the propensity for these residues to populate the 

distributions for the dihedral angles of type I/I’ and type II/II’ (i+2 residue) β-turns.  This 

effect was similar for cysteine, whose thiol capped side chain is comparable to that of 
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serine, although the PPII propensity was stabilized at the expense of the aβt-propensity.   

In a more general context, the sampling of the β-strand region is mostly confined to the 

aβ and aβt regions. A comparison of GVG and VVV suggests that only nearest neighbor 

interactions can shift the β propensity to the aβ-region (85, 86). 

The β-like propensities of V and F, and their possible modulation by nearest neighbors, 

is important for understanding the role of Vn and Fn segments in proteins as well as in 

synthetic and natural peptides. It deserves to be mentioned that many lines of 

experimental evidence suggest that β-propensity of specific residues, i.e. V and F, is 

relevant under certain circumstances where aggregation occurs (144-146).  We have to 

emphasize, however, that recent investigations by the Hecht group cast some doubt on 

the notion that propensities of amino acid residues matter for the self-aggregation of 

peptides (147, 148). Thus, one has again to differentiate between the propensities of 

amino acid residues before and after the nucleation process. The relationship between 

both is unclear for β-sheet formations.  

The parameters determining the propensities of amino acid residues in unfolded 

peptides are still a matter of debate. With respect to the stabilization of the PPII 

conformation, an early proposal was made based on DFT calculations for an alanine 

dipeptide, which suggested that a bridge comprised of two hydrogen bonded water 

molecules connecting the CO and NH groups of neighboring peptide units stabilizes PPII 

conformations (49). Drozdov et al. argue to the contrary (103).  They analyzed the 

hydration structure and thermodynamics of different low-energy conformers of the 

model alanine dipeptide using Monte Carlo simulations.  The authors concluded that 
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solvation does not solely stabilize PPII over helical conformations, rather its effect was 

found to be indirect, neutralizing electrostatic interactions between non-bonded pairs 

of atoms.  Steric interactions favoring PPII therefore become dominant.  These results 

and those of Garcia led to the conclusion that PPII structures allow for an optimal 

hydration of the peptides (94, 103).  It is therefore expected that an increasingly bulky 

side chain will perturb the optimal hydration and thus destabilize PPII propensity.  This is 

what we observe for residues V, I, L and M.  The fact that M populates PPII the most out 

of these aliphatic, bulky residues leads to the notion that not only the chemical nature, 

but the length of the side chain plays a role in modulating the solvation shell and thus 

the conformational sampling of amino acids.  Also, F and Y, with rather bulky, sterically 

demanding side chains, fit consistently into this picture, although the polar group on the 

Y side chain modulates the solvation shell differently than that of F. In this context, the 

results of Drozdov et al. indicate that the equilibrium between PPII and β is, in fact, 

directly affected by solvation.  The charged residues E, R and K correlate with these 

notions as well.  The side chains of these residues are rather bulky, but extend far 

enough from the backbone so as to not significantly disrupt the solvation of the 

backbone.   

By shortening the side chain of E, i.e. that of D, the solvation of the backbone is 

significantly modulated.  This can be seen in Table 2.  The fact that D and N are reported 

to form unique turns which are stabilized by adjacent seven membered rings, such as 

those in the N-glycosylation sequence in proteins, termed Asx-turns (149), further 

indicates that the length of the side chain can induce stable structures other than those 
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generally considered for unfolded peptides.   Asp and Asn behave similarly according to 

length of their side chain.  The presence of γ-carbonyl group on their side chains allows 

for these residues to form the so called Asx turns which are ten membered rings 

stabilized by a hydrogen bond by the side chain carbonyl oxygen to the i+1 amide 

proton.  This side chain-residue turn is analogous to the residue-residue interaction in 

certain β-turns, and thus Duddy et al. hypothesized an Asx and β-turn mimicry (150). 

Our results offer limited information into the sampling of various Asx turns for Asp and 

Asn.  Nevertheless, a comparison warrants mentioning.  Our ψ-angle distributions can 

be related to the angle ψe in these turns, where ψe= ψ+120°.  The majority of our ψ-

angle distribution is centered on 0° and 170°.  These would correspond to 120° and -

110° in Asx-turns.  Interestingly, a large fraction of the distribution for the ψe angle in 

these turns is located at these values.  Additional information could be gained by 

estimating the distributions of the χ1 rotamer angles, which relate to the φe angles in 

these turns. 

The residues that do not fit into the above categories of steric bulk are S, C and to a 

lesser extent T, whose composition is close to some of the aliphatic residues but for the 

replacement of a β-hydrogen or methyl group by a hydroxyl or thiol group. However, a 

hydroxyl or thiol group can act as an acceptor for hydrogen bonding itself, which, in 

turn, can disrupt the solvent (H2O) network, which stabilizes PPII as discussed before.  In 

addition to destabilizing PPII, regions according to the dihedral angles adopted by the 

i+2 residue in types I/I’ and II/II’ β-turns.  Also, recent investigations of the PDB reveal 

that the side chains of these polar residues (S and T) are involved in a unique type of 
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turn, termed an ST-turn (151).  These turns involve a side chain-backbone interaction 

that is stabilized by an OH of the ser/thr side chain hydrogen bonded to the amide 

proton of the i+1 residue creating a somewhat stable nine member ring.  It is unclear 

whether cysteine exhibits this same effect in stabilizing side chain-residue turn 

structures, although we speculate that it would.  Concerning the ST-turn population, our 

results offer limited information.  The relationship between the ψ backbone angle and 

the ψ angle found in these turns (ψe) is ψe≈ ψ+120°.  The ψ-distributions for these 

residues occur at 170° and 0°, which would correspond to ψe values of -110° and 120°.  

These values match with the distributions for type II’ and II ST-turns, respectively.  

Additional information could be gained by estimating the preference of the χ1 rotamer 

angles, which would relate to the φe angle of these turns. 

6.2 Comparison to Coil Libraries  
Coil libraries are generally considered as suitable tools to explore the conformational 

propensities of amino acid residues in unfolded peptides and proteins (61, 152-154). 

They are used, e.g., to calculate expectation values for J-coupling constants which can 

then be used with experimental values of residues in unfolded peptides and proteins to 

identify deviations from a statistical coil behavior (155, 156). However, owing to the 

existence of nearest neighbor and second neighbor interactions, the thus obtained 

results do not necessarily reflect the intrinsic propensities of amino acid residues, as 

they were inferred from the present study, because the values extracted from coil 

libraries reflect the fact that nucleation has already occurred. A comparison to these 

values is useful nevertheless to compare the extent of the nucleation process in the 
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regions that are supposedly representative of the unfolded state. The most noticeable 

difference between the intrinsic distributions inferred from our data and coil libraries is 

the fact that the latter exhibit much larger fractions of helical conformations (66, 152). 

Even the most restricted data set of Jha et al., for which helices, sheets, turns and pre-

proline residues were omitted, shows helical fractions varying between ca. 0.18 for 

valine and nearly 0.4 for aspartic acid and threonine (if glycine and proline are 

neglected). We must therefore conclude that this effective helical propensity is induced 

by nearest neighbor or even non-nearest neighbor interactions. With respect to PPII, the 

values obtained from the restricted coil library, referred to as 𝑐𝛼𝛽𝑡
𝑖𝑛𝑡𝑒𝑟𝑛 in Jha et al., are 

well below (by 0.10-0.20) the propensities obtained from our study of A, R, S, C, T, K, E, 

and M, whereas both agree rather well for V, I, F, Y, N and L. Concerning the β 

propensities, the values obtained from the restricted coil library lie well below our 

values for E and K, while the respective values for V, L, F, Y, T, S, D and M are 

comparable. For A, the value obtained from the coil library (0.25) is much higher than 

our value (0.06) obtained for the β-strand propensity. The same can be said for R, N, C 

and I.  This comparison seems to suggest that the propensities of residues with long and 

bulky side chains are less affected by their respective contexts in a peptide or protein 

than residues with short (A), polar (S, T) or charged (E, K) side chains, which is a 

somewhat surprising observation since bulky residues are considered as more effective 

in modulating the conformational propensities of their neighbors (61). It is noteworthy 

that the centers of our PPII distributions are generally rather close to those obtained 

from coil libraries. Most of our β-like distributions deviate from the coordinates found in 
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coil libraries.  These differences can be viewed, e.g. in the β distributions of V, F and L, 

which were found to be located in the aβt-region (φ,ψ) = (-99°, 170°), (-100°, 160°) and 

(-98°, 160°), respectively. These coordinates are rather different from the canonical 

values obtained in parallel and antiparallel β-sheets. For the restricted coil library, the 

centers of the β distributions for V and F are also not represented by canonical β-sheet 

values, though the differences are not as pronounced as they are for our values. 

6.3 Comparison to Theoretical Studies 
Computational studies of conformational propensities have thus far focused mostly on 

alanine. The work of Tran et al. (73) is an exception in this regard, in that these authors 

used Monte-Carlo simulations to study the propensity of all 20 amino acids and their 

context dependencies. Here we focus on the results that they obtained for the residues 

investigated in the present study in a glycine rich context. Figure 18 depicts a comparison 

of PPII propensities discussed here with that reported by Tran et al. It should be noted 

that in Figure 18, the values in the histogram of Tran et al. include the fractions found in 

the sub-ensembles of PII and Phyp, which is defined by the region (-100° < φ < -60°, 100° 

< ψ < 140°).  As seen in Figure 18, our results correlate well with those of Tran et al., 

except for alanine, leucine, arginine, threonine and aspartic acid.  Interestingly, these 

residues are close to the maximum or minimum of our PPII propensity hierarchy.  The 

results for residues with intermediate PPII propensity agree well with Tran et al. in this 

context.  With respect to PPII, they obtained very similar propensity values between 0.4 

and 0.5 (these numbers are the sum of what Tran et al. called PII and Phyp). Leucine again 

departs from this pattern in that the authors found its distribution dominated by a 
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conformational sub-ensemble located in the transition region between PPII and the 

antiparallel β-strand coordinate. As indicated above, the respective distribution we 

obtained for GLG attributes 24% of the total ensemble to a region, which heavily 

overlaps with the PII/Phyp⇔βA/P transition region of Tran et al. Interestingly, Tran et al. 

also obtained a substantial population for V and I in this region, which also agrees with 

our results. If we consider our extended helical region propensities, there is an 

agreement with the helical propensities reported for the simulations of L, C, T and D by 

Tran et al.  The rest of the considered residues have overestimated helical propensities, 

mostly at the expense of the β-strand content, which is underestimated.  

 

Figure 18: Histograms comparing results for the PPII propensity (χPPII) of individual amino acids in GxG (this study) 
(left side: light blue), GGxGG (Shi et al. (72)) (middle: dark blue) and G4xG4 (Tran et al. (73)) (right side: green). 
Amino acids are indicated on the x-axis by one letter codes. 

More recent work of the Pappu group is noteworthy in this context. Vitalis and Pappu 

employed a new model for implicit solvation together with various force fields to 

explore the conformational manifold sampled by Ac-x-Nme peptides in water (x again 

represents different amino acids) (157).  They judged the validity of their simulations by 
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comparing them with the respective 3J(HN,Hα) coupling constants of x residues.  

Generally, they found a good agreement between simulation and experiment for OPLS-

AA and Amber force fields, but not for alanine for which the 3J(HN,Hα) was constantly 

overestimated.  This underscores that the peculiarity of alanine is still not fully 

understood.    

6.4 Comparison to Experimental Studies 
Kallenbach and coworkers reported a comprehensive list of experimentally determined 

intrinsic amino acid propensities for all 20 naturally occurring amino acids (158). Their 

values were obtained by analyzing the corresponding 3J(HN,Hα) constants of the guest 

residues in Ac-GGXGG-NH2 in terms of a mixture of two different (representative) 

conformations of the PPII and β-strand sub-ensembles. Figure 18 shows a histogram 

comparing our estimated PPII propensities to those obtained by Shi et al. for the 

investigated amino acids. Our results agree well with the residues we determined to 

have a PPII propensity larger than 50% (A, M, R, L, E, C and K).  The most significant 

discrepancies were obtained for S, V and D. These discrepancies are partially due to 

differences between the respective 3J(HN,Hα) coupling constants, in that our values are 

much higher (by >0.4) for these three residues. The higher coupling constants translate 

to a larger average negative φ angle, corresponding to a larger fraction of β 

conformations. As a consequence, our PPII propensities are much lower, particularly for 

V and S, than those reported by Shi et al. (i.e. 0.74 and 0.77, respectively) (158). The 

differences between the data provided by Kallenbach and our data may also arise, In 

part, from differences in measuring the 3J(HN,Hα) coupling constants.  Also, the fact that 
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authors chose only two representative conformations to analyze the data is 

problematic.  Other conformations with φ-angles that correspond to coupling constants 

in the range of the values reported by Shi et al. have not been considered as they have 

been for the current study.  The main differences in comparing the results reported here 

and the results of Shi et al. are seen in the polar residues as well as for D, V, F and Y.  

Similarly to what we report here, deviations from canonical PPII UVCD spectra in the 

region >200nm are seen for the aforementioned residues where our results differ.  

These deviations imply that sampling of conformations other than PPII occur for these 

residues.  As previously detailed in this section, this is indeed what we see for these 

residues. 

It is noteworthy in this context that Avbelj and coworkers used 3J(HN,Hα) NMR coupling 

constants, in combination with IR and Raman spectroscopy, to determine 

conformational preferences of amino acids in a dipeptide context, and reported PPII 

fractions of 0.68 and 0.53 and β fractions of 0.17 and 0.43 for alanine and valine, 

respectively (159). The authors considered three representative conformations, and 

report only minor helical fractions. Qualitatively, their results point into the same 

direction as ours. Some earlier papers report propensities for residues in a non-glycine 

context. Creamer and coworkers used a P3xP3 host-guest system to derive PPII 

propensities for A, V, L, I, N and M (160).  The respective values are listed in Table 4. 

Their PPII propensities, compared with our results, are lower for alanine and higher for 

valine, isoleucine and asparagine. 
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AA  3J(HN,Hα) 
Χ(PPII)a  

3J(HN,Hα) 
Χ(PPII)b  

3J(HN,Hα) 
Χ(PPII) c 

3J(HN,Hα)d  3J(HN,Hα)e   
Χ(PPII)f  

A  6.11 
(0.79)  

5.73 
(0.82)  

6.02  
(0.63) 

6.08  6.1  0.63  

V  7.46 
(0.40)  

7.05 
(0.74)  

7.32  
(0.53) 

7.55  7.2  0.49  

I 7.47 
(0.42)  

7.52 
(0.52)  

7.37  
 

7.50  7.1  0.50  

L  6.78 
(0.56)  

7.15 
(0.57)  

6.84  
 

6.99  6.8  0.58  

F  7.45 
(0.42)  

6.97 
(0.64)  

7.17  
 

7.35  7.3  - 

Y 7.37 
(0.43)  

6.91 
(0.63)  

7.12  
 

7.31  7.8  - 

E  6.99 
(0.54)  

6.78 
(0.68)  

7.02  
 

6.50  6.7  - 

D 7.44 
(0.04)  

7.50 
(0.55)  

7.51  
 

6.93 7.8  - 

R 6.66 
(0.62)  

7.20 
(0.64)  

6.91  
 

6.92  6.9  - 

K  6.60 
(0.50)  

7.10 
(0.58)  

6.85  
 

6.92  7.0  - 

M  7.08 
(0.64)  

7.70 
(0.50)  

7.09  
 

6.97  7.1  0.57  

S  6.99 
(0.45)  

6.30 
(0.77)  

7.05  
 

6.62  7.0  - 

T  7.73 
(0.35)  

7.65 
(0.55)  

7.32  
 

7.64  7.9  - 

C  7.29 
(0.51)  

7.60 
(0.56)  

7.30  
 

7.10  7.3  - 

N  7.53 
(0.46)  

7.57 
(0.67)  

7.50  
 

7.29  7.7  0.55 

Table 4:  Comparisons of 3J(HNHα) NMR coupling constants, and in parentheses, PPII fractions, for individual amino 
acids indicated for different studies. aResults found in this study; bResults from Shi et al. in a GGXGG context (72); c 
NMR and vibrational spectroscopic results obtained from Avbelj and coworkers for amino acid dipeptides (79, 159); 
d 3J-coupling constants from a GGXGG study using 6M GdmHCl by Plaxco et al. (161); e 3J-Coupling constants 
obtained from distributions of φ values from coil libraries (79); f PPII propensities estimated by Creamer and 
coworkers for the X residue in P3XP3 peptides (97). 

 

Eker et al. used average conformations of several AxA peptides to illustrate the different 

propensities of guests residues (71). The authors then interpreted their results 

qualitatively in terms of a two conformer (PPII and β-strand) model. In agreement with 

our findings, their results suggest rather mixed populations for S, M, F and L. As in other 

earlier studies (162, 163), their obtained PPII propensity of alanine is underestimated.  

Although some of our previous work estimated PPII content of terminal amino acids, a 
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comparison is nevertheless useful (106). For the terminal amino acids in alanine based 

dipeptides, A, K, L, I, S, V and T, Hagarman et al. reported PPII fractions of 0.63, 0.48, 

0.48, 0.39, 0.36, 0.35 and 0.19, respectively.  These values compare surprisingly well 

with what we obtained in the current study, except for alanine and threonine, in view of 

the limited method and nature of the considered residues. 

6.5 Significance of Intrinsic Propensities 
Taken together, new insights emerge from the present study. In contrast to what is 

indicated by coil libraries (62, 69) and MD (93) simulations, all the investigated amino 

acid residues have a very limited (< 0.15) propensity for sets of dihedral angles found 

within those of helical conformations. It is intriguing to transfer our results into the 

parameters of the frequently used Zimm-Bragg theory. In this approach, the product, 

σs, of the nucleation parameter, σ, and the statistical weight of a helical conformation, 

s, reflects the probability of the formation of a peptide/protein segment comprising 3 

helical residues. We switch back to the notation of α-helix in this explanation of 

helixcoil parameters.  Hence, we can estimate, e.g., for alanine σs = (χα/(χPPII+χβ+χγ))
3 

which yields 1.5x10-4. This value is considerably lower than those obtained from host-

guest experiments (~8x10-4). However, one has to consider a rather large uncertainty for 

any of the mole fractions obtained for the minor species of the conformational 

ensemble. A χα value of 0.085 would already be consistent with the experimental σs-

value, which is well in the range of experimental uncertainty. Moreover, computational 

evidence suggests that a helical conformation does not tolerate a β-strand as its 

neighbor (65). It is reasonable to assume that αL and γ-turns can also be excluded so 
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that 3 2(1 )r r PPIIs α ασ χ χ χ = −  . Thus, a value of 0.077 already reproduces the 

experimental σs value. Hence, the low helix propensity derived from our data makes 

perfect sense with respect to known helix⇔coil transition parameters. Based on this 

estimation, one can further conclude that the higher propensities for right-handed 

helical structures indicated by coil libraries suggest that the initiation of helix formation 

is generally more likely in larger proteins than in short peptides, which is in accordance 

with the fact that many helix forming segments of proteins are disordered once they are 

separated from their protein context (164).  

It should be noted in this context that MD simulations generally overestimate the 

nucleation parameters of polyalanine peptides (157), which reflects an overestimation 

of the population of (right-handed) helical conformers in the unfolded state by many 

force fields (157, 165). Exceptions from the rule are the modified Amber force field 

A94/MOD, OPLS/AA/L (166) and the force field of Cornell et al. (167) modified by Garcia 

and Sanbonmatsu (168). It is interesting to note that the modified Amber force field was 

also found to account for the high PPII propensity of alanine (107). 

The studies of Tran et al. (73) and Shi et al. (158) led to the conclusion that PPII is the 

default conformation for most amino acid residues. Our results support this notion only 

for alanine, methionine and arginine and to a lesser extent for leucine, glutamic acid, 

cysteine and lysine, but not for serine, threonine, valine, isoleucine, phenylalanine and 

tyrosine, for which an equal PPII and β-like preference was determined. Alanine is a 

special case in that its PPII propensity exceeds the corresponding propensities of other 

residues even more than suggested by coil libraries (61, 152, 169). While the 
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distributions of the PPII sub-ensembles are all centered close to the canonical value, the 

respective β-strand distributions differ in terms of their positions, and some of them 

depart substantially from the coordinates of parallel and antiparallel β-sheets, in that 

they populate the region between PPII and canonical β-strand troughs of the 

Ramachandran plot.  

Chapter 7 Conclusion  
The results presented here constitute our attempt to provide a sound basis for exploring 

the conformational manifolds of unfolded peptides and proteins and how they relate to 

intrinsic propensities of amino acids in a polypeptide chain. The values reported herein 

reflect a valuable intrinsic propensity scale for a representative subset of amino acids. 

Furthermore, this work emphasizes the necessity to have an indispensible intrinsic 

propensity scale for individual amino acids as a basis for comparison of further context 

dependent studies and the calibration of molecular mechanics force fields for 

computational biochemistry.  
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Section 2: The Conformational Heterogeneity of Cytochrome c 

Chapter 1 Background 

1.1 Cytochrome c 
Electron transport chains are pivotal in natural biological processes such as 

photosynthesis in plants and respiration in animals.  The mitochondrial electron 

transport chain involved in respiration transports electrons from an electron donor, e.g. 

NADH, to an electron acceptor (O2) in the terminal part of the chain through a series of 

redox reactions.  A proton pump gradient is established in connection with these redox 

reactions, which results in the production of ATP and is essential to sustain life.  Involved 

in the electron transport chain are complexes that act as proton pumps and complexes 

that act as electron transporters.  Most of the involved complexes are trans-membrane 

proteins, although cytochrome c is loosely associated to the inner membrane of the 

mitochondria.  The function of cytochrome c in the electron transport chain is to shuttle 

electrons from complex III to complex IV (170) (Figure 19).   

 

Figure 19: Schematic of the mitochondrial electron transport chain 

This relatively small (~12.4kDa) and highly soluble heme protein plays a role in many, 

yet mechanistically undetermined, biological processes in addition to its role in electron 
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transport.  It has been classified as an enzyme in some cases and was shown to exhibit 

peroxidase activity (171, 172).  Also, cytochrome c has been shown to be an essential 

part of programmed cell death or apoptosis (173, 174).  Upon its release from the 

mitochondria, cytochrome c activates caspases, which are ultimately responsible for cell 

death (175).  It has become increasingly evident that cytochrome c undergoes a 

conformational change when bound to anionic phospholipids which is considered to be 

a precursor state to its role in apoptosis, whereupon the aforementioned caspases are 

set off by the aggregation of Apaf-1 upon the binding of the latter to cytochrome c (174, 

176).  The role cytochrome c plays in apoptosis has been shown to require a 

conformational change of the protein (176).  Conformational flexibility of cytochrome c 

regarding its involvement in biological processes is a well-established phenomenon 

(172, 177-179), though the extent of the details of tertiary and secondary structure 

changes has yet to be fully assessed. 

The structure of the native, fully folded cytochrome c has been solved by x-ray 

crystallography and confirmed by various other methods (180-182) (Figure 20).   
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Figure 20: Ribbon structure representation of cytochrome c rendered using VMD software. 

The structure of the so-called native state of this protein, obtained at neutral pH and 

room temperature in solution, is well known (182, 183).  However, it is not clear 

whether this state is the most functionally relevant relating to its biological processes.  

The central iron atom of the heme in cytochrome c is capable of undergoing oxidation 

and reduction.  The reduced state is remarkably stable (184) over a wide range of pH 

and temperature values compared to its oxidized counterpart; it requires temperatures 

of ~100°C and extreme pH values to unfold.  The conformational flexibility of 

ferricytochrome c has been the subject of many recent studies, as it is thought that the 

states adopted at non-native conditions are the ones involved in biological processes.  In 

fact, a conformational change has been monitored upon cytochrome c binding to 

cytochrome oxidase (172, 178, 179).   
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1.2 Non-native States of Ferricytochrome c in Solution 
Conformational flexibility of cytochrome c has not only been observed in biological 

process, but in solution as well. The oxidized state of cytochrome c adopts five different 

states - termed I-V by Theorell and Åkesson (185) - in aqueous solution over the pH 

range 1-12.  These native and non-native states have been characterized by 

spectroscopic methods such as resonance Raman, circular dichroism and absorption 

spectroscopy.  During protein unfolding and denaturation, non-native states represent 

intermediates in the unfolding process (186).  State I is the acid unfolded state at low 

ion concentrations, though an increase in ion binding changes it to a molten globule-like 

state (187). State II is a partially folded structure found in the pH range 2-4, with most of 

its secondary structure intact (188, 189).  The so-called native state, state III, is adopted 

at neutral pH (4-9) and room temperature.  The heme in the native state is proximally 

coordinated to the H18 and distally coordinated to the M80 residue of the surrounding 

protein (Figure 21).  The coordination of the proximal histidine is common in heme 

centered proteins, though cytochrome c differs from more prominent heme proteins 

such as myoglobin and hemoglobin in that its central iron atom is coordinated at both 

axial sites by amino acids of the protein matrix and its heme chromophore is covalently 

linked to the protein through thioether bonds with cysteine residues 14 and 17.  The 

sequence Cys-X-X-Cys-His is a conserved heme attachment motif in c-type cytochromes.   
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Figure 21: Active site environment of oxidized cytochrome c showing the most relevant amino acids coordinating 
the protein to the heme, rendered from VMD software. 

An increase in pH induces a conformational change to state IV, known as the alkaline 

transition, which is identified by a misligation of the M80-heme iron linkage to one of 

two lysine residues, K73 or K79, in close proximity to the heme crevice (190-193).  States 

IVa and IVb denote the fact that population of these states involve the sixth coordination 

of different lysine ligands, 73 and 79, respectively (192, 194).  Assfalg et al. showed that 

the proximal side of the heme maintains its secondary and tertiary structure upon an 

increase in pH up to 11, though the distal side of the heme experiences an increased 

solvent exposure along with its misligation from M80 to K73 (195).  Upon further 

increase in pH, another alkaline state, state V, is adopted where sixth ligand is unknown 

(192).  They argue that the ε-amino acid side chains of the ligated lysines in state IV are 

replaced by strong field ligands in the pH range where state V is populated. The 

candidates for this ligation are hydroxides or alkoxides.  These can be provided by water 

or the side chains of, e.g. Tyr or Thr.  In fact, they identified three plausible candidates 

within close proximity to the heme; Tyr 67, Thr 78 and Wat 166.  They excluded the Tyr 

and Thr based on similarities between the wild-type and Tyr67Phe and Thr78Ala 
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mutants’ resonance Raman spectra for state V.  They concluded that the most probable 

ligand is deprotonated water (Wat 166). 

1.3 695nm Charge Transfer Band 
A prominent spectral marker band used to probe the Fe-M80 ligation is the frequently 

investigated 695nm charge transfer (CT) band in the absorption and CD spectra, making 

it an optimal candidate to mirror the alkaline transition due to the replacement of M80 

as a ligand during this transition (196, 197).  Theorell and Åkesson first described this 

band (198), and later detailed its disappearance at pH values <2.5 and >9.35 (185).  

Schejter and George showed that this band disappears or loses intensity at high 

temperatures and in the presence of denaturing conditions (196).  The 695nm band thus 

serves as a tool to probe chemically and thermally denatured states where M80 has 

been replaced as a sixth ligand, which also occurs in the binding of cytochrome c to 

cardiolipin containing phospholipids (199). Previously, Eaton and Hochstrasser assigned 

this band to as an A2u porphyrin A1g (dz
2) iron CT transition (200).  More recently this 

band has been attributed to an S(pz)  Fe3+(dxy) CT transition (201), which is consistent 

with its disappearance upon misligation of the methionine distal ligation.  Hence, the 

695nm charge transfer band is commonly used to probe the integrity of the sixth 

coordination of the heme to M80.   

1.4 Thermal Intermediate States 
The thermal stability of cytochrome c depends on the redox state of the heme iron.  

Ferricytochrome c begins unfolding at relatively low temperatures (40° C) compared to 

that of the ferrous state, which requires much higher temperatures (~100° C) to unfold.  
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The thermal transition of the oxidized protein involves the population of a 

thermodynamic intermediate state, termed state IIIh, in the temperature range from 50-

60° C, before the final step of unfolding into state U occurs at temperatures above 70° C 

(197).  The transition into the thermally populated intermediate state can again be 

probed by the aforementioned 695nm CT band, which loses significant intensity due to 

the weakening of the Fe-M80 ligation as the protein unfolds.  It was argued that the 

M80 coordination is replaced upon population of the thermal intermediate (186).  It is 

known that both transitions cause a decrease in the redox potential (202).  A drastic 

decrease in the effective pK-value of the alkaline transition upon increasing temperature 

was observed, leading the authors to state that an appreciable fraction of state IV could 

be populated at neutral pH in the intermediate temperature range (186).  Using this 

argument, Taler et al. rationalized that the states IIIh and IV were identical based on a 

detailed NMR study.  A decrease in this pK-value has certainly been observed elsewhere, 

though several findings contradict the correspondence of the alkaline and thermally 

populated states (191, 202).  Battistuzzi et al. showed that the van’t Hoff plot of the 

apparent pK-value of the alkaline transition is biphasic, which these authors interpreted 

as indicative of the existence of a neutral high temperature state which is neither 

identical with the alkaline nor with the native state (191).  Questions have arisen 

regarding the comparability of temperature and pH induced non-native states of 

cytochrome c, which indicate the necessity to thermodynamically and structurally 

characterize the former and the latter in more detail.  
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1.5 Solution Conditions 
Many studies aimed at elucidating the structure-function relationship of cytochrome c 

have been performed using different solution conditions.  For instance, an array of 

buffers, buffer concentrations and salt concentrations as well as various stabilizing 

agents are used throughout different studies.  The surface of cytochrome c is highly 

charged (+8) at neutral pH values which makes the protein susceptible to electrostatic 

interactions with the ions in solution.  The Sola group has shown that anions like Cl-, 

HPO4
2-, HCO3

-, NO3
-, and SO4

2- as well as others bind to the positive patches of the 

protein (203).  It has been accepted in the past that anion binding to these patches has a 

negligible effect on the structure and heme environment of the protein.  Some studies 

have confirmed the ionic effects on the solution structure of cytochrome c.  Feng and 

Englander reported salt-dependent chemical-shift changes in the area of residues 83-89 

(204).  Moench et al. reported that the distance between F82 and the heme decreases 

upon an increase in ionic strength (205).  According to Trewhella et al., who used small 

angle X-ray scattering to estimate the solution structures of reduced and oxidized horse 

heart cytochrome c, the protein expands at low and compresses at high ionic strength 

(206).  Liu et al. used resonance Raman spectroscopy to detect that Tyr 48 and Trp 59 

are in fact affected by changes in ionic strength (207). 

1.6 Heme-Protein Interactions 
The functions of heme proteins are vast, though a majority of these proteins have 

structurally similar active sites.  Functional properties of heme proteins have been 

related to the interaction of the prosthetic heme group and its surrounding protein 

matrix, in particular, the side chains of the residues in the surrounding heme cavity.  For 
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instance, in hemoglobin, a doming deformation involving an out-of-plane displacement 

of the iron atom in the heme which is induced by the proximal ligation allows for an 

oxygen molecule to bind, which then triggers the onset of a relaxed conformation of the 

remaining subunits, inducing a higher oxygen affinity, which gives this protein its 

essential biological function.  Cytochrome c belongs to an important class of redox 

active proteins, where the comparatively high reduction potential of the former is 

predominantly due to the sulfur of the distal coordination and the influence of the 

internal electric field. In this context, the perturbations of the heme imposed by its 

surroundings, i.e. the protein matrix and peripheral substituents are particularly 

relevant in destabilizing its redox potential.  Although it is still a matter of debate, point 

mutations of yeast cytochrome c which make the protein more analogous to the horse 

heart protein are known to decrease the redox potential of the former.  It is thought 

that this effect is due to a decreased ruffling deformation based on the fact that studies 

on Zn-porphyrins suggest that out-of-plane deformations decrease the redox potential 

substantially (208).  INDO/s calculations indicate that reduction potentials of the 

conjugated ring and metal are affected by ruffling (208).  Heme-protein interactions 

have been probed by various spectroscopic techniques such as resonance Raman, 

absorption, circular dichroism, EPR, NMR and photon echo spectroscopy, although X-ray 

crystallography is considered to be the most accurate method to probe heme 

distortions.  It has become increasingly evident that even small distortions, 

undetectable in X-ray structures, are functionally relevant.  Taking this into 
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consideration, the exploration of these distortions and their functional significance is of 

the utmost importance.   

1.7 Introduction 
For the studies described in this thesis, we have used polarized resonance Raman, 

absorption and circular dichroism spectroscopy to probe functionally relevant 

distortions of the heme as well as tertiary and secondary structure changes of the 

surrounding protein environment.  We also identify thermodynamic intermediates in 

the pH and temperature induced unfolding landscape of ferricytochrome c.  In what 

follows, a brief background of absorption and CD spectroscopy will be given.  After that, 

the origin of distinct optical bands in the absorption spectrum of metal porphyrins, 

known as the Gouterman four-orbital model will be discussed.  Electronic and vibronic 

perturbations and their influences on absorption and CD spectra will be highlighted.  

Then, resonance Raman scattering of metal porphyrins and its usability for probing in-

plane and out-of-plane distortions of the prosthetic heme group will be explained.  The 

results section is then organized as follows.  The results are presented where CD and 

absorption spectroscopy were used as tools to resolve the splitting of the optical bands 

into their individual components, as well as to decompose the 695nm CT band into 

individual subbands.  We then use the heterogeneity of the 695nm band to probe the 

thermal unfolding of oxidized cytochrome c.  We use this band combined with observed 

changes in a different heme absorption band, namely the Soret band, to identify the 

role of acetate and monohydrogen phosphate anions in solution.  The CT band was 

subsequently used to identify an intermediate involved in the alkaline transition, which 
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is populated at low ionic strength conditions.  After that, the results of a study using CD 

and absorption spectroscopy of the Soret and CT bands to elucidate the structural and 

thermodynamic distinction of states IIIh and IV, as well as structurally and 

thermodynamically characterize the alkaline states, are presented.  Finally, we used the 

depolarization ratios and normalized intensities of a number of Raman bands from 

Raman active in-plane and out-of-plane modes to identify and quantitatively compare 

in-plane and out-of-plane distortions of the heme group in three different 

ferrocytochrome c isoforms.   
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Chapter 2 Theoretical Background 

2.1 Theory of absorption and circular dichroism 
Electronic circular dichroism has been used frequently in the past to estimate secondary 

structure fractions and tertiary structure changes of peptides and proteins.  It was not 

until recently that the growth in understanding of the theory and improvement in 

instrumentation allowed for an accurate quantitative determination of secondary 

structure for proteins and peptides and changes in tertiary structure for proteins with 

chromophores.  The combination of visible absorption and CD spectroscopies has 

recently been used to explore specific heme protein interactions transduced through 

space by the internal electric field in the heme pocket (209-212).  Visible circular 

dichroism and absorption spectroscopy probe the heme environment in cytochrome c.  

Specifically, CD probes the chirality of the heme environment.  We use the two 

techniques in combination to probe functionally relevant structural changes in the heme 

vicinity upon populations of non-native conformational states of oxidized cytochrome c. 

The basic theory of absorption is well known and the theory of circular dichroism has 

been described elsewhere (213), so this section will be confined to a brief description of 

both.  Absorption at a given wavenumber can be explained by the well known Beer-

Lambert law: 

                                                              

𝐴(𝜈�) = 𝜀(𝜈�)𝑙𝑐 

     (14) 
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Where ε is the molar extinction coefficient at the respective wavenumber, l is the 

pathlength in cm that light travels through the sample and c is the concentration 

expressed in molar units. The former is typically expressed in units of M-1*cm-1 and 

reflects the capability of the medium to interact with the incident radiation field and can 

be represented by a superposition of Voigtian profiles for electronically allowed 

transitions: 

                                       

𝜀(𝜈�) = �
1

𝜎𝑙√2𝜋
�

𝑓𝑙Γ𝑙/2𝜋
((𝜈�𝑙) − (𝜈�))2 + Γ𝑙2

∞

−∞𝑙

𝑒−(𝜈�−𝜈�𝑙)/2𝜎𝑙
2
𝑑𝜈� 

 (15) 

where 

                                        

𝑓𝑙 = 𝐴𝜀𝜈�𝑙|⟨𝑙|𝜇⃗|𝑔⟩|2 = 𝐴𝜀𝜈�𝑙 ��𝜓𝑙∗𝜇⃗ 𝜓𝑔𝑑3𝑟�
2
 

  (16) 

is the oscillator strength associated with the dipole 𝜇⃗ induced by the radiation field.  

𝜓𝑙,𝑔 are the electronic wavefunctions of the states |g> and |l>.  Aε = 108.92 D-1 M-1 cm-1 

(D: Debye=10-18 esu⋅cm). The transition dipole moment is defined as: 
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𝜇⃗ = �𝑒
𝑖

𝑟𝚤��⃗  

    (17) 

where e is the elementary charge and 𝑟𝚤��⃗  is the coordinate of the i-th electron with 

respect to an arbitrary coordinate system. The transition dipole moment couples the 

ground state |g> to the excited state |l> by absorbing a photon from the radiation field.  

𝜈�𝑙 is the wavenumber corresponding to the energy difference between |l>  and |g>. Γl 

and σl are the halfwidths at half maximum of the Lorentzian and Gaussian profiles, 

respectively associated with the excitation of state |l>.  The halfwidth of a Lorentzian 

profile reflects the lifetime of the excited state, while the halfwidth of a Gaussian profile 

reflects the inhomogeneous broadening.   

Circular dichroism can be considered as a measure of chirality because it is defined as 

the differential absorption of right- and left-handed circular polarized light: 

                                                

∆𝜀̃(𝜈�𝑙) = 𝜀𝐿̃(𝜈�𝑙) − 𝜀𝑅̃(𝜈�𝑙) 

   (18) 

This difference cannot be accounted for by solely considering the electronic dipole 

moment, because they would be equal for both field rotations.  However, the radiation 

field also induces a magnetic moment:  



 

95 | P a g e  
 

                                                            

𝑚��⃗ =
𝑒

2𝑚𝑒
�𝐿�⃗ 𝑖
𝑖

 

    (19) 

which may couple the ground and excited states, where me is the mass of a resting 

electron and 𝐿�⃗ 𝑖  is the angular momentum operator associated with the i-th electron.  If 

one considers contributions from both the electronic and magnetic transition dipole 

moments, the effective oscillator strength for each field rotation (L, R) is written as: 

𝑓𝑙
𝐿,𝑅 = 𝐴𝜀𝜈�𝑙(⟨𝑙|𝜇⃗|𝑔⟩ +  𝐼𝑚⟨𝑙|𝑚��⃗ |𝑔⟩)(⟨𝑙|𝜇⃗|𝑔⟩ − 𝐼𝑚⟨𝑙|𝑚��⃗ |𝑔⟩) = 𝑓𝑙 + 𝐺𝑙 ± 2𝑅𝑙  

 (20) 

The magnetic moment is imaginary and the term 

                                               
𝑅𝑙 = 𝐼𝑚(⟨𝑙|𝜇⃗|𝑔⟩⟨𝑙|𝑚��⃗ |𝑔⟩) 

   (21) 

is the rotational strength of the transition.  The term 𝐺𝑙  is the oscillator strength of the 

magnetic transition.  The magnetic dipole moment exhibits rotational symmetry so that 

the respective transition requires circular polarized light.  By substituting fl with 𝑓𝑙
𝐿,𝑅, the 

extinction profiles for left and right handed circular polarized light can be calculated.  

The CD spectrum is the difference of the former and the latter and can be written again 

as the superposition of Voigtian profiles: 

Δ𝜀(𝜈�) = �
1

𝜎𝑙√2𝜋
�

𝑅𝑙Γ𝑙/2𝜋
((𝜈�𝑙) − (𝜈�))2 + Γ𝑙

2

∞

−∞𝑙

𝑒−(𝜈�−𝜈�𝑙)/2𝜎𝑙
2
𝑑𝜈�           

(22) 
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𝑅𝑙  can be either positive or negative, thus giving rise to positive and negative Cotton 

bands.  One would expect the shapes of corresponding CD and absorption band profiles 

to be identical in the case where the profiles from different transitions do not overlap.  

In molecules, however, this is not the case, where absorption bands are comprised of a 

series of subbands arising from multiple transitions into excited vibrational states 

coupled to the excited electronic state.  The shapes of corresponding CD and absorption 

profiles associated with the same electronic transition should still be identical 

irrespective of the underlying vibronic structure in the case where strong non-Condon 

coupling is absent (214, 215).  This is because the electronic and magnetic transition 

dipole moments and their relative orientations are independent on the involved 

vibrational states.  If the profiles of different electronic transitions substantially overlap, 

the situation changes and the band shapes of the CD and absorption profiles cannot be 

assumed to be identical.  Similarly, if the rotational strengths of the overlapping 

individual transitions carry opposite signs, the previous statement holds true.  The latter 

is exactly the case for the native state of cytochrome c.  These facts along with 

experimental values such as the difference between peak positions and halfwidths of 

individual profiles can be used to reproduce the CD and absorption spectra of 

cytochrome c.   

2.2 Four-Orbital Model 
The absorption spectrum of cytochrome c stems from the canonical absorption 

spectrum of a metal porphyrin, seen in Figure 22.  In this figure, two absorption bands 

dominate the spectrum, namely the B (Soret) and Q-bands.  
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Figure 22: Taken from ref (216) and modified.  Visible absorption spectrum of NIckeloctaethylporphyrin in CS2. 

The heme chromophore in cytochrome c is a macrocyclic molecule called a metal 

porphyrin.  Unsubstituted Planar metal porphyrins have D4h symmetry.  Simpson 

analogized a porphyrin to an 18-membered cyclic polyene (217).  Upon interacting with 

electromagnetic radiation the delocalization of the π-electrons on the ring gives rise to 

ππ* transitions in the visible regime.  The π-molecular orbitals are antisymmetric with 

respect to the inversion center constituted by the metal ion and thus transform like the 

irreducible representations A1u, A2u, B1u, B2u and Eg (218).  The HOMOs transform like A1u 

and A2u and the LUMOs transform like Eg.  The electronic transitions from A1u and A2u to 

Eg do not account for the characteristics of the absorption spectrum of porphyrins like 
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the frequency position of two of the observed bands, the difference in intensity of the 

experimental B0 and Q0 bands and the presence of the Bv and Qv bands.   

The theoretical basis of the absorption spectra of porphyrins has been developed in 

considerable detail by Gouterman and coworkers (219) and later by others (220).  

Consequently this theory is known as the Gouterman four-orbital model.  In what 

follows a condensed version of this will be presented.  The cyclic polyene theory 

undoubtedly accounts for the appearance of two bands, namely the near-UV and visible 

bands.  This theory does not consider electron-electron interaction.  To account for this 

interaction, the Schrödinger equation was modified to include a two-electron operator 

which accounts for the Coulomb interaction and couples the electronic configurations 

related to the same symmetry, which is known as configuration interaction.  The 

representations, 1uA , 2uA , gxE , and gyE  characterize the orbitals denoted by 

Gouterman as the two HOMOs and two LUMOs, respectively, which resulted from linear 

combinations of atomic orbitals-molecular orbital (LCAO-MO) calculations.  The 

electronic transitions from the two HOMOs to the LUMO give rise to four different 

electronic configurations which are consequently described by the following 

wavefunctions: 

1

2

3

4

µ
µ
µ
µ

 =

1

1

2

2

u gx

u gy

u gx

u gy

A E
A E
A E
A E

            (23a)
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The wavefunction |𝐴1𝑢��𝐸𝑔𝑥〉 signifies that one electron has been transferred from the 

HOMO (A1u) to the LUMO (Egx).  �|𝜇𝑖 �〉 provides the basis for which to formulate the 

electronic wavefunctions: 

| �Ψ𝑛〉 = ��𝑏𝑛𝑖| �𝜇𝑖〉�
4

𝑖=1

 

(23b) 

The coefficients, bni are found by diagonalizing the electronic Hamiltonian: 

𝐻�𝑒𝑙 =

⎣
⎢
⎢
⎢
⎢
⎡𝐸𝐴1𝑢𝐸𝑔𝑥 0 0 𝛿

2�

0 𝐸𝐴1𝑢𝐸𝑔𝑦
−𝛿

2� 0

0 −𝛿
2� 𝐸𝐴2𝑢𝐸𝑔𝑥 0

𝛿
2� 0 0 𝐸𝐴2𝑢𝐸𝑔𝑦⎦

⎥
⎥
⎥
⎥
⎤

 

             (24) 

Where 𝛿 = 2�𝐴2𝑢𝐸𝑔𝜌�∑ 𝑈𝑒𝑒(𝑟𝑖, 𝑟𝑗𝑖<𝑗 )�𝐴1𝑢𝐸𝑔𝜎� and ρ≠σ=x,y.  𝑈𝑒𝑒(𝑟𝑖, 𝑟𝑗) is the two 

electron operator which accounts for configuration interaction, (𝑟𝑖, 𝑟𝑗) are electronic 

coordinates and 𝐸𝐴1𝑢𝐸𝑔𝜌  and 𝐸𝐴2𝑢𝐸𝑔𝜎  are the energies of the individual configurations. 

In the case of configuration interaction 1u gxA E  and 1u gyA E couple with 2u gxA E  and 

2u gyA E .  The total wavefunction can be written as a linear combination of these 

wavefunctions.  It is convenient to start by considering that the unperturbed molecular 

orbitals are accidentally degenerate so that 𝐸𝐴2𝑢 = 𝐸𝐴1𝑢.  The electronic states are then 
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given by a 50:50 mixing of the state vectors of the above configurations in the 

nomenclature of Schweitzer-Stenner (220) as: 

0 ( 1/ 2)
2 12x u gx u gyB A E A E−  = −      

(25a) 

0 ( 1/ 2)
2 12y u gy u gxB A E A E−  = +      

(25b) 

0 ( 1/ 2)
2 12x u gx u gyQ A E A E−  = +      

(25c) 

0 ( 1/ 2)
2 12y u gy u gxQ A E A E−  = −      

(25d) 

Two-fold degenerate electronic eigenstates 0
xyB  and 0

xyQ  are obtained which 

transform like the irreducible representation Eu in D4h symmetry.  Configuration 

interaction leads to an energy separation between the two electronic states: 

                                       

Δ𝐸 = 𝐸𝐵0−𝐸𝑄0 = 𝛿 

                              (26) 

Using equations 25a-d, the electronic transition dipole moments are calculated as: 

                

𝑅𝐵𝜎0 = ( 1/ 2)2 − �A2uEgσ�Rσ�g� + �A1uEgσ�Rσ�g� 

            (27a) 
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𝑅𝑄𝜎0 = ( 1/ 2)2 − �A2uEgσ�Rσ�g� − �A1uEgσ�Rσ�g� 

            (27b) 

Where σ=x,y and �|𝑔�〉 is the ground state.  The matrix elements �A2uEgσ�Rσ�g� and 

�A1uEgσ�Rσ�g� turned out to be nearly identical for the molecular orbitals of Longuet-

Higgins et al. (218) which makes the transition from the ground into the Q0 state nearly 

forbidden.  In contrast to the assumed ideal state, the energies 𝐸𝐴1𝑢𝐸𝑔𝜌  and 𝐸𝐴2𝑢𝐸𝑔𝜎  are 

not accidentally degenerate due to a one electron interaction between 0
xyB  and 

0
xyQ  which in turn causes the 50:50 mixed states to unmix and thus makes the 

transition into the excited Q0-state allowed.  The corresponding interaction matrix is 

written as: 

                  

𝐻𝑒𝑙′ =

⎣
⎢
⎢
⎢
⎡ 𝐸𝑄𝑥

0 0 𝛿𝐴1𝑔 0
0 𝐸𝑄𝑦0 0 𝛿𝐴1𝑔

𝛿𝐴1𝑔 0 𝐸𝐵𝑥0 0
0 𝛿𝐴1𝑔 0 𝐸𝐵𝑦0 ⎦

⎥
⎥
⎥
⎤

 

                      (28) 

Where 𝛿𝐴1𝑔 = �𝑄𝑥𝑦0 � ∑ 𝜕𝐻el/𝜕𝑞𝑖
𝐴1𝑔

𝑖 �𝐵𝑥𝑦0 �𝜕𝑞𝑖
𝐴1𝑔 reflects the coupling of the 50:50 mixed 

states due to changes in electronic energy along coordinates 𝑞𝑖
𝐴1𝑔.  Changes along these 

coordinates do not change the symmetry of the porphyrin.  A1g is the totally symmetric 

representation of the point group D4h.  A deformation of this type can be achieved by 

changing the oxidation state of the central metal ion, where in response, the ionic 
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radius changes inducing a totally symmetric perturbation of the porphyrin macrocycle.  

Solving the Schrödinger equation using the electronic Hamiltonian in eq. 28 results in: 

          

| �𝑄𝜎〉� = 𝑐𝑜𝑠𝜈| �𝑄𝜎0〉� − 𝑠𝑖𝑛𝜈| �𝐵𝜎0〉� 

                   (29a) 

    

| �𝐵𝜎〉� = 𝑠𝑖𝑛𝜈| �𝑄𝜎0〉� + 𝑐𝑜𝑠𝜈| �𝐵𝜎0〉� 

           (29b) 

Where σ=x,y and the unmixing parameter ν is written as: 

𝑡𝑎𝑛𝜈 =
𝛿𝐴1𝑔
𝐸𝐵0−𝐸𝑄0

      

(30) 

The one-electron interaction 𝛿𝐴1𝑔 separates the B0 and Q0 bands further apart and 

redistributes intensity from the B0 to the Q0 band.   

This description of the electronic states coupling to nuclear motions has thus far 

neglected.  Vibrational side bands are present in both the B- and Q-bands, denoted with 

a subscript, v.  A vibronic approach is necessary to describe these side bands which 

reflect the transitions, 01, from the electronic and vibrational ground state into the 

first excited state of various vibrational modes in the heme group.   

Vibronic sidebands arise from inter and intra-state vibronic coupling of the two lowest 

energy electronic states.  Vibronic coupling can arise from asymmetric electronic and 
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vibronic perturbations imposed by peripheral substituents, the surrounding protein 

matrix and the resulting internal electric field, but this is not strictly the case.  Even in 

the absence of these perturbations, vibronic coupling can arise from inter and intra 

manifold coupling.  The vibronic side bands of the B and Q bands can be described a 

Herzberg-Teller perturbation approach explained in the next section.  The Bv band, 

which was shown to be dominated by the A1g mode, ν4, for iron porphyrins in heme 

proteins (211), and is known to be comprised mostly of modes from intrastate Frank-

Condon coupling.  Vibronic coupling between the B- and Q-states pumps intensity into 

the Qv band.  The presence of the Qv band is mostly due to interstate B1g and A2g 

Herzberg-Teller coupling.   

2.2.1 Electronic and Vibronic Perturbations 
Electronic and vibronic perturbations are capable of splitting optical bands of heme 

proteins.  The splitting of the Q-band has been resolved before by using cryogenic 

absorption measurements (209, 221).  Dragomir et al. observed the individual 

components of the B band in the CD spectra which was subsequently used to estimate 

the splitting of the B and Q bands for the different redox states of various cytochrome c 

isoforms (222).  Changes in electronic and vibronic perturbations which occur upon 

populating non-native states induce changes in the CD spectra.  For example, structural 

rearrangements in the vicinity of the heme environment induce changes in the internal 

electric field, which has been determined by Manas et al. (223) and confirmed by 

Schweitzer-Stenner (212), to contribute to the B-band splitting.  In what follows, these 
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perturbations and their influence on the Soret band CD spectra of heme proteins will be 

explained. 

Assuming a metalloporphyrin (heme) is subject to an external potential field, the 

electronic Hamiltonian of the system is written as: 

𝐻�𝑒𝑙 = 𝐻�𝑒𝑙,0 + 𝑉 

              (31) 

The eigenfunctions corresponding to the unperturbed Hamiltonian can be attributed to 

the 50:50 mixed states, i.e. the singlet ground state | �𝑔〉� and the excited states ��𝐵𝑥,𝑦
0 〉� and 

��𝑄𝑥,𝑦
0 〉�.  The excited states are two-fold degenerate having Eu symmetry (219).  Thus, the 

electronic interactions between the excited states require that the symmetry 

representation of the potential V contains contributions from A1g, B1g, B2g or A2g.  For 

coupling between ground and excited states, the symmetry of the perturbing potential 

must have Eu symmetry.  The interaction matrix elements, 𝑉𝑙𝑚Γ , of the electronic 

Hamiltonian are thus written as 𝑉𝑙𝑚Γ = ⟨𝑚|𝑉Γ|𝑙⟩, where l and m represent the excited 

states B and Q and Γ is the symmetry representation of the perturbing potential of the 

D4h point group.  The perturbations of B1g, B2g and A2g symmetry are generally assumed 

to be small, though this is not the case for 𝑉𝐵𝑄
𝐴1𝑔.   The electronic Hamiltonian can then 

be diagonalized with respect to this term to get the so-called unmixed states.  

Subsequently, Rayliegh-Schrödinger time independent perturbation theory can be used 

to find the non-diagonal elements of the electronic Hamiltonian matrix.  Further more, a 

quadratic stark effect imposed by the internal electric field can induce splitting as well 
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(212).  If the splitting of optical bands were solely due to electronic perturbations then 

the splitting of the B0 and Q0 bands would be equal in the framework of the four-orbital 

model.  Vibronic perturbations must therefore be considered to account for the fact 

that the B and Q band splittings are in fact unequal.  Vibronic perturbations reflect the 

variation of the perturbing potential,  𝑉Γ, on the nuclear coordinates where: 

χ𝑙𝑚Γ
� = �𝑚�

𝛿𝑉Γ

𝛿𝑞𝑗′
Γ′ �𝑙� 𝑞𝑗

Γ′  

  (32) 

Where 𝑞𝑗Γ
′
is the q-th normal coordinate exhibiting the symmetry Γ′ in D4h.  The 

electronic states identified with l and m are the 50:50 mixed states ��𝐵𝑥,𝑦
0 〉� and ��𝑄𝑥,𝑦

0 〉�.  

Group theory thus dictates that for χ𝑙𝑚Γ
� ≠ 0, Γ� =  Γ⨂Γ′ =  A1g, B1g, B2g or A2g.  Vibronic 

perturbations change the eigenenergies of the vibronic B and Q states (224).  The 

splitting of optical bands is particularly relevant for heme proteins where one 

component of the excited state transition may carry more rotational strength or even an 

opposite sign of rotational strength which are the cases for the B-bands of 

deoxymyoglobin and native ferricytochrome c.  In the former, one component of the B-

state transition carries more rotational strength so that the splitting of the individual 

components is reflected by the noncoincidence between the absorption and CD profiles 

(211).  In the latter, an observed couplet situated at the εmax position comes from the 

fact that the components of the excited B state carry opposite rotational strengths and a 

sufficient splitting between them produces a couplet.  When the protein undergoes a 
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transition into its non-native temperature or alkaline induced states, the splitting of the 

B band decreases (practically zero) and a cotton band situated at the εmax position 

becomes apparent.   
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2.3 Resonance Raman Scattering of Porphyrins 
Raman scattering results in an induced dipole moment by the excitation radiation 

electric field vector which can be written as 𝜇⃗ = 𝛼�𝐸�⃗ , where 𝛼� is a polarizability tensor.  

The distortion of a molecule in an electric field is measured by its polarizability.  In the 

case where the excitation frequency can be tuned within the absorption band of a 

chromophore, the vibrational modes associated with chromophore become resonance 

enhanced.  This is the cases for porphyrins so that vibrational modes coupled to the 

macrocycle appear as strong bands when the excitation frequency is tuned to the 

resonance frequency of the porphyrin absorption bands.  The tensor elements for the 

Raman tensor in porphyrins in the weak coupling limit (small displacements of the 

excited states) that solely accounts for single mode contributions have been previously 

reported as (225): 

𝛼𝜌𝜎 = �
𝑀𝑔𝑙
𝜌 𝐻𝑙𝑚𝑟 𝑀𝑚𝑔

𝜎 𝑄0,1
𝑟

�𝐸0,0
𝑙,𝑟,𝜆������ − ΩL − 𝑖Γ0,0

𝑙,𝑟,𝜆� �E0,0
𝑙,𝑟,𝜆 − E0,1

𝑚,𝑟,𝜆�𝑙,𝑚

+ �
𝑀𝑔𝑙
𝜎 𝐻𝑙𝑚𝑟 𝑀𝑚𝑔

𝜌 𝑄0,1
𝑟

�𝐸1,0
𝑙,𝑟,𝜆������ − ΩL − 𝑖Γ1,0

𝑙,𝑟,𝜆� �E1,0
𝑙,𝑟,𝜆 − E0,1

𝑚,𝑟,𝜆�𝑙,𝑚

   

(33) 

Where (resonance) Raman activity depends on the vibronic coupling matrix element 

𝑐𝑙𝑚
Γ𝑟 : 

                             

𝑐𝑙𝑚
Γ𝑟 = 𝐻𝑙𝑚𝑟 𝑄0,1

𝑟 = ⟨𝑙|𝜕𝐻el(𝑞,𝑄)/𝜕𝑄𝑟|𝑚⟩⟨1|𝛿𝑄𝑟|0⟩   

 (34)  
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Q and q are the nuclear and electronic coordinates, respectively and Γ𝑟 is the symmetry 

of a given Raman active vibration in the D4h point group.  Since ideal D4h symmetric 

porphyrins exhibit two-fold degenerate, Eu symmetry in the two lowest excited 

electronic states, B and Q (219), group theory dictates that the vibronic coupling 

operator 𝜕𝐻el(𝑞,𝑄)/𝜕𝑄𝑟 must transform like the product representation 𝐸𝑢⨂𝐸𝑢 which 

can be decomposed into the one dimensional irreducible representations, A1g, A2g, B1g 

and B2g.  Consequently, only A1g, A2g, B1g and B2g modes are resonance Raman active 

with B- and Q-band excitation.  The modes denoted with a subscript g (gerade) 

correspond to deformations that preserve the inversion symmetry of the porphyrin.  

Specifically, A1g modes are totally symmetric and preserve the overall symmetry of the 

molecule.  B1g and B2g type vibrations induce an asymmetric in-plane deformation of the 

porphyrin and lower the symmetry from four to two-fold, i.e. D4hC2v.  The lowest 

frequency modes corresponding to B1g type vibrations induce a rhombic distortion along 

the N-M-N line and B2g type vibrations distort the methine bridge connections line, 

inducing a triclinic type distortion (Figure 23).   
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Figure 23: Normal mode compositions of B1g and B2g deformations represented by the respective modes of lowest 
frequency. 

A2g type vibrations induce an antisymmetric in-plane deformation of the macrocycle and 

can be considered as a combination of clockwise and anti-clockwise rotation, which 

preserves the four-fold symmetry but lowers it from D4hC4h.  These symmetry modes 

are involved in different types of vibronic coupling.   

A1g modes may induce intrastate (Frank-Condon) and interstate (Herzberg-Teller) 

coupling which is described by the following vibronic coupling matrix elements: 

𝑐𝐵𝐵
A1𝑔 = 𝑐𝐵𝑥𝐵𝑥

A1𝑔 = 𝑐𝐵𝑦𝐵𝑦
A1𝑔  

                                      𝑐𝑄𝑄
A1𝑔 = 𝑐𝑄𝑥𝑄𝑥

A1𝑔 = 𝑐𝑄𝑦𝑄𝑦
A1𝑔                               (35) 

𝑐𝐵𝑄
A1𝑔 = 𝑐𝑄𝐵

A1𝑔 = 𝑐𝐵𝑥𝑄𝑥
A1𝑔 = 𝑐𝑄𝑦𝐵𝑦

A1𝑔  

Within the framework of the four-orbital model, the parameters, cQQ and cBB depend on 

the mixing parameter, ν, and the coupling parameter, cQB. 
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B1g-type vibronic coupling is interstate (HT) and intrastate Jahn-Teller coupling, where 

the latter is associated with distortions along the x and y coordinates with opposite sign 

so that the corresponding matrix elements are: 

𝑐𝐵𝐵
B1𝑔 = 𝑐𝐵𝑥𝐵𝑥

B1𝑔 = −𝑐𝐵𝑦𝐵𝑦
B1𝑔  

                                   𝑐𝑄𝑄
B1𝑔 = 𝑐𝑄𝑥𝑄𝑥

B1𝑔 = −𝑐𝑄𝑦𝑄𝑦
B1𝑔                             (36) 

𝑐𝑄𝐵
B1𝑔 = 𝑐𝑄𝐵

B1𝑔 = 𝑐𝑄𝑥𝐵𝑥
B1𝑔 = −𝑐𝑄𝑦𝐵𝑦

B1𝑔  

Vibronic coupling due to B2g-type coupling is interstate Jahn-Teller and Herzberg-Teller 

coupling and the corresponding matrix elements are: 

𝑐𝐵𝐵
B2𝑔 = 𝑐𝐵𝑥𝐵𝑦

B2𝑔 = 𝑐𝐵𝑦𝐵𝑥
B2𝑔  

                                   𝑐𝑄𝑄
B2𝑔 = 𝑐𝑄𝑥𝑄𝑦

B2𝑔 = 𝑐𝑄𝑦𝑄𝑥
B2𝑔                             (37) 

𝑐𝑄𝐵
B2𝑔 = 𝑐𝑄𝐵

B2𝑔 = 𝑐𝑄𝑥𝐵𝑦
B2𝑔 = 𝑐𝑄𝑦𝐵𝑥

B2𝑔  

In the framework of the four-orbital model for B1g and B2g type coupling 𝑐𝐵𝐵 = −𝑐𝑄𝑄. 

A2g-type coupling is solely due to interstate HT coupling and the matrix elements are: 

                               𝑐𝑄𝐵
A2𝑔 = −𝑐𝑄𝐵

A2𝑔 = 𝑐𝑄𝑥𝐵𝑦
A2𝑔 = −𝑐𝑄𝑦𝐵𝑥

A2𝑔                        (38) 

 The Raman tensors for these modes are written in terms of McClain tensor 

representations:  
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                           (39) 

Electronic transitions polarized perpendicular to the heme plane are of no relevance for 

Raman scattering at porphyrin modes in eq. 39, so all z-components in the Raman 

tensors can be omitted.   The complete first-order contribution to the Raman tensor is 

written as a sum of McClain tensors multiplied by the appropriate frequency 

denominator and transition dipole strength. In the most general case where the 

porphyrin is in a low symmetry, admixtures of A1g, B1g, B2g and A2g tensors occur.  

Consequently, a linear combination of the aforementioned individual tensors describe 

the Raman tensor of the representation Γ𝑟 (226): 

𝛼� = �
𝑎1𝑔(𝜈�𝐿) + 𝑏1𝑔(𝜈�𝐿) 𝑏2𝑔(𝜈�𝐿) + 𝑎2𝑔(𝜈�𝐿)
𝑏1𝑔(𝜈�𝐿) − 𝑎2𝑔(𝜈�𝐿) 𝑎1𝑔(𝜈�𝐿) − 𝑏1𝑔(𝜈�𝐿)� 

   (40) 

Depolarization ratios can be determined from eq. 40 by using invariants of the isotropic, 

anisotropic and antisymmetric part of the Raman tensor (226): 
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𝜌 =
3
4
∙
𝑎1𝑔2 (𝜈�𝐿) + 5𝑎2𝑔2 (𝜈�𝐿) + 2[𝑏1𝑔2 (𝜈�𝐿) + 𝑏2𝑔2 (𝜈�𝐿)]

6𝑎1𝑔2 (𝜈�𝐿) + 2[𝑏1𝑔2 (𝜈�𝐿) + 𝑏2𝑔2 (𝜈�𝐿)]
              

(41) 

Thus, the depolarization ratios of the following modes in an unperturbed D4h symmetry 

according to eq. 41 are as follows: A1g=0.125, B1g=0.75, B2g=0.75 and A2g=∞.  

Experimentally the depolarization ratios can be measured as 𝜌 = 𝐼𝑦/𝐼𝑥 , where Iy is the 

scattered intensity perpendicular and Ix is the scattered intensity parallel to the 

scattering plane for a given Raman band. 

2.4 Static Normal Coordinate Deformations 
Heme-protein interactions and substituents on the periphery of the macrocycle give rise 

to symmetry-lowering deformations.  Any symmetry-lowering deformation, TQ∂ , of the 

macrocycle can be described as a superposition of static normal coordinate 

deformations (SNCD), i
iQΓ∂ (227): 

                           ,

i i

i

T i i
i

Q Qγ Γ Γ

Γ

∂ = ∂∑                                                  (42) 

where i
iγ Γ is the amplitude of the distortion along the normal coordinate of the i-th 

vibration exhibiting D4h symmetry, iΓ . The restoration energy is proportional to the 

square of the wavenumber, making the set of i
iQΓ∂  dominated by deformations along 

the normal coordinates of lowest wavenumber modes of the respective symmetry 

representations (227).  
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Macrocycle distortions can affect vibronic coupling properties of Raman active modes.  

This affect can be accounted for by expanding the vibronic coupling operator,

'ˆ ( , ) / r
el rH q Q QΓ∂ ∂  of a Raman active porphyrin macrocycle vibration, r

rQΓ , where '
rΓ is 

the representation of the lowered symmetry group.  In first order, this expansion yields:  

          
'

2
,0 ,0 ,0

ˆ ˆ ˆ( , ) ( , ) ( , )
i

ir rr
i

el el el
i

ir r ir

H q Q H q Q H q Q
Q

Q Q QQ
Γ

ΓΓ ΓΓ
Γ

∂ ∂ ∂
= + ∂

∂ ∂ ∂∂ ΣΣ                   (43) 

i
iQΓ∂ is the i-th SNCD of symmetry Γ  and ,0

ˆ
elH  is the unperturbed electronic 

Hamiltonian of D4h symmetry.  In the framework of Goutermans four-orbital model, the 

vibronic coupling operator accounts for coupling of electronic states having Eu-

symmetry. Thus, the representations Γ𝑟 and Γ𝑟⨂Γ𝑖 in the first and second terms of eq. 

43 respectively must transform like Γ𝑟′ = A1g, B1g, B2g or A2g.  The first term on the right 

side of eq. 43 represents vibronic coupling of Raman active modes in unperturbed 

symmetry.  The second term on the right side of eq. 43 accounts for symmetry lowering 

distortions.  This term describes contributions from in-plane normal distortions as well 

as accounts for vibronic coupling of out-of-plane modes when out-of-plane distortions 

are operative because the product of their representations yields either A1g, B1g, B2g or 

A2g.  The description of this effect will be detailed later. 
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Chapter 3 Methods of Identifying Conformational Changes and Heme Deformations 
of Cytochrome c 

3.1 Conventional Methods 
Perturbations of the heme group are caused through space by an electric field produced 

by polar and ionizable side chains of the surrounding protein (212, 223, 228, 229) and 

through bond by the covalent and non-covalent interactions between heme and protein 

environment.  The perturbations induced through bond cause in-plane (ip) and out-of-

plane (oop) deformations of the heme, which affect functional properties such as ligand 

binding affinities (230), electron-transfer rates (208) and redox potentials (231).  

Cytochrome c heme chromophores in crystal structures have been shown by Berghuis et 

al. (183) to exhibit larger non-planar heme deformations than other heme proteins such 

as myoglobin and hemoglobin, mostly due to the additional covalent bonds between 

heme and protein (232).  A method used to quantify non-planar deformations was 

developed by Shelnutt, Jentzen and coworkers (227, 231, 233, 234).  Their algorithm 

characterizes the structure of porphyrins in terms of the deformations along the normal 

coordinates of lowest wavenumber modes of the macrocycle, termed static normal 

coordinate deformations (SNCDs), which is the minimal basis set and is typically 

sufficient. This method is referred to as normal coordinate structural decomposition 

(NSD).  NSD describes the non-planarity of porphyrins in terms of SNCDs classified by 

the irreducible representations, A1u, A2u, B1u, B2u and Eg, of the point group D4h.  The 

irreducible representations denote the following normal deformations; propellering 

(A1u), doming (A2u), ruffling (B1u), saddling (B2u) and waving (Eg) (Figure 24).   
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Figure 24: Taken from ref (231) and modified.  Schematic representation of out-of-plane distortions of porphyrin 
macrocycles. 

The lowest wavenumber normal coordinates of each type of symmetry, or minimal basis 

set, are needed to simulate distortions of the heme macrocycle.  The six lowest 

wavenumber out-of-plane (oop) normal coordinates have been shown to be generally 

sufficient for characterizing non-planar heme deformations determined from crystal 

structures (233).  This simplicity is due to the fact that the energy to be invested for a 

given SNCD is proportional to the square of the wavenumber of the respective normal 

mode.  Hence, a linear combination of these six distortions can classify and quantify out-

of-plane heme distortions.     

Non-planar deformations of heme groups have been quantified by analyzing the crystal 

structures of the respective proteins, with a comprehensive list of proteins published by 

Shelnutt (235).  However, crystal structures are not available for all relevant ligation, 

spin and redox states of a given heme protein so heme structures extracted from 

molecular dynamics (MD) simulations have accordingly been subject to NSD analysis 

(e.g. for horseradish peroxidase) (236). Moreover, the modification of heme 

deformations by the change of solution conditions (pH, ionic strength, viscosity) can 
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generally not be explored by X-ray crystallography, which is a particularly important 

issue for ferricytochrome c, for which the structure of the heme cavity is rather pH 

dependent (237, 238).  Finally, it is not yet clear whether the X-ray structure, affected by 

crystal packing effects or crystallization conditions, really represents the dynamic 

average structure in solution.  Most recently performed MD simulations as well as 

optical spectroscopy data for horse heart and yeast cytochrome c seem to argue to the 

contrary (221).  

3.2 Resonance Raman Depolarization Ratios 
Even though it is clear from elementary theory that non-planar deformations can make 

the oop modes of porphyrins and heme groups Raman active, they have not been 

frequently used for a quantitative analysis of heme deformations.  Some recent 

resonance Raman studies on non-native states of cytochrome c (239) and nitric-oxide 

synthase (240) utilized the Raman intensities of some specific oop modes to 

qualitatively infer changes of heme planarity upon oleic acid and ligand binding, 

respectively. It has recently been shown for myoglobin cyanide (241), horseradish 

peroxidase (242, 243) and various nickel porphyrins (244) that polarized resonance 

Raman spectroscopy can be utilized to probe SNCDs by exploiting the fact that the 

Raman cross section of oop modes is proportional to the square of SNCDs (245).  Earlier, 

it was demonstrated that the depolarization ratio dispersion of A1g- and A2g-modes can 

be employed to probe the combined presence of ruffling (B1u) and saddling (B2u) 
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deformations (225) which can be inferred by the not yet introduced term in the third 

order expansion of the vibronic coupling operator, 
3

01

ˆ
jir

jir

el
i j

r i j

H Q Q Q
Q Q Q

δ δ ΓΓΓ
ΓΓΓ

∂
∂ ∂ ∂

.   

Deviations from the canonical depolarization ratios indicate contributions from other 

tensor elements in the right hand side of eq. 43.  Planar and non-planar distortions of 

the heme chromophore can be inferred directly from the departure from canonical ρ 

values.  For instance, when the depolarization ratio (𝜌 = 𝐼𝑦/𝐼𝑥) of a B1g mode is less 

than 0.75, it indicates an increased A1g contribution to the Raman tensor.  This 

contribution can be inferred from the second term on the right hand side of eq. 43 as 

follows.  In order for this term to transform like A1g the operative deformation must 

have B1g symmetry so that the representation of the vibronic coupling operator reads as 

B1g ⨂ B1g = A1g.  This line of logic translates as an increased rhombic, B1g deformation.   

The same concept can be invoked to infer the influence of out-of-plane (oop) modes in 

the Raman tensor.  For example, modes of B1u-symmetry, which are inactive in D4h, can 

become Raman active by a macrocycle deformation of the same type of symmetry so 

that '
1 1 1r u u gB B AΓ = ⊗ = .  The oop-modes become Franck-Condon active yielding 

polarized (ρ=0.125) Raman bands with B band excitation.  The deviation from canonical 

depolarization ratios for oop modes indicates asymmetric or antisymmetric 

contributions to the Raman tensor.  For example, we consider a depolarization ratio of 

0.25 obtained for an A2u mode of horse heart cytochrome c, to identify possible 

admixtures to the Raman tensor that would give rise to this result. If the macrocycle 

deformation transforms like B1u (ruffling), the 1st order vibronic coupling operator in eq. 



 

118 | P a g e  
 

43 transforms like 2 1 2u u gA B B⊗ = .  If admixed to the (dominant) totally symmetric 

contributions, 2 2 1u u gA A A⊗ = , the depolarization ratio increases.  However, the same 

effect can be caused by saddling (B2u) deformations, which would produce vibronic 

coupling of 2 2 1u u gA B B⊗ = symmetry.  The presence of dominant oop deformations can 

be verified with data from NSD analysis using crystal and MD structures.  Upon 

comparison, it is apparent that the increase in the depolarization ratio is due to a 

dominant ruffling distortion in the heme.  The structure of horse heart cytochrome c is 

well known from NMR and crystallographic data, though heme distortions of isoforms 

and site directed mutants require an abundance of time to classify with these 

techniques.  Resonance Raman spectroscopy offers an alternative useful technique for 

these purposes as well as those previously discussed. 

3.3 Absorption and Circular Dichroism Spectroscopy 
Heme protein interactions have been explored by utilizing the combination of visible 

circular dichroism and absorption spectroscopy as well.  We focus, in the current 

studies, on the interpretation of the CD and absorption spectra of cytochrome c.  Not 

surprisingly, due to the necessity to apply a complex theoretical approach, a limited 

attempt to understand the characteristics of experimental CD spectra of heme proteins 

have been made in the past.  Optical Rotary Dispersion (ORD) was used prior to CD as a 

tool to monitor heme protein interactions.  For the Soret band Ulmer first reported a 

positive cotton effect for ferro- and a negative effect for ferricytochrome c (246).  Urry 

and Doty later examined the ORD spectra upon denaturation of the protein (247).  Myer 

then reported ORD of pH, temperature and ligand dependence on the conformation of 
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cytochrome c (248).  Drucker et al. eventually measured the B and Q-band CD spectra of 

this protein.  The authors reported marked differences between the spectra of the two 

different oxidation states (249).  To that end, no physical rationale was ever offered for 

the results.  The first theoretical attempt to understand the visible CD spectra of heme 

proteins was made by Woody and coworkers.  They rationalized the observed Cotton 

effect from myoglobin and hemoglobin Soret band CD spectra in terms of a coupled 

oscillator model involving 𝜋 → 𝜋∗ transition dipole coupling of the heme and aromatic 

side chains from the nearby protein matrix (250).  Another, more recent study from 

Woody and coworkers used the heme undecapeptide of cytochrome c, namely 

microperoxidase-11, to model the Soret band CD spectra based on a structure obtained 

from MD simulations (251).  They found that the positive Cotton signal was due 

significantly to an intrinsic heme contribution, which arose from out-of-plane distortions 

of the latter.  The authors, in fact, also identified contributions from the 𝜋 → 𝜋∗ and 

𝑛 → 𝜋∗ transitions of the protein matrix.  Even more recently, it was reported that out-

of-plane distortions such as ruffling of the heme can correlate to the observed rotational 

strength in the Soret band CD spectra (252).   

Schweitzer-Stenner combined CD and absorption spectra to provide a clearer picture of 

the effects of the internal electric field and its gradient on CD spectra (212).  He was able 

to consistently model these spectra for three different cytochrome c isoforms for both 

oxidation states for the B and Q-bands by invoking electronic and vibronic contributions.  

The obtained splitting of the B-band was interpreted as a contribution from the internal 

electric field from a quadratic Stark effect, whereas that of the Q-band was assigned to 
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the gradient of the latter.  In this detailed analysis, the author was able to quantify the 

electric field strength for oxidized and reduced states and concluded that the oxidized 

state internal electric field was enthalpically stabilized compared to its reduced 

counterpart.   

3.4 Synchrotron Radiation Ultra Violet Circular Dichroism 
For the past 50 years, far UV circular dichroism spectroscopy has been established as a 

diagnostic tool to determine the structure and dynamics of proteins in solution (253).  

Since CD is diagnostic of chirality, it is a particularly suitable tool to explore the 

secondary structure of proteins (254).  Secondary structures of proteins such as α-

helices, β-sheets, polyproline II, turns, etc., exhibit characteristic backbone dihedral 

angles (φ, ψ), which are indicated in the Ramachandran plot shown in Figure 25.   

 

Figure 25: Taken from ref (210) and modified.  Representative Ramachandran plot showing sterically allowed 
regions. 
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The amide backbone π  π* and n  π* electronic transitions occur in the ultra-violet 

(UV) regime.  These transitions give rise to circular dichroism, owing to excitonic 

coupling between π  π*, as well as π  π* and n  π* transitions in different peptide 

groups of a polypeptide chain (255). Polarization effects have recently been shown to 

contribute as well (256). This coupling depends on the dihedral angles so that different 

secondary structures yield significantly different CD spectra (254). Proteins containing 

large fractions of α-helices, such as myoglobin, yield a UV-CD spectrum with minima at 

222 nm and 208 nm and an intense maximum at 192 nm (Figure 26).  Proteins such as 

Concavlin A, which contains a substantial amount of β-sheet, yield a UV-CD spectrum 

with a minimum at 210 nm and a maximum at 190 nm, the relative intensities of which 

are less than those from α-helices (Figure 26).  Collagen, a protein with substantial 

fractions of poly-proline II helix yields a UV-CD spectrum with opposite characteristics of 

α-helices and β-sheets in that it shows a positive maximum at ~220nm and a negative 

one at ~200nm. 
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Figure 26: Taken from ref (257) and modified.  Representative UVCD spectra of myoglobin (red) concavlin A (blue) 
and collagen (yellow) structures taken from 190-260nm. 

The amount of α-helix present in a given protein can be roughly estimated by comparing 

the ellipticity at 222 nm (258).   Secondary structure prediction software, such as the 

neural network analysis (K2D) (259-261), rigid regression (Contin program) (262), 

variable selection (VARSLC program) (263) and the self-consistent method (SELCON 

program) (254, 264, 265) have been developed for a more quantitative analysis of 

secondary structure composition, though the results varied (266).  Spectra obtained 

from conventional instruments are limited in this regard, due to the confines of the 

Xenon arc lamp light source, which significantly decreases in intensity below 190 nm.   

Though being developed almost 30 years ago, (267, 268) only over the last 10 years 

(257) synchrotron radiation has been used to measure vacuum ultra-violet (VUV) CD 

spectra, due to the fact that this light source is still very intense at wavelengths below 

190nm and thus allows for higher energy transitions such as nσ* and n′π* to be 
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probed.   Valuable spectral information is gained by extending the recording of CD 

spectra into the VUV (< 190nm) region (Figure 27).   

 

Figure 27: Taken from ref (257) and modified.  Representative SRCD spectra from myoglobin (red) concavlin A 
(blue) and collagen (yellow) structures from 160-260nm. 

For instance, spectra from α-helices show an apparent shoulder on the positive 

maximum, located at 180nm, which is difficult to measure properly using conventional 

instruments (Figure 27).  α-helices and β-sheets show signals with opposite rotational 

strengths in the region below 170nm as well.  The characteristics of CD spectra observed 

in the VUV enhance the capability of a quantitative secondary structure analysis using 

prediction software.  Most recently, Wallace and coworkers developed a comprehensive 

secondary structure analysis program known as Dichroweb (269, 270), which is available 

online.  Dichroweb allows the use of many of the most popular structural determination 

algorithms and several reference sets encompassing all ranges of wavelengths.  This 

online server allows the user to input a variety of different (a) file formats from various 

instrument manufacturers, (b) units and (c) wavelength scales, with matching outputs, 

making it very user friendly.  Along with secondary structure fractions, the universal 
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goodness of fit parameters is provided with the output file, which allows a judgment of 

their reliability. To appropriately quantify secondary structure using UVCD, exact protein 

concentrations and pathlengths of cells must be known, and the spectra must be 

background corrected for solvent effects.  The reader is herewith referred to the work 

of Greenfield, and Wallace and associates (257, 258, 269, 270), which include more 

details about Dichroweb and analyses using UVCD for secondary structure 

determination.   
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Chapter 4 Materials and Methods 

4.1 Non-native States of Ferricytochrome c Project 

4.1.1 Materials 
Cytochrome c from bovine heart and horse heart was purchased from Sigma-Aldrich (St. 

Louis, MO) and dissolved in (a) a 0.1 M Tris.HCl (Trizma) buffer (pH 7.2, I=0.1 M), from 

Sigma-Aldrich (St. Louis, MO) and (b) in a 1 mM MOPS (3-(N-Morpholino) 

propanesulfonic acid) buffer (pH 7 and 8.5, I =0.001M), from Sigma-Aldrich (St. Louis, 

MO).  An alkaline solution was obtained with a 50mM Bis/Tris buffer (pH9.6) titrated 

with small amounts of 0.1M NaOH solution to achieve pH values of 10.5 and 11.4.  

Complete oxidation was achieved by adding a small amount of potassium ferricyanide 

obtained from Fisher Scientific (Pittsburgh, PA) to the sample. Subsequently, the excess 

oxidant was removed from the sample by dialysis against the respective buffer solution. 

4.1.2 Visible and Far-UV CD and Absorption Measurements 
We prepared 50 μM protein solutions for visible CD and absorption measurements.  The 

B band spectra were measured as a function of temperature in digital form with a J-810 

spectrapolarimeter (Jasco Inc.) purged with N2, in the spectral region from 350-550nm. 

Far-UV CD spectra were measured in the spectral region from 185-240nm with a protein 

concentration of 0.5mM in Tris HCl buffer, measured with the same instrument and the 

following parameters.  The temperature was controlled by a Peltier heating/cooling 

system from 5o–90o C (±1.0 oC) (278-363K).  Between ten and twenty accumulations 

were averaged using a 5nm band width, a 500 nm/min scanning speed, and a 0.1 or 

0.5nm data pitch.  Additionally, a background subtraction was carried out for all the 
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spectra using similar parameters. A 1.0 mm quartz cell (Helma) was used for all 

measurements.  The pH was measured before and after each measurement.   

Synchrotron radiation circular dichroism (SRCD) measurements were performed at 

Brookhaven National Laboratories.  Beamline U11 was used to measure the SRCD 

spectra in the spectral region from 170-260nm of horse and bovine heart cytochrome c.  

The proteins were dissolved in 0.1M TrisHCl buffer at a concentration of 6mg/ml 

(~0.5mM).  Three accumulations were averaged at each indicated temperature, 

controlled by a peltier heating/cooling system, with similar parameters used for the 

background subtraction. 

4.2 Out-of-plane Deformations of Ferrocytochrome c Mutants Project 

4.2.1 Sample Preparation 
  Horse heart cytochrome c (hhc) and chicken cytochrome c (chc) were purchased from 

Sigma Aldrich Co. (St. Louis, MO) with minimum 99%purity, and were used without 

further purification.  Yeast C102T cytochrome c (yc) was prepared by expression of 

plasmid-borne mutant yeast iso-1-cytochrome c (cyc-1) genes in the host S. cerevisae 

GM3C2 (271), which lacks the wild type gene. Yeast C102T cytochrome c was purified 

after yeast cell lysis and extraction or precipitation of most other soluble components by 

cation-exchange chromatography (272).  For resonance Raman experiments, all 

cytochromes c were dissolved in a 0.01M tris buffered saline solution (pH 8) to final 

concentrations of 0.5mM (horse heart and chicken) and 0.673mM (yeast) and were then 

reduced with a small amount of sodium dithionite obtained from Fluka.  We used the 
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934 cm-1 line of 0.5 M sodium perchlorate as internal intensity band wavenumber 

standard for resonance Raman experiments.   

4.2.2 Polarized Resonance Raman Spectroscopy 
 We used a Renishaw Ramascope, a confocal Raman microscope, equipped with a CCD 

camera and 2400l/mm grating to record Raman scattering parallel (Ix) and perpendicular 

(Iy) polarized to the polarization of the excitation laser beam in the wavenumber range 

<1000cm-1.  We used a 441.6nm excitation wavelength from a Kimmon (Englewood, CO) 

IK series He-Cd laser.  The laser was focused onto the sample with a 50X microscope 

objective. The power at the sample was 5mW.  A 50μm slit width was used to focus the 

scattered light into the spectrometer.  Multiple scans were averaged to increase the 

signal to noise ratio.  We used the spectral decomposition program MULTIFIT (135) to 

complete the spectral analysis.  Depolarization ratios (ρ) were calculated as the ratio of 

the intensity of the perpendicular (Iy) polarization and the intensity of the parallel (Ix) 

polarization, i.e. ρ=Iy/Ix. 

4.2.3 Absorption Spectroscopy 
We used a Jasco J810 spectrapolarimeter to measure the Soret band absorption and 

subtract the background of the three proteins.  We used a final concentration of 0.5mM 

in 0.01M tris buffered saline solution (pH 8) with a 0.1mm pathlength, 500nm/min scan 

speed, 0.5nm data pitch, and 10 accumulations.  Room temperature variations (20.0oC) 

were controlled by a Peltier temperature controller ( ± 1oC). 
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4.2.4 NSD Calculations 
The non-planar deformations of the heme groups in the crystal structure of horse heart 

(1hrc)(181) and yeast isoenzyme-1 (1ycc) (180) cytochromes c have already been 

published by Shelnutt and co-workers (227, 231).   For comparative purposes, we also 

performed NSD calculations on the horse heart, yeast, and chicken hemes extracted 

from MD simulations, as fully described elsewhere (221), using the average structure 

extracted from the production runs. 
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Chapter 5 Results and Discussions  

5.1 Using Absorption and CD Spectroscopy to Reconcile Issues which Prevent a 
Detailed Structural Characterization of Cytochrome c1

Some of the questions and uncertainties that have arisen, such as the necessity for a 

better understanding of CD spectra of heme proteins and the affect of varying solution 

conditions on the structure of cytochrome c have already been assessed in our group.  

In what follows, a brief overview of the reported results will be presented.  The specific 

questions that were addressed lead, in part, to the structural characterization of native 

and partially unfolded states of ferricytochrome c.   

 

Dragomir et al. reported the Soret and Q-band CD and absorption spectra for oxidized 

and reduced horse, bovine, chicken and yeast cytochrome c isoforms (222).  The 

observed Soret band couplet unambiguously revealed splitting of the excited B-state.  

The center of the couplet is situated right at the frequency position of the 00 B band 

transition.  The positive and negative components are thus assigned to different 

components of the excited B-state.  An empirical simulation of the CD spectra 

determined that this splitting was around 300 cm-1 for oxidized horse heart cyt c.  The 

magnitude of Soret band Kuhn anisotropy plots (Δε/ε) (273) corroborates this band’s 

vibronic origin.  The observed Soret band CD spectra for the reduced state indicate that 

the splitting of the excited B-state is substantially reduced (~20 cm-1).  CD spectra of the 

Q-band resolve the vibronic structure of the Qv band, which was only previously 

attainable with cryogenic absorption measurements (209, 221).  This resolution allowed 

for an assignment of the observed positive components of the vibronic side band.  
                                                           
1 This section encompasses the results for studies to which I contributed less than 50%.  Hence, the details 
will be briefly explained. 
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Based on the frequency shifts compared to the Q0 position these components were 

attributed to A2g modes ν26, ν22 and ν19.  Also, based on a simulation of the Q-band and 

comparison to low temperature absorption measurements, the authors concluded that 

CD was a useful tool to estimate the excited Q-state splitting, even at room 

temperature.   

Most importantly, Dragomir et al. observed an asymmetry of the 695nm charge transfer 

band for horse and yeast ferricytochrome c.  They self consistently decomposed the 

695nm CD and absorption bands into sub-bands carrying the same halfwidths and 

frequency positions.  The 695nm CT band was decomposed into a minimum of three 

subbands at neutral pH which led Dragomir et al. to identify the existence of at least 

three conformational substates, which can be seen in Figure 28.   
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Figure 28: Taken from ref (210) and modified.  Decomposition of the absorption (bottom) and CD (top) band profile 
of the 695 nm transition of bovine ferricytochrome c into three subbands. The spectra were measured at pH 7 with 
a 0.1 M Tris HCl buffer. 

These substates have been previously classified in myoglobin and have been used to 

probe the dynamics of ligand rebinding.  Conformational substates occur in local free 

energy minima of the global free energy minimum conformation of the protein and can 

be classified by small structural variation which may correspond to thermodynamic or 

kinetic distinction from other substates.  Conformational substates are defined as 

performing the same function with different rates yet being thermodynamically distinct.  

A detailed study of the 695nm CD band by Cupane and coworkers confirmed the 

existence of at least three subbands based on the fine structure of the band at cryogenic 

temperatures (274). These authors speculate that these substates in cytochrome c 
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perform specific functions in biological processes.  In cytochrome c, structural 

heterogeneity of, for example, the distal Fe-M80 ligation is likely to give rise to the 

observed subbands.  Based on the influence that the Fe-M80 linkage has on the redox 

potential of the protein, Spilotros et al. believes that these conformational substates 

may become functionally relevant in the myriad processes of which cytochrome c is a 

part (274).   

Subsequently, this CT band was further used to probe ferricytochrome c unfolding to 

detect whether the detected subbands arose from structural, opposed to electronic 

heterogeneity.  Schweitzer-Stenner et al. investigated the changes of the 695nm 

absorption band as a function of increasing temperature (275).  The authors discovered 

that the decrease in intensity of the respective band profiles is wavenumber dependent 

and biphasic seen in Figure 29.   

 

Figure 29:  Taken from ref (275) and modified.  Molar Extinction coefficients, ε, at 14 370 (open circles), 14 000 
(closed circles), and 14 700 (triangles) cm-1 as a function of temperature obtained from absorption spectra taken at 
the indicated pH. 



 

133 | P a g e  
 

The former observation is an indication that the aforementioned conformational 

substates are thermodynamically distinct.  The biphasic decrease in intensity as a 

function of temperature indicates that the thermal unfolding from room temperature of 

cytochrome c involves an intermediate state.  The authors also found the existence of 

another state, which is populated at low temperatures (<263 K) and slightly acidic pH 

values. 

To test whether there is an influence of ion binding to the surface of cytochrome c, Shah 

and Schweitzer-Stenner probed the changes of the Soret and 695nm CT band as a 

function of dihydrogen phosphate and sodium acetate concentration (276).  The authors 

found that an ionic strength increase (via an increase in sodium acetate concentration) 

per se did not effect the heme environment, whereas anion binding induced a 

stabilization of the Fe-M80 linkage.  This stabilization was inferred from the increase in 

oscillator strength of the 695nm band upon increasing the H2PO4
- concentration.  The 

ramifications for this finding include the necessity to reassess the affect of anion binding 

on the function of cytochrome c. 

The above mentioned results led to a reinvestigation of the 695nm CT band’s 

disappearance at alkaline pH which was discovered by Schejter and coworkers (196, 

277).  The discovery of Shah and Schweitzer-Stenner pointed to the necessity to check 

whether the ionic strength (anion binding) conditions influence the disappearance of 

the 695nm band.    Verbaro et al. performed a titration, with the 695 nm band as a 

spectral marker of the Fe-M80 linkage, from pH 7-10.5 and plotted the decrease in 



 

134 | P a g e  
 

effective oscillator strength (Figure 30) of two of the aforementioned subbands at high 

(50mM) and low (0.5mM) phosphate ion concentrations (278).   
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Figure 30:  Taken from ref (278) and modified.  Left Column:  Absorption and CD band profiles of the 695 nm band 
of horse heart ferri-cytochrome c measured at pH 7 with a 50 mM phosphate buffer. The profiles were 
decomposed with a procedure described in Materials and Methods. Right Column: Integrated (absorption) 
intensities of the sub-bands S3 (▲) and S4 (●) as a function of pH measured with a 50 mM (upper panel) and a 
0.5mM phosphate buffer (lower panel). 

The observed biphasic titration curve at low ionic strength was rationalized by 

attributing a population of an intermediate of the alkaline transition, termed state III*, 

before the replacement of M80 by a lysine in state IV.  The apparent pK-value of this 

transition is 8.5.  The population of this intermediate is indeed effected by and 

ultimately undetectable by this method as ion binding increases.  It is noteworthy that a 

thermodynamic intermediate of the alkaline transition, termed state III.5, was 

discovered by the Romesberg group (279).  This intermediate was discovered at high 

ionic strength and it was reported that population of this intermediate state is 
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characterized by a M80 misligation, so that the 695nm CT band would disappear.  The 

intermediate state III* is characterized by a weakening of the 695nm CT band, which 

emphasizes the structural difference of these two alkaline transition intermediate 

states. 

5.2 Non-Native Alkaline States of Ferricytochrome c Probed by CD and Absorption 
Spectroscopy2

In view of the contradictions that arose in characterizing the thermally populated and 

alkaline states of ferricytochrome c, specifically, the results of Taler et al. (186), it is 

desirable to reinvestigate these states under well defined conditions.  Also, despite 

numerous attempts to thermodynamically and electrochemically characterize the 

transition from native to alkaline states (186, 191, 192, 194, 202), information about the 

structural properties of these states is limited.  Concomitant changes in the secondary 

structure have been qualitatively estimated using UVCD (248), but a quantitative 

assessment of these changes was never reported.   

 

This section is organized as follows. First, we introduce a protocol which enables us to 

unambiguously discriminate, thermodynamically, between the states IIIh and IV. 

Secondly, we detail temperature dependent far-UV CD spectra to elucidate the 

secondary structure of IIIh. Next, we analyze representative CD and absorption spectra 

by means of a recently developed algorithm to estimate the splitting of the B-band, 

owing to electronic and vibronic perturbations (211).  Finally, we characterize 

differences between alkaline states as well as thermally populated intermediate states.  

                                                           
2 The results presented hereforth are from studies to which I contributed more than 50% 
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In what follows we do not discriminate between the substates IV1 and IV2 and V1 and V2 

discovered by Döpner et al. (192). 

5.2.1 Thermal Unfolding of the Native State III 
To separate the thermal unfolding of the native state from the alkaline III→IV transition, 

we had to select experimental conditions which allow the protein to sample the native 

state at ambient temperatures and avoid a detectable population of the alkaline state at 

high temperatures.   To this end, we used a 0.1 M Tris HCl buffer to ensure that the 

aforementioned requirements were met. The pH value of this buffer decreases by 0.03 

pH units per oC increase of temperature. The pH of this buffer was 7.6 at the lowest 

temperature (278 K).  With rising temperature, the pH decreased to reach 6.3 at 333 K 

and 5.6 at 363 K.  This downshift of the pH value is comparable with the temperature 

dependence of the effective pK value of the III→IV transition, for which Battistuzzi et al. 

obtained 9.4 at 278 K and 7.9 at 340 K for the ionic strength of 0.1 M used in our 

experiment (191, 202).  Thus, we kept the effective difference between the actual pH 

value of our experiment and the pK value of the III→IV transition approximately 

constant, so that a detectable occupation of state IV at high temperatures can be ruled 

out.  Figure 31 exhibits the corresponding CD and absorption spectra of bhc and hhc in 

the aforementioned buffer measured as function of temperature between 278K and 

363K in increments of 5K.  
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Figure 31: Taken from ref (280) and modified.  Visible circular dichroism (A and C) and absorption (B and D) spectra 
of bovine (left column) and horse heart ferricytochrome c (right column) taken at pH 7 in a Tris HCl buffer between 
278 and 363 K in increments of 5 K.  The arrows in these and all subsequent figures indicate the spectral changes 
with increasing temperature.  The solid vertical line indicates maximum absorption frequency position at low 
temperature and dotted line indicates maximum absorption frequency at high temperature.  Inset: ε vs 
temperature at the maximum absorption frequency. Spectra taken at temperatures between 278 and 348 K are 
plotted as solid lines, spectra taken at 353, 358 and 363 K are plotted as dotted, dashed, dashed-dotted line.  

The rather high ionic strength, which ensures the binding of 2 (3) Cl- ions to the surface 

of bhc (hhc) (202), resembles the conditions frequently used for exploring the 

temperature dependence of ferricytochrome c (184, 196, 197, 281). The CD spectra 

display a pronounced, slightly negatively biased couplet at room temperature, which 

gradually changes into a more symmetric couplet with increasing temperature between 

278 and 338K.  The insets of Figure 31 (B and D) display the respective extinction value, 

εmax, at the peak position as a function of temperature.  εmax decreases with rising 

temperatures between 278 and 340 K and subsequently increases between 333 and 

363K.  This second phase additionally involves a blueshift of the absorption spectrum.  

At higher temperatures the CD couplet disappears and is replaced by a slightly 

blueshifted, positive Cotton band. The temperature dependence of the Δε values at the 
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maximum (Δεmax), central (Δεcent) and minimum (Δεmin) position of the couplet are 

displayed in Figure 32.   

 

Figure 32: Taken from ref (280) and modified.  Δε vs temperature of bovine heart (open circles) and horse heart 
(closed circles) ferricytochrome c between 278 and 363K measured in pH7 Tris HCl buffer.  The upper panel is at the 
24010cm-1, the middle is at 24450cm-1, and the lower is 24876 cm-1, corresponding to the minimum, the center and 
the maximum position of the B-band couplet at room temperature. The temperature regimes of the three states III, 
IIIh and U (unfolded) are indicated.  

As expected, corresponding values of hhc and bhc are very similar, but hhc 

systematically exhibits slightly more negative values at the minimum and the central 

position of the couplet between 278 and 343K.  Interestingly, the three Δε values show 

different temperature dependences.  Δεmin increases and Δεmax decreases with rising 

temperature below 343K, which yields the more symmetric couplet at higher 
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temperatures.  All values sharply increase above 343K, reflecting the cooperativity of 

the unfolding process.  Thus, our data suggest a similar melting temperature for both 

proteins, but the slope of Δε(T) is clearly steeper for hhc, indicating a higher degree of 

cooperativity.  This result seems to be at variance with results from recent IR 

spectroscopic investigations of the thermal unfolding of horse heart and bovine 

ferricytochrome c, which suggest different unfolding mechanisms for the two proteins 

(184).  For horse heart cytochrome c, Filosa et al. proposed a sequential unfolding of 

protein domains (in agreement with work from the Englander group (282)), whereas the 

data for bovine cytochrome c were interpreted as indicating a more global, cooperative 

unfolding (184, 197, 281).  However, our data likely reflect the specific secondary and 

tertiary structure of the heme environment rather than global changes of the protein. 

The data in Figure 31 and Figure 32 indicate only modest spectral (and thus also 

structural) changes in the temperature region between 320 and 340 K, with which the 

population of the thermal intermediate, IIIh, is generally associated. However, the 

temperature dependencies of ε and Δε values exhibited in Figure 31 and Figure 32, 

respectively, clearly indicate the population of an intermediate in the temperature 

region where IIIh is generally populated. To check whether this state really resembles 

the well known characteristics of the IIIh state, we also measured the temperature 

dependence of absorption and CD profile of the charge transfer band at 695 nm 

between 278 and 348K, which are exhibited in Figure 33.   
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Figure 33: Taken from ref (280) and modified.  Temperature-dependent CD (top) and absorption (bottom) spectra 
of bovine heart cytochrome c measured in the charge-transfer band region from 13000-16000cm-1.  The spectra 
were measured in a pH7 Tris HCl buffer with a 5mM concentration.   

The data clearly reveal the decrease of this band’s intensity above 310 K (Figure 33 inset) 

as first observed by Schejter and George (196), which is generally viewed as 

characteristic for a III→IIIh transition.  Altogether, these findings suggest IIIh is 

thermodynamically distinct from state IV, since the latter cannot be significantly 

populated at the chosen experimental conditions. 

Most of the investigations of the IIIIIIh transition have thus far been performed at 

neutral pH with a temperature-dependent buffer (184, 186, 197, 281).  The question 

arises whether state IIIh or IV is populated at higher temperatures, if a temperature-

independent buffer with a low ionic strength is used.  To address this issue, we 

measured the CD and absorption spectra of the B-band in a buffer that remained at 
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(nearly) constant pH as a function of temperature. This experiment was achieved by 

using a 1 mM MOPS (3-(N-morpholino)propanesulfonic acid) buffer. This buffer has a 

temperature coefficient of -1.3⋅10-3 pH units per oC. The low ionic strength of the 

corresponding solution ensured a rather low effective pK-value of the alkaline transition 

(~9 at room temperature and 8 in IIIh region). The corresponding spectra are shown in 

Figure 34.   

 

Figure 34: Taken from ref (280) and modified.  Temperature dependant CD (top) and absorption (bottom) spectra 
of bovine heart cytochrome c measured in the Soret band region from 22000-28000cm-1.  The spectra were 
measured in a pH7 MOPS buffer with a 0.05mM concentration.  Arrow indicates changes as a function of 
temperature.  Solid line indicates maximum absorption frequency position at low temperature and dotted line 
indicates maximum absorption frequency at high temperature.  Inset: ε vs temperature at the frequency of 
maximum absorption. 

Apparently, the CD spectrum and its temperature dependence are qualitatively very 

similar to what we obtained by using a Tris HCl buffer to decrease the pH while 

increasing the temperature. This notion is corroborated by the respective Δε(T) plots in 
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Figure 35.  Quantitatively, the two sets of spectra (Figure 31, left side and Figure 34) differ 

slightly, which can be attributed to the anion concentrations used for the two 

experiments (276).  Our data thus far indicate that the non-native states populated at 

pH 7 and 6 in the IIIh temperature region are identical.   

 

Figure 35: Taken from ref (280) and modified.  Δε vs temperature of bovine heart pH7.0 (closed squares) and 
bovine heart pH8.5 (open squares) ferricytochrome c between 278 and 363K measured in MOPS buffer.  The upper 
panel is at the 24010cm-1, the middle is at 24450cm-1, and the lower is 24876 cm-1, corresponding to the minimum, 
the center and the maximum position of the B-band couplet at room temperature. The temperature regimes of the 
three states III, IIIh and U (unfolded) are indicated.  

An earlier attempt to probe the thermal transitions of oxidized horse heart cytochrome 

c by CD deserves to be mentioned in this context.  Myer reported a change of Soret 

band ellipticity to occur at 313K, which is not reproduced by any of our data (neither for 

bovine nor for horse heart) (248). An inspection of his visible CD spectra shows a 
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disappearance of the couplet already at 333K.  An explanation for the observed data 

was not provided. We have no explanation for this discrepancy but it should be noted 

that Myer did not use a buffer for his protein solution.   

5.2.2 Secondary Structure Analysis of IIIh by UV-CD Measurements 
We used far-UV CD spectroscopy to probe secondary structure changes associated with 

the transition between different III-states. Far-UV CD spectra recorded in the 

temperature range used for the visible-CD measurements are consistent with the two 

melting phases reported for horse heart ferri-cytochrome c by Myer (248). Figure 36 

shows the Δε value of bhc and hhc measured at 218 nm (44964 cm-1) in 0.1 M Tris HCl 

buffer as a function of temperature.  
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Figure 36: Taken from ref (280) and modified.  Δε of bovine (closed circles) and horse heart (open circles) 
ferricytochrome c as a function of temperature at 44964cm-1 in the far UV region with a pH7 Tris HCl buffer. 

The onset of the first phase is at 323K, while the second one starts at 343K.  The first 

phase can be assigned to the III→IIIh transition and the second one to the melting of 

most of the secondary structure. These data add further support to the notion that the 
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III→IIIh transition takes place at pH values well below the pK value of the alkaline 

transition.  

To quantitatively probe secondary structure changes associated with the III→IIIh 

transition we performed far-UV CD experiments using the synchrotron radiation (SR) 

source at Brookhaven National Laboratories. Thus, we obtained CD spectra in a 

wavelength range between 170 and 260 nm, which allow for a more reliable secondary 

structure analysis than CD spectra taken with a conventional instrument. SRCD spectra 

were taken at 296K and 345K (Figure 37).   
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Figure 37: Taken from ref (280) and modified.  Temperature-dependent far-UV SRCD spectra of bovine (top) and 
horse (bottom) heart ferricytochrome c.  Solid line: 296K, Dotted line: 345K. 

The spectra were processed with the spectral processing program CDTools (283) and 

analyzed with the secondary structure from circular dichroism spectroscopic data 
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program, Dichroweb (269, 284), using the program ContinLL and reference set 1. This 

analysis yielded approximately a 15% loss of α-helical content, redistributed to mostly 

extended and to a minor extent turn and unordered structures at 345 K (state IIIh) 

compared with 296 K (III). Hence, state IIIh is partially unfolded rather than a classical 

molten globule state. 

5.2.3 Interpretation of Visible CD and Absorption Spectra 
A more thorough understanding of the above reported CD spectra requires a 

comparison with the respective absorption spectra. The spectra in Figure 31 and Figure 34 

reveal that the peak of B-band absorption is situated between the couplet extrema at 

temperatures below 343K. At higher temperatures, however, the peak coincides with 

the maximum of the Cotton band. This result indicates that the B-band is split into its Bx 

and By component below 343K, owing to electronic and vibronic perturbations imposed 

by the protein environment (211, 222).   

We used a recently developed vibronic coupling model (211) to simulate three CD 

spectra of bovine cytochrome c (in Tris HCl buffer), recorded at 278, 338 (data not 

shown) and 363K (simulations shown in Figure 38).   
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Figure 38: Taken from ref (280) and modified.  Experimental (dots) and simulated (solid line) CD (upper panel) and 
absorption spectra (lower panel) of bovine heart ferricytochrome c. The experimental spectra were measured at 
the indicated temperatures. 

Since the oxidation marker band ν4 dominates the resonance Raman spectrum for 

excitations of the B-band region (data not shown), we considered only the contribution 

of this mode to the vibronic side band. This model is a simplification, but it is sufficient 

for exploring the amount of splitting.  The general theory of the model is described in 

ref. (211), so we confine ourselves here to presenting the most relevant equations and 

some modifications. If one neglects coupling between |Bx> and |By> states, the energy 

eigenvalues associated with the 0→0 transition are written as: 
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where '
,0
B
lE  (l=x,y) denotes the eigenenergies of the vibronically and electronically 

perturbed B-state, ,0
B
lE  are the energies of the electronically perturbed states ,0lB . 

4

B
νΩ  denotes the vibrational energies of the ν4 vibration in the excited B-states.  The 

parameter ( )''
4esc νΓ (e,s=Bl) denotes the corresponding vibronic coupling matrix element. 

 Γ’ is the effective symmetry of the respective vibration in the presence of symmetry 

lowering perturbations. The second term on the right of eq. 44 describes the 

contribution from intrastate Franck-Condon (A1g) and Jahn-Teller (B1g, B2g) coupling 

associated with the ν4 mode, which is totally symmetric in ideal D4h. The pure electronic 

eigenenergies, ,0
B
xE  and ,0

B
yE are identical in D4h, but are split in a protein environment. 

The total electronic splitting of the B0 is written as (224):  
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δ δ
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−
       (45) 

where 1gA
QBδ and 1gB

QBδ describe electronic perturbations of A1g and B1g-symmetry. The 

latter is assigned to the quadrupole moment of the internal electric field (212). These 

perturbations cause a mixing of Q- and B-states and an equal splitting of their energies. 

ΔStark denotes the different shifts of Bx and By,
 owing to a quadratic Stark effect, which 

mixes the ground state with both components of the excited B-state (223). Since the 

Stark splitting scales with the square of the corresponding transition dipole moment, it 

is much larger for the B than for the Q-band. The electronic part of the Q-band splitting 

can be nearly exclusively assigned to the electric field’s quadrupole moment (221, 223).  
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As mentioned above, the vibronic side band Bv is modeled as mainly resulting from the 

vibronic coupling of ν4.  This is a rather crude approximation of the vibronic side band. 

The respective transition dipole moments (electronic and magnetic) 
4,1

B
l ν

π are described 

by the equation:  
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Figure 38 compares experimental data and simulation for the spectra recorded at 278 

and 363K. The simulation for the 338K spectra is of similar quality. This analysis yielded 

an identical splitting of 360 cm-1 for 278 and 338K (data not shown), whereas the 

splitting is practically zero for the 363K measurement. Interestingly, our splitting value is 

only slightly larger than what Manas et al. observed for the B-band in the low 

temperature spectrum of Zn-substituted horse heart cytochrome c (296 cm-1) (285).  

Compared with the low temperature spectrum, the rotational strength values for Bx and 

By at 338K are reduced by factors of 0.81 and 0.76, respectively.  At 363K the amount of 

the total rotational strength is increased by a factor of 1.6 compared to the 

corresponding value obtained for 338K. The splitting most likely provides us with a 

lower limit for the electronic perturbation energy, since vibronic perturbations, which 

are not fully accounted for at the present level of analysis, generally reduce, rather than 

increase, the splitting (224).   

Our experimental data suggest that the B-state electric field strength in the heme plane 

is not significantly changed by the III→IIIh transition. The concomitant decrease of the 

rotational strength for Bx and By might reflect a reduction of out-of-plane deformations, 
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which have been shown to cause substantial rotational strength of opposite sign for 

both B-band transitions (251).  Additionally, invoked orientational changes of aromatic 

residues in the heme pocket (e.g. F82) certainly contribute to the rotational strength 

(250). Specific site-directed mutation experiments are necessary to clarify this issue. A 

final assessment of the B-band’s Stark effect  has  recently been  made by virtue of  a full 

vibronic analysis of the Q and the B-band splitting of ferri- and ferrocytochrome c (212).  

The absence of any detectable splitting in the CD spectra of bhc in the unfolded states 

and, as shown below, in states IV and V seem to suggest an absence of a quadratic Stark 

effect.  This hypothesis is unlikely for a variety of reasons. First, our spectra indicate that 

the heme is still bound to the protein in these states.  It is therefore likely that the 

protein still produces an electric field in the heme plane. Moreover, a substantial 

decrease of the electric field would cause a significant redshift of both Q and B-band 

(223), which is not observed. The absence of splitting can be rationalized in terms of a 

compensation of vibronic and electronic perturbations, which generally have opposite 

signs for the Q-band. Alternatively, one may invoke larger protein fluctuations as giving 

rise to a distribution of different orientations of the electric field with respect to the 

heme plane. If this distribution is nearly symmetric with respect to one of the CmFeCm of 

the heme macrocycle, the effective electronic splitting could be very small, even though 

the electric field is still rather strong (212, 223, 286). 

It is necessary in this context to point out that the interpretations of visible CD spectra 

of heme proteins are often too simplistic. For hemoglobin and myoglobin (211, 250), 

single positive Cotton bands, were measured for the respective intact molecules. The 
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absence of a couplet in the B-band regions can have several reasons.  Firstly, the band 

splitting is small and one component (x or y) has more rotational strength than the 

other one. This is most likely the case for the above discussed thermally unfolded state 

of cytochrome c.  That this is possible has been shown by Blauer et al. (251).  Secondly, 

it is possible that only one of the two components carries substantial rotational 

strength. If the band is split, this can lead to a positive (or negative) Cotton band, the 

wavenumber position of which does not coincide with that of the respective absorption 

band. As recently shown, this is the case in deoxymyoglobin and myoglobin cyanide 

(211).     

5.2.4 Characterizing the Alkaline States 
The results discussed thus far show that IIIh and IV are thermodynamically distinct.  The 

III→IIIh transition state is generally associated with the disappearance of the 695 nm 

band, which is interpreted as reflecting the rupture of the Fe3+-M80 bond (186, 196).  

This is certainly the case for state IV, but the data displayed in Figure 33 suggest a 

decrease of the 695 nm band’s oscillator strength rather than its disappearance in IIIh. 

This notion is strongly corroborated by the still significant rotational strength of the 

band in the IIIh temperature region. We therefore infer that IIIh differs structurally from 

IV-states in that the Fe3+-M80 bond, even though weakened, is still present in the 

former. This notion is consistent with the above discussed similarity of the CD spectra of 

III and IIIh. To explain possible structural differences, we measured the temperature 

dependence of the B band (CD and absorption) of bhc at pH 8.5 and 10.5.  The 

respective pH values were adjusted by adding NaOH to a 1 mM MOPS buffer solution 
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for the former and to a 50 mM Bis/Tris buffer solution for the latter. Figure 39 depicts 

the spectra measured at pH 8.5.   

 

Figure 39: Taken from ref (280) and modified.  Temperature dependant CD (top) and absorption (bottom) spectra 
of bovine heart cytochrome c measured in the Soret band region from 22000-28000cm-1.  The spectra were 
measured in a pH8.5 MOPS buffer with a 0.05mM concentration.  Arrow indicates changes with increasing 
temperature.  Solid line indicates maximum absorption frequency position at low temperature and dotted line 
indicates maximum absorption frequency at high temperature.  Inset: ε vs temperature at the frequency of 
maximum absorption. 

The corresponding insets exhibit the temperature dependence of εmax.  The couplet 

observed at low temperatures converts to a positive Cotton band at significantly lower 

temperatures (333K) than the couplets obtained at neutral (Figure 34) and (slightly) 

acidic pH (Figure 31).   Figure 40 compares the temperature dependence of both, Δε and 

the Kuhn anisotropy, measured at pH 8.5 with the respective data recorded with 

solution exhibiting pH 7 at room temperature.  
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Figure 40: Taken from ref (280) and modified.  Top) Δε vs temperature and Bottom) Kuhn anisotropy, Δε/ε, vs 
temperature at the indicated frequency position of pH7 (tris buffer) bhc (open circles), pH7 (MOPS buffer) bhc 
(closed circles) and pH 8.5 (MOPS buffer) bhc (triangles), between 278 and 363K.  

The rather smooth temperature dependencies of  Δε  and  Δε/ε  recorded at pH 8.5 

stretch over the entire temperature range investigated, thus indicating a non-

cooperative transition between a low and high temperature state, which, based on the 

respective CD spectra, resemble IIIh and U. However, a two-state transition is ruled out 

by the absence of an isodichroic point and by the corresponding non-monotonous 

temperature-dependence of εmax (inset Figure 39), which exhibits a pronounced 

minimum at 310 K.  At this temperature the effective pK-value of the alkaline transition 

is nearly identical with the adjusted pH of 8.5 (191), so that the minimum coincides with 

the halfpoint of the III → IV transition. It should be notified that the CD spectra in Figure 
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39 bear some resemblance with the aforementioned spectra reported by Myer, which 

might indicate that his actual pH was slightly basic (248).  In water, cytochrome c can act 

like a buffer due to the large number of protonatable side chains on the surface of the 

protein.  Thus, a change in pH may occur without a buffer. 

More information about state(s) IV can be inferred from the CD (and absorption) 

profiles measured at pH 10.5, which are exhibited in Figure 41.   

 

Figure 41: Taken from ref (280) and modified.  Temperature dependant CD (top) and absorption (bottom) spectra 
of bovine heart cytochrome c measured in the Soret band region from 22000-28000cm-1.  The spectra were 
measured in a pH10.5 bis/tris buffer with a 50mM concentration.  Arrows indicate changes as a function of 
temperature.  Solid line indicates maximum absorption frequency position at low temperature and dotted line 
indicates maximum absorption frequency at high temperature. Inset: ε vs temperature at the frequency of 
maximum absorption. 

At this pH the alkaline state(s) IV are predominantly populated even at room 

temperature. The corresponding CD spectra already show a positive Cotton band in the 

Soret region, which is quite distinct from the symmetric couplet observed for the IIIh 
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state.  The rotational strength increases with increasing temperature while the 

absorption peak exhibits a redshift, in contrast to what was observed for the IIIh→U 

transition at neutral and modestly acidic pH.  The positive Cotton band and its 

coincidence with the absorption maximum reflect again the drastically reduced splitting 

between the Bx and By bands.  Figure 42 exhibits the corresponding temperature 

dependence of the Kuhn anisotropy and Δεmax.   
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Figure 42: Taken from ref (280) and modified.  Top) Δεmax vs temperature and Bottom) Kuhn anisotropy, Δε/ε, vs 
temperature at the indicated frequency position of pH10.5 (bis/tris buffer) bhc (closed circles) and pH11.5 (bis/tris 
buffer) bhc (open circles) between 278 and 363K. 
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While Δεmax seems to be nearly temperature independent between 278 and 338 K 

within the experimental uncertainty, the less noisy Kuhn anisotropy exhibits a 

statistically significant though small increase with rising temperature. Both Δεmax and 

Kuhn anisotropy exhibit a steep increase with increasing temperatures above 348 K. The 

data indicate the existence of at least two thermal transitions, involving an intermediate 

IVh and a certainly unfolded state IVu.  Apparently, the rotational strength is significantly 

larger at pH 10.5 than at 8.5 and at lower pH values for the entire temperature range. 

This indicates that at pH 8.5 state IV still coexists with other states (IIIh or some yet 

unidentified state) even at high temperatures. The interpretation of the data at this pH 

is complicated by the possible coexistence of most likely three alkaline isomers and also 

by the fact that the (lysine) protonation and the dissociation of M80 are 

thermodynamically distinct processes (194).  

To gain a complete picture of the conformational manifold sampled at alkaline pH we 

also measured the temperature dependence of the CD and absorption spectra of bhc at 

pH 11.5.  The alkaline state, V, can be expected to be populated at room temperature at 

this pH (192). The CD spectra in Figure 43 (pH 11.5) are qualitatively similar to those 

obtained at pH 10.5 in that they start as a positive Cotton band as well and, like the 

spectra in Figure 41, increase with increasing temperature. However, the corresponding 

spectra (Figure 43) are quantitatively different from that observed in Figure 41.   
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Figure 43: Taken from ref (280) and modified.  Temperature dependant CD (top) and absorption (bottom) spectra 
of bovine heart cytochrome c measured in the Soret band region from 22000-28000cm-1.  The spectra were 
measured in a pH11.4 bis/tris buffer with a 50mM concentration.  Solid line indicates maximum absorption 
frequency position at low temperature and dotted line indicates maximum absorption frequency at high 
temperature. Inset: ε vs temperature at the frequency of maximum absorption. 

The magnitude of this difference can be seen by comparing plots in Figure 42, where the 

associated Kuhn anisotropy and Δεmax are plotted as a function of temperature.  The 

rotational strength of the Cotton band representing state IV is smaller than that of state 

V upon an increase in temperature above 320K.  A comparison of the respective 

absorption spectra reveals that this predominantly reflects differences between the 

respective oscillator strengths. The differences between the corresponding Kuhn 

anisotropies are much less pronounced. Δεmax is practically temperature independent 

below 340 K for state IV, whereas it exhibits a minimum until 320 K for state V.  This 

minimum also appears in both εmax(T) (Figure 43) and somewhat less pronounced  in  

Δε/ε.  The melting into the unfolded state occurs at lower temperatures for state V (T > 
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333 K) than for IV (T > 340 K).   The absorption peak extinction decreases with increasing 

temperature until the band position exhibits a large (~500cm-1) redshift. 

For comparative purposes, Figure 44 depicts the differences of the CD and absorption 

spectra of bhc, which reflect the aforementioned native and non-native conformations.   

 

Figure 44: Taken from ref (280) and modified.  CD (top) and absorption (bottom) of all investigated pH 
measurements (pH7 Tris HCl buffer: solid line, pH7.0 MOPS buffer: dotted line, pH8.5 MOPS buffer: short dashed 
line, pH10.5 Bis/Tris buffer: dashed-dot-dot Line and pH11.4 Bis/Tris buffer: long dashed line) of bovine heart 
cytochrome c at room temperature (left panels), intermediate temperature (middle panels) and high temperature 
(right panels). Exact temperatures are indicated in individual panels. 

The low-temperature spectra represent the states III – V.  Spectra taken at the indicated 

intermediate temperature can at least partially be assigned to the corresponding 

thermal intermediates, and the spectra taken at high temperature reflect the 

corresponding unfolded state. At room temperature, the CD spectra obtained in state III 

(pH7 and 8.5) display couplets in the Soret region with the peak extinctions situated in 

the middle of the couplet.  The higher pH measurements in states IV (pH10.5) and V 

(pH11.5) display positive Cotton bands at room temperature, though the intensity of the 

band in state V is much larger than any of the other investigated states.  At high 
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temperature all of the CD profiles turn into positive Cotton bands and become (nearly) 

coincident with their respective absorption profiles.  However, in terms of absolute 

rotational strength, band shapes and absorptivity, the bands assignable to the unfolded 

states of III, IV and V are different, thus indicating that these states are not structurally 

identical in the vicinity of the heme group.  In what follows we term these states IIIu, IVu 

and Vu. 

We deduce the following minimal thermodynamic scheme (R1) from our data presented 

in this section along with the results obtained by Verbaro et al. which characterize an 

intermediate of the state IIIIV alkaline transition: 
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                       (R1)

 

The additional thermal intermediates IVh and Vh are deduced from the Δεmax(T) in Figure 

42.   It can be ruled out that the observed minimum between 320 and 330K represent, in 

fact, a partial population of state V, since the latter is associated with a much larger 

rotational strength. We wish to reiterate in this context that state IV, and to some 

extent also state III, encompasses conformational substates with different axial ligands 

(for IV) (194) or different Fe-M80 bonding strengths (III) (275, 276).  It should be 
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mentioned that the above scheme might still underestimate the number of 

intermediates; the temperature dependence of εmax for state V indicates that at least 

two intermediates are involved.   We also propose that not only the alkaline states, but 

the intermediate, III*, will populate at least one thermal intermediate state before the 

protein unfolds at higher temperatures. 

Finally, we deem it noteworthy that the temperature dependences of circular dichroism 

and Kuhn anisotropy are very similar at all three investigated alkaline pH values. Since 

cos( , ) )B B B Bm mε ε µ µ′∆ ∝ ⋅
   

, with Bm as the magnetic and Bµ′  as the electronic matrix 

element of the transition into the B-states, our data are indicative of  a substantial 

increase of a magnetic dipole component in the heme plane.  Since the latter arises 

from heme-protein interactions (250), our data thus indicate an increase of some 

electronic coupling between the heme and protein chromophores in non-native states, 

which somewhat contradicts the notion of reduced heme-protein coupling in partially 

unfolded states.    

5.3 Secondary Structure Analysis of pH Induced Non-native States 
In order to quantify concomitant changes in secondary structure of the states involved 

in the alkaline transition, we measured the VUV CD spectra of oxidized cytochrome c 

was measured in the region between 175 and 240 nm from pH 3 to 12 at room 

temperature in a 1mM MOPS (3-(N-morpholino)propanesulfonic acid) buffer. We 

included state II in here to see if any major changes in the secondary structure occur 

upon acidifying the protein.  A rather low ionic strength was chosen to avoid any 

influence of anion binding (202, 204, 205, 276, 287). As indicated in the Introduction, 
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this pH range covers the states II-V of the protein.  The SRCD spectra can be seen in 

Figure 45. 

 

Figure 45: Taken from ref (210) and modified.  SRCD spectra of oxidized horse heart cytochrome c taken at 
indicated pH values plotted from 178-240nm in Δε units per residue. 

The online Dichroweb software was employed to analyze these spectra. The Contin 

analysis algorithm (262) was utilized with reference set 6.  Protein concentrations were 

determined from the Soret band absorption of the protein (181) solution in a 1mm 

quartz cell (Hellma) by using an extinction coefficient of 10.6⋅104 (M-1⋅cm-1).  From the 

crystal structure of yeast ferri-cytochrome c, Louie and Brayer determined 40% α-helix, 

22% β-turn and negligible β-sheet structure (180). A practically identical result was 

obtained for horse heart cytochrome c (181). The analysis of the SCRD spectra recorded 

at pH 7 and 8, at which the native state III is predominantly populated, yielded 44% α-

helix and 23% β-turn, which is in very good agreement with crystallographic values.  At 

pH 5, at which the protein is still believed to be in its native state (187),  the values were 

almost identical, but indicate a small loss (~3%) of α-helical content.  In state II (pH 3) 
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both the α-helix and β-turn content decreased by ~3% compared to that obtained for 

the native state measurement. This modest decrease indicates that this state still 

exhibits a rather intact secondary structure, which would be consistent with the notion 

that it is a molten globule (188).  For pH 10.5, at which the protein is almost exclusively 

in state IV in a low ionic strength solution (278), the α-helix content was determined to 

be 35.5%, while the β-turn fraction is comparable with that of the native state.  In state 

V, probed at pH 11.8, the α-helix and β-turn contents were 31% and 20%, respectively.  

All these changes of the secondary structure are modest, which shows that the 

structural changes induced by the conformational transitions of ferricytochrome c 

involve mostly changes of the tertiary structure. 

5.4 Thermodynamic Analysis3

Thus far, this chapter has demonstrated how the CD spectrum of the B-state transition 

of heme proteins could be used to compare different conformations of the protein in 

solution.  In what follows, a simple thermodynamic model is presented by which they 

can be consistently analyzed. The thermal unfolding of the native state of cytochrome c 

can be modeled by the following reaction scheme: 

  

         (R2) 

where IIIh is a thermodynamic intermediate and IIIu is the thermally unfolded state. 

 

                                                           
3 The following results have been analyzed by Dr. Reinhard Schweitzer-Stenner and published in ref 210.
 Schweitzer-Stenner, R., Hagarman, A., Verbaro, D., and Soffer, J. (2009) Conformational Stability of Cytochrome c 
Probed By Optical Spectroscopy, Meth. Enzymol. 466, 109-153.] 
The results are relevant in this context to show how the previous temperature dependant CD spectra can be 
consistently analyzed with a simple thermodynamic model 

III
KIII ,1 →←  IIIh

KIII ,2 →←  IIIu
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Based on reaction scheme R2 the following formalism can be used to describe the 

temperature dependence of ∆ε at neutral pH: 

       (47) 

where Gh and Gu
 are the Gibbs energies of the states IIIh and IIIu relative to the folded 

state III, R is the gas constant and T the absolute temperature. Z is the partition sum, 

which is written as: 

        (48) 

We consider the III⇔IIIh transition as non-cooperative, so that  

         (49)  

with temperature independent enthalpy and entropy. In our fit to the data, the 

transition temperature: 

          (50) 

is used as free parameter. However, this approach does not work for the IIIh⇔IIIu 

transition which indicates some cooperativity of the underlying unfolding/folding 

process in that a fit with a non-cooperative approach as utilized for III⇔IIIh does not 

reproduce the slope of the ∆ε(T) graphs above 340 K. Cooperativity, could be empirically 

accounted for by employing a Hill function (i.e. substituting  by  in eqs. 

(47) and (48), n: empirical Hill coefficient). To avoid the use of physically not very well 

∆ε =
∆ε0 + ∆εhe

−Gh RT + ∆εue−Gu RT

Z

Z = 1+ e−Gh RT + e−Gu RT

Gh = H h − TSh

Th =
H h

Sh

e−Gu / RT e−nGu / RT
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defined parameters, however, it is more appropriate to use the approach of Uchiyama 

et al. (288) who considered a temperature dependent enthalpy, which in first order can 

be accounted for by: 

        (51) 

where δcp is the heat capacity difference between the two states at constant pressure 

and Tu is the transition temperature for the IIIh⇔IIIu transition. Then, we can write the 

Gibbs energy as: 

     (52) 

The solid lines in Figure 46 and Figure 47 result from a consistent fit of the above 

formalism to the experimental data.  

H u = H0
u + δcp (T − Tu )

Gu = H0
u + δcp T − Tu( )+ T Su Tu( )+ δcp ln

T
Tu













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Figure 46: Taken from ref (210) and modified.  ∆ε versus temperature of oxidized bovine horse heart cytochrome c 
between 278 and 363 K. Upper panel: ∆ε obtained from the CD spectra in Figure 31 at 24876 cm-1 (triangles) and 
24010 cm-1 (filled circles). Lower panel: ∆ε obtained from the corresponding CD spectra at 44964 cm-1.  Solid lines 
results from the fits described in the text. 

 

Figure 47: Taken from ref (210) and modified.  ∆ε versus temperature of oxidized bovine horse heart cytochrome c 
between 278 and 363 K. The ∆ε values obtained from the CD spectra in Figure 34 at 24876 cm-1 (triangles) and 
24010 cm-1 (filled circles).  Solid lines results from the fits described in the text. 
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Consistence here means that the very same thermodynamic parameters were used to fit 

∆ε(T) and ε(T) data obtained with the same buffer. In order to minimize the ambiguity 

we took ∆H and δcp values from the calorimetric studies of Uchiyama et al. (288) for the 

IIIh⇔IIIu transition and modified them only slightly for the purpose of optimization. The 

thermodynamic parameters used for the fits are listed in Table 5.  

The ∆ε(T) graphs measured at pH 10.5 and 11.5 were also subjected to fits based on 

reaction scheme R2 for the respective states, which, for the pH 10.5 data, led to the 

respective solid line (data points in filled circles) in Figure 48.  The population of an 

intermediate is difficult to discern from the data, though its existence becomes more 

obvious if one inspects the temperature dependence of the Kuhn anisotropy.  The 

Cotton band in the unfolded state IVu is by a factor ¾ less intense than the CD band of 

the IIIu state populated at neutral pH and high temperatures. This difference seems to 

make sense in that we expect IVu to be even more unstructured than IIIu, which would 

lead to a less ordered heme environment.  
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Figure 48: Taken from ref (210) and modified.  ∆ε versus temperature of oxidized bovine horse heart cytochrome c 
between 278 and 363 K. The ∆ε values obtained from the CD spectra in Figure 41 (state IV, filled circles) and Figure 
43 (state V, open circles) at the position of the Cotton band maximum.  Solid lines results from the fits described in 
the text. 

The attempt to fit R2 to the data acquired at pH 11.5 had only limited success in that the 

rather steep increase of ∆ε(T) at 320 K could not be reproduced. This steepness 

indicates that the observed changes at this temperature are already reflecting the 

transition into an unfolded state and that the slight variation of ∆ε(T) could be 

interpreted as indicating the occupation of an intermediate. The reaction scheme (R3) 

was therefore extended to the following based on the results presented prior: 

    (R3) 

For the transition into Vu1, the same cooperative model was utilized to model the 

transitions IIIh ⇔ IIIu  and IVu1 ⇔ IVu2 . This model yielded an excellent fit to the 

experimental data (Figure 48). Interestingly, the ∆εmax value for Vu1 is similar to that 

obtained for IVu and Vu.  This similarity suggests that, e.g., IIIu might actually not be the 

final state of the unfolding process and that the transition into IIIu might be followed by 

V  →←  Vh
 →←  Vu1

 →←  Vu2
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another transition into the final unfolded state at higher temperatures. Generally, this 

state is not accessible to the optical measurements used for the current study, owing to 

the onset of aggregation.   

 pH 7 MOPS pH 7 Tris HCl pH 10.5  pH 11.5 

Hh [kJ/mol] 100 100 100 200 

Hu[kJ/mol] 300 250 200 200 

Th
 [K] 315 315 320 330 

Tu[K] 355 355 350 355 

cp[kJ/mol K] -2.8 -2.9 -2.8 -2.8 

Table 5: Thermodynamic parameters obtained from fitting the ∆εmax(T) and ∆εmin(T) graphs in Figure 47 (bovine 
ferricytochrome c, MOPs buffer, pH  7), Figure 46 (Tis HCl buffer, pH 7 at room temperature) and Figure 48 (Bis/Tris 
buffer, pH 10.5 and 11.5). 
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5.5 Out-of-plane Deformations of Ferrocytochrome c Isoforms 
Nonplanar deformations of heme groups have been quantified in the past by analyzing 

crystal structures of the respective proteins.  Although this method is very useful, crystal 

structures for all relevant ligation, spin and redox states of a given protein are not 

always available.  Thus, alternative methods have been used, such as NSD analyses of 

hemes extracted from molecular dynamics studies.  Also, modifications of the heme 

groups by varying solution conditions (pH, ionic strength and viscosity) can generally not 

be explored by X-ray crystallography.  Changes in pH are particularly relevant for 

ferricytochrome c whose heme environment is highly pH dependant.  Thus, we focus on 

exploring and comparing oop deformations of the heme group in three ferrocytochrome 

c isoforms; horse heart (hhc), chicken (chc) and yeast isoenzyme 1 from Saccromyces 

cerevisiae where C102 was mutated to T to prevent aggregation (yc).  We used Soret 

excited resonance Raman spectroscopy to obtain X and Y polarized spectra and focus on 

the low frequency region (<1000cm-1) where the oop modes are visible. 

In what follows, we first assign the low wavenumber Raman bands visible in our spectra.  

Secondly, we detail our normalization of the resonance Raman spectra and use the 

intensities and depolarization of oop modes to quantitatively describe differences 

between investigated heme groups.  Next, we use intensities and depolarization ratios 

of in-plane and substituent modes to further compare the measured cytochrome c 

species.  Finally, we compare our results to NSD results obtained for hemes extracted 

from X-ray crystal structures (227, 231) and MD simulations. 
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5.5.1 Band Assignments 
We measured the low wavenumber-polarized resonance Raman spectra (< 1000 cm-1) of 

horse heart, chicken, and yeast C102T cytochrome c with Soret (441.6nm) excitation. 

Bands of oop modes in the low wavenumber range have been previously assigned by 

vibrational analyses of various Ni(II) porphyrins (289-292), as well as various myoglobin 

(293) and cytochrome c species (294). Figure 49 details the band decomposition of 

polarized low-wavenumber resonance Raman spectra of horse heart ferrocytochrome c.  

The most prominent oop bands have been labeled according to Hu et al. (294).   

 

Figure 49: Taken from ref (295) and modified.  Spectral decomposition of the polarized low wavenumber resonance 
Raman spectra of horse heart ferro-cytochrome c at pH8.  Top- Raman intensity of parallel (x) polarization, Bottom- 
Raman intensity of perpendicular (y) polarization.  The assignments of the most relevant bands are indicated. 
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The spectra in Figure 49 and corresponding spectra of chicken and yeast (spectra and 

decomposition not shown) were decomposed into individual bands by using our spectral 

decomposition program, MULTIFIT (135).  The same wavenumbers and bandwidths 

were employed for corresponding bands in the x- and y-polarized spectra.  Generally, 

we used Lorentzian profiles convoluted with a small Gaussian profile of 2.5 cm-1 width, 

which represents the spectrometer function.  To analyze the out-of-plane bands, γ5 and 

γ11, Gaussian profiles were used convoluted with a small Lorentzian profile of 1.6cm-1.  

Figure 50 depicts the low-wavenumber x-polarized resonance Raman spectra of all three 

ferrous cytochromes c, where the most prominent bands have been marked.   

 

Figure 50: Taken from ref (295) and modified.  Parallel (x) polarized resonance Raman spectra of horse heart 
(black), yeast (C102T) (light blue) and chicken (blue) ferrocytochrome c. The assignments of the most relevant 
bands are indicated.  

Nonplanar modes become Raman active with Soret excitation predominantly via Franck-

Condon coupling, i.e. by an excited state displacement along the normal coordinate of 

the vibration with respect to the respective equilibrium position in the deformed ground 

state.  Examples were obtained in earlier studies of metalloporphyrins in organic solvent 
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(291).  Raman bands from oop deformations such as doming (A2u), ruffling (B1u) and 

waving (Eg) have been identified in the low wavenumber region of the Raman spectra, 

as well as some bands of in-plane modes and of substituent deformations and 

stretchings.  For ferrocytochrome c, the most prominent Raman active oop modes are γ5 

(doming), γ10 - γ12 (ruffling), γ21 and γ22 (waving), which correspond to the dominant 

SNCDs found for the heme groups of the three investigated cytochrome c molecules.  

Along with the identified bands of oop modes, various low-wavenumber bands 

assignable to in-plane bands are clearly detectable, namely the A1g modes, ν7 and ν8, 

and the rather intense B1g mode, ν15. Finally, we identify several bands in the low-

wavenumber Raman spectra from modes of peripheral substituents, i.e. deformation 

modes of propionic acid substituents, deformation modes of thioether bridges, the 

deformation mode of methyl substituents and CS stretching modes.  The deformation 

modes of propionic acid substituents most likely gain Raman intensity from vibrational 

mixing with macrocycle modes as demonstrated for substituent modes of Ni-porphyrins 

(291, 296, 297). When the heme is perturbed into a lowered symmetry, substituent 

modes and macrocycle modes of the same symmetry vibrationally mix, especially when 

their vibrational frequencies are in close proximity.  Some of the less considered bands 

are the Eu modes, ν50 and ν51, and the B2g modes, ν33(a and b), at 303, 355, 462 and 472cm-

1, respectively.  

5.5.2 Intensities and Depolarization Ratios of Out-of-plane Modes 
This section first details the normalization of Raman spectra to enable a direct 

comparison of their Raman band intensities.  To properly normalize the Raman spectra 
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and facilitate the comparison of coupling strengths and non-planar deformations 

between different isoforms the absorption spectra were first measured in the Soret 

region for each of the three proteins at equal concentrations depicted in Figure 51.   

 

Figure 51: Taken from ref (295) and modified.  Soret band absorption spectra of horse heart (black), yeast (light 
blue) and chicken (blue) ferrocytochrome c. All spectra were acquired with a protein concentration of 0.5mM and a 
tris buffer concentration of 0.01M.  All spectra were corrected for background absorption. 

The yc absorption spectrum is a factor of ~1.35 less intense than horse heart and 

chicken cytochromes c.  To ensure that the Raman spectra of hhc and yc were affected 

equally with respect to self-absorption, we used a 1.35-fold higher concentration for 

measuring the Raman spectra of yc.  The Raman spectra were then normalized on the 

internal standard Raman band of sodium perchlorate at 934cm-1 so that they could be 

compared with each other. To utilize the intensity ratios of corresponding bands of 

different cytochrome c species for a comparison of the corresponding vibronic coupling 

matrix elements, the polarized Raman spectra of yc were multiplied by a factor of 1.352 
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to correct for the different oscillator strength of yc on one side and hhc and chc on the 

other side. The necessity of this correction can be inferred from the equation:   
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provided that the absorption band profiles are identical for the considered species. This 

is the case for hhc and yc; whereas those of hhc and chc are slightly different. We ignore 

this difference in the present study. Ir(l) and Ir(k) are the measured integrated intensities 

of the Raman active mode r of the two species l and k. ( ), ( )gB gBl kµ µ  are the 

corresponding electronic dipole moments of the B-band transition and ( ), ( )r r
BB BBc l c kΓ Γ  are 

the corresponding vibronic coupling matrix elements of mode r. The matrix elements 

are linearly related to the Raman activity inducing oop deformations by the equation: 
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where r
rQΓ  is the pure vibrational matrix element of vibration r. The other parameters in 

eq. 54 were defined in the theoretical background section. The factor   
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   (55) 

derived from the properly normalized spectra can be used to directly compare vibronic 

coupling matrix elements and thus the corresponding SNCDs. The normalized 

intensities, the depolarization ratios and the corresponding Rr’ values (normalized on 
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the Raman intensities of horse heart cytochrome c) of the observed Raman bands are 

listed in Table 6, Table 7 and Table 8, respectively.  

Raman band [cm-1] 

 

hhc chc yc 
279(ν9) 14.6 6.3  

303 (ν51) 37.7 30.4 66.9 
344 (ν8) 119.3 110.2 103.5 
355 (ν50) 124.5 93.8 137.8 

370(δprop,1)
a 31.1 15.3  

378 (δprop,2)
a 61.1 53.6 120.1 

390 (δCCS,1)
b 87.6 59.1 174.0 

398 (δCCS,1)
b 60.8 52.7 56.3 

411(δCCC)c 99.1 90.1 406.4 
420(δCCC)c 38.9 20.5 18.9 
446 (γ22) 103.7 44.0 258.6 
462 (ν33b) 45.7 30.6 24.5 
472 (ν33a) 38.8 7.3 95.0 
518 (γ12) 17.0 10.1  
566 (γ21) 49.4 34.9 60.9 

680 (νcs,1)
d 130.9 141.0 115.9 

689 (νcs,2)
d 169.3 126.4 299.3 

698 (ν7) 71.9 63.9 89.3 
721 (γ11) 12.2 13.5 10.6 
727 (γ5) 11.7 12.1 10.4 
748 (ν15) 126.2 106.4 70.4 
832 (γ10) 20.2 20.0  

Table 6: Taken from ref (295) and modified.  Relative intensities*103 of low wavenumber Raman bands in the 
spectra of horse heart, chicken and yeast (C102T) ferrocytochrome c. The band assignment was obtained from Hu 
et al. (294).  adeformation modes of propionic acid substituents; bdeformation modes of thioether bridges; 
cdeformation mode of methyl substituents, d CS stretching modes   

 

An inspection of the intensities listed in Table 6 reveal that the B1u modes, γ10-12, and the 

Eg modes, γ21 and γ22, are relatively intense, indicating ruffling and to some extent 

waving as the major contributions to the oop deformations of the heme group.  This 

finding qualitatively correlates well with NSD results obtained from crystal structures 

and MD simulations. The intensities of the γ5 doming mode are slightly higher for chc 

and hhc compared to yc. The band of the ruffling mode, γ11, is slightly more intense for 
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chc and hhc than for yc, whereas the intensity of the ruffling modes, γ10 and γ12, are only 

comparable for hhc and chc whereas chc is more intense then hhc. However, the 

intensities of the latter ruffling bands are very weak in all spectra. The determination is 

therefore uncertain, owing to its strong dependence on baseline variations. The ruffling 

mode, γ10, was obscured in the spectrum of yc due to interference with glass peaks.  

The Raman intensity of oop modes of A1u, A2u, B1u and B2u symmetry can be directly used 

as a measure of the corresponding Raman activity inducing non-planar deformations (by 

using eq. 55), if the depolarization ratios of these bands were close to 0.125 (298), 

because that would indicate that only one symmetry type of deformations contribute to 

the Raman tensor. The respective values listed in Table 7 clearly show that the 

depolarization ratios of out-of-plane bands obtained from the decomposition of the 

spectra seen in Figure 49 deviate, sometimes substantially, from 0.125, indicating that 

the Raman tensor is a mixture of the McClain tensors in eq. 39.   
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Raman band [cm-1] 

 

hhc chc yc 
279(ν9) 0.14 0.13  

303 (ν51) 0.12 0.16 0.24 
344 (ν8) 0.13 0.14 0.10 
355 (ν50) 0.12 0.15 0.09 

370(δprop,1)
a 0.14 0.14  

378 (δprop,2)
a 0.12 0.14 0.11 

390 (δCCS,1)
b 0.13 0.15 0.16 

398 (δCCS,1)
b 0.12 0.16 0.19 

411(δCCC)c 0.14 0.16 0.22 
420(δCCC)c 0.13 0.21 0.57 
446 (γ22) 0.17 0.23 0.46 
462 (ν33b) 0.31 0.37 0.87 
472 (ν33a) 0.04 0.33 0.71 
518 (γ12) 0.10 0.10  
566 (γ21) 0.13 0.15 0.18 

680 (νcs,1)
d 0.15 0.13 0.16 

689 (νcs,2)
d 0.13 0.14 0.13 

698 (ν7) 0.14 0.13 0.16 
721 (γ11) 0.20 0.09 0.18 
727 (γ5) 0.25 0.11 0.32 
748 (ν15) 0.30 0.23 0.66 
832 (γ10) 0.42 0.22  

Table 7: Taken from ref (295) and modified.  Depolarization ratio of low wavenumber Raman bands in the spectra 
of horse heart, chicken and yeast (C102T) ferrocytochrome c. The band assignment was obtained from Hu et al. 
(294).  adeformation modes of propionic acid substituents; bdeformation modes of thioether bridges; cdeformation 
mode of methyl substituents, d CS stretching modes.   

 

The deviations can be rationalized in terms of an admixture of contributions from terms 

other than A1g in the second term on the right side of eq. 43.  Examples of the effects 

that can cause these deviations from canonical depolarization ratios of A1g symmetry 

were detailed in the Methods section.  The increased depolarization ratio of the A2u 

doming mode γ5 was rationalized by a ruffling (B1u) or saddling (B2u) deformation that 

would admix B2g or B1g vibronic coupling, respectively to the totally symmetric A1g 

contribution to the Raman tensor.  The depolarization ratios of the Raman lines of B1u-

type modes (γ10, γ11, the depolarization ratio of γ12 is uncertain owing to the low 
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intensity of the line) are also substantially larger than 0.125.  The increase in the 

depolarization ratios suggest an admixture of vibronic coupling of 2 1 2u u gA B B⊗ =  or 

1 1 1u u gA B B⊗ =  symmetry to the Raman tensor, thus indicating the presence of doming 

and/or propellering deformations. The depolarization ratios of Eg modes can vary 

between 0.125 and 0.75, so that nothing specific can be derived from the values 

observed for γ21 and γ22. The depolarization ratios for the modes γ5 and γ11 are all 

substantially larger for yc than for hhc, but smaller for chc.  We invoke the formalism of 

Huang and Schweitzer-Stenner (298) (eqs. (18)-(20) in their paper) to derive the 

following equation for the relationship between ( ) ( )j j
j jQ l Q kδ δΓ Γ , Rr’ (l,k)  and the 

depolarization ratio of the mode r in species l and k:      
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  (56)
 

where Γj is the symmetry of the considered out-of-plane mode in D4h, 
1gA

BBc  denotes the 

vibronic coupling matrix element for which the oop-mode and deformation have the 

same symmetry and ρr(k), ρr(l) are the depolarization ratios for the cytochrome species 

k and l. Normalized intensity ratios, Rr’ are seen in Table 8.   
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Raman band 

 

yc/hhc chc/hhc 
279(ν9)  0.44 

303 (ν51) 1.77 0.81 
344 (ν8) 0.87 0.92 
355 (ν50) 1.11 0.75 

370(δprop,1)
a  0.56 

378 (δprop,2)
a 1.97 0.88 

390 (δCCS,1)
b 1.99 0.68 

398 (δCCS,1)
b 0.93 0.87 

411(δCCC)c 4.10 0.91 
420(δCCC)c 0.49 0.53 
446 (γ22) 2.49 0.42 
462 (ν33b) 0.54 0.67 
472 (ν33a) 2.45 0.21 
518 (γ12)  0.60 
566 (γ21) 1.23 0.71 

680 (νcs,1)
d 0.89 1.08 

689 (νcs,2)
d 1.77 0.75 

698 (ν7) 1.24 0.89 
721 (γ11) 0.87 1.11 
727 (γ5) 0.89 1.04 
748 (ν15) 0.56 0.84 
832 (γ10)  0.99 

Table 8: Taken from ref (295) and modified.  Normalized Raman intensity ratios of bands assigned from Hu et al. 
(294).  Normalized Raman intensities of yc and chc were normalized on hhc.  These values were termed Rr’.  
adeformation modes of propionic acid substituents; bdeformation modes of thioether bridges; cdeformation mode 
of methyl substituents, d CS stretching modes.   

 

In the following we again use hhc as standard to calculate j
Aξ Γ .  By inserting the 

respective values for the γ11 mode of hhc and yc, we obtain 1uB
Aξ = 0.98, which suggests 

heme ruffling is nearly identical in both species. For chc, however, the 1uB
Aξ  value 

suggests an increase of ruffling by 1.4 compared to hhc.  Intensities and depolarization 

ratios of γ5 can be analyzed in the same way. Compared again with hhc, this analysis 

yields a decrease of doming by 0.83 in yc and an increase by 1.54 for chc.  For the 

comparison of hhc and chc, γ10 and γ12 modes were considered as well.  The 



 

179 | P a g e  
 

corresponding intensity ratios of these modes suggest that the heme is slightly more 

ruffled (by a factor of 1.1) in chc than in hhc.  

Next we use eq. (18) of Huang and Schweitzer-Stenner (298) to derive the 

corresponding ratios of the Jahn-Teller coupling parameters B
BBc : 
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   (57)

 

Thus, we obtained that B-type coupling of γ11 is by a factor 0.83 smaller in yc than in 

hhc, whereas it is by a factor 0.35 smaller in chc.  For this mode, this coupling type can 

arise from doming ( 1 2 2u u gB A B⊗ = ) or propellering ( 1 1 1u u gB A B⊗ = ).  For yc, the 

identity of the scaling factors  2uA
Aξ  for the A-type coupling of γ5 and 1uB

Bξ  the B-type 

factor of γ11 suggests that doming, rather than propellering, is responsible for the latter.  

For chc, however, the factors for A-type coupling of γ5 and B-type coupling of γ11, point 

into opposite directions, so that the latter must be assigned to propellering 

deformations.  For γ5, we obtained 1uB
Bξ =1.11 and 0.28 for yc and chc, respectively. Here, 

B-type Jahn-Teller coupling can arise from ruffling ( 1 2 2u u gB A B⊗ = ) or saddling (

2 2 1u u gB A B⊗ = ). The ruffling option can be ruled out from the above discussed 

properties of γ11, hence, we estimated an increase in saddling by a factor 1.11 for yc and 
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a decrease of this deformation by a factor 0.28 for chc. The same B-type coupling 

analysis was again performed on γ10 and γ12 to compare chc and hhc.  For chc we thus 

obtained factors of 0.73 and 0.84 smaller, respectively.  This result is therefore 

attributed to the change in propellering deformation.  Therefore, the combined use of 

the changes of intensities and depolarization ratios affords us a comparison of the non-

planar heme deformations in the investigated ferrocytochrome c species. Doubtless, the 

obtained numbers are subject to substantial statistical errors (~25% might be a realistic 

estimation) owing to the uncertainty of the intensity determination particularly for the 

weak y-components. We like to reemphasize the simplicity of the analysis, which 

assumes that the normal mode compositions and the pure electronic parts of vibronic 

coupling of γ11 and γ5 are identical for the three cytochrome c proteins.  

The observed intensity ratios of the waving modes, γ21 and γ22, suggest the hierarchy yc 

> hhc >chc. γ22 exhibits somewhat more pronounced intensity variation than γ21, but this 

might arise from the admixture of substituent modes to the eigenvector of the former, 

which would make the spectral changes difficult to interpret.   

5.5.3 Intensities and Depolarization Ratios of In-plane and Peripheral Substituent 
Modes 
Generally, Soret band excitation of heme groups yield a low wavenumber spectrum 

dominated by the intensities of the A1g-type modes ν7, ν8 and ν9. While the bands of 

these modes are still clearly identifiable in the spectrum of ferricytochrome c, other 

modes exhibit comparable intensities. This consideration particularly concerns the 

modes of peripheral substituents, e.g. the deformation modes of the propionic acids at 
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370 and 378 cm-1, the CCS deformation modes of the thioether bridges at 390 and 398 

cm-1, and the CS stretching modes of the same entity at 680 and 689 cm-1. The 

resonance enhancement of the Raman scattering of substituent modes certainly results 

from their mixing with macrocycle modes in a lower symmetry than D4h, because the 

internal coordinates of the substituents are certainly not coupled to π→π* transitions of 

the macrocycle. This mixing very much complicates the interpretation of intensities and 

depolarization ratios of ν7 and ν8.  In view of the substantial mixing between these 

macrocycle modes and substituents modes reported for various types of Ni(II)-

porphyrins (291, 296), it is very likely that all the modes of the relatively intense bands 

in the 350-400 cm-1 and the 650-700 cm-1 region exhibit some ν8 and ν7 character, 

respectively. A further complication arises from the fact that these two modes can mix 

with out-of-plane modes in the presence of non-planar deformations. Generally, all 

these mixing effects should reduce the Raman intensity of involved in-plane modes. 

That this result occurs has been demonstrated for ν7 by Kitagawa et al. who showed 

that heme doming decreases the Raman intensity of this mode (299).  The higher 

intensity of the ν7 mode in the spectrum of yc (R’= 1.24) and the slightly lower one in 

the spectrum of chc (R’=0.83) correlate in fact nicely with the reduced ruffling of the 

heme in the former and the increased heme ruffling in the latter, as deduced from our 

analysis of oop modes. The intensity ratios, Rr, for the δCCS and νCS modes indicate that 

the orientation of the thioether linkages with respect to the heme macrocycle are 

different in hhc and yc, yielding different degrees of vibrational mixing with ν8 and ν7, 

respectively. It is reasonable to assume that the degree of mixing (and thus the Raman 
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intensity) increases with a decreasing tilt between the substituent group and the heme. 

The observed Rr’ values for substituent modes of the thioether linkages 1 and 2 

therefore suggest that the tilt of the former is larger in yc than in hhc, while the very 

opposite notion applies to the latter.       

The depolarization ratios of ν7 and ν8 do not deviate much from the D4h expectation 

value for A1g-modes for hhc and chc, as it is expected for B-state scattering (291).  For 

yc, the depolarization ratio of ν7 is somewhat larger, but this is difficult to interpret, 

owing to these modes vibrationally mixing with substituent modes (CH3-deformation in 

addition to CS (291, 296)). The larger depolarization ratio might result from an increase 

of some of the products according to the second order contribution to the expanded 

vibronic coupling operator, 1 1
'

u uB A
j jQ Qδ δ ,

 
1 2

'
u uB A

j jQ Qδ δ , 2 1
'

u uB A
j jQ Qδ δ  ,and 1 2

'
u uB A

j jQ Qδ δ , 

which would admix either B1g or B2g to the Raman tensor. Changes of substituent 

orientations can vary in-plane deformations, but the depolarization ratios of the ν4-

mode (data not shown) of hhc (0.18) and yc (0.15) indicate that rhombic B1g-

deformations are smaller in yc than in hhc (221).      

Another peculiarity of the low wavenumber spectra of ferrocytochrome c derivatives is 

the rather strong intensity of the B1g-type mode, ν15 (300). This is somewhat unexpected 

because intrastate Jahn-Teller coupling is generally much weaker than Franck-Condon 

coupling, so that B1g- and B2g-type modes exhibit only modest intensity in heme and 

porphyrin spectra taken with Soret band excitation (301).  As shown in Figure 50 and as 

reflected by the corresponding Rr-value in Table 6 the intensity of ν15 is substantially 
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lower for yc than for hhc and chc. Interestingly, the depolarization ratio of this mode is 

exceptionally low for hhc and chc (0.3 and 0.23), whereas it is quite normal for yc (0.66). 

These values clearly suggest that the large intensity of ν15 is actually produced by 

Franck-Condon coupling. One is tempted to interpret our results as suggesting vastly 

different in-plane B1g-type deformations of the heme group, which would add a 

1 1 1g g gB B A⊗ = contribution to the Raman tensor. This interpretation would imply that 

ν15 is much more sensitive to changes of this deformation than ν4 (we estimated a 

‘sensitivity enhancement’ of 1.8 by using eq. (18) of Huang and Schweitzer-Stenner 

(298)).  Alternatively, one might consider an admixture of A1g-type coupling by two non-

planar deformations, i
iQδ Γ  and j

jQδ Γ via the yet unconsidered coupling term (225, 226): 
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However, the deformations derived from X-ray structures as well as from the MD 

simulations discussed below and a comparison with earlier studies on the effect of non-

planar deformations on depolarization ratios (244, 298) suggest that only the 

combination of the dominant deformations ruffling and saddling (B1u and B2u) would 

have an impact, but this would give rise to antisymmetric scattering, which is detectable 

only with Q-band excitation. Optical absorption studies have shown that the Q-band 

splitting is much smaller for yc than for hhc, which reflects, to a significant extent, a 

reduction of electronic B1g perturbations for yc.  However, this variation of the 
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electronic perturbation is unlikely to have a big affect on depolarization ratios, which 

mostly reflect vibronic perturbations (211).  

The analysis reported here and similar analyses in earlier studies (220, 225, 226, 241, 

245) have been based on one very important, though somewhat untested assumption, 

namely that the considered deformations of the heme macrocycle do not significantly 

affect the eigenvector of the considered normal mode, as long as the π-electron ring is 

not seriously disrupted, as is the case in hydroporphyrins (296). Normal mode analyses 

of asymmetric porphyrins are rare in the literature, in spite of their biological relevance. 

One of the few, however, i.e. the normal mode analysis of Ni(II)-octaethylporphyrins 

(Ni-OEP) with asymmetric NO2 substitutions at meso-positions by Lemke et al., indicate 

that the above assumption might be of limited validity (297). If one compares the 

eigenvector pattern of the modes ν2, ν3, ν4 and ν8 of Ni(5,15-NO2-OEP) reported in their 

paper, one obtains that the pattern of ν8 is being heavily affected by the meso-

substitution, whereas the influence on the other A1g-type modes is limited and hardly 

discernable from the respective normal mode patterns.  This porphyrin molecule is 

certainly not a good model system for heme c, but the study clearly shows that 

asymmetric perturbations can change the eigenvectors of macrocycle modes quite 

dramatically. The results of Lemke et al. further suggest that this effect might be more 

likely for low wavenumber modes and that a similar perturbation could be responsible 

for the large depolarization ratio variations of ν15. It is thinkable that the specific B1g 

deformations which are operative in cytochrome c lead to a mixture of ν7 and ν15 
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coordinates, thus causing Franck-Condon activity of the latter. As a matter of fact, both 

modes would exhibit an A-symmetry in a C2v point group, which would explain why ν15 is 

a very sensitive indicator of B1g-deformations, at least for cytochrome c.         

Other in-plane modes such as ν50 and ν51 (Eu) are present, indicating the presence of Eu 

type deformation. Eu modes are Raman inactive in D4h symmetry, but become Franck-

Condon active e.g. with an electric field exhibiting the same symmetry (224).  The Eu 

mode, ν50, is of comparable intensity in all three species with yc having the largest, 

though the ν51 mode is double the intensity in yc compared to hhc and chc.  The larger 

intensities of the yc Eu Raman bands indicate that the electric field of the heme, which is 

weaker in yeast than in hhc cytochrome c (212), is not the only source of Eu-type 

deformations.   

5.5.4 Comparison with NSD Results4

While x-ray crystallography gives accurate results for comparison to a static 

conformation, they might not be representative of a dynamic average of the solution 

phase protein.  A direct comparison of results obtained from the NSD analysis of crystal 

structures and structures derived from MD simulations reveals notable differences.  

 

Protein Type Doop B2u B1u A2u Egx Egy A1u 

HHC Crystal 1.062 -0.224 1.004 -0.020 0.122 0.161 -0.022 
YC Crystal 0.892 -0.306 0.771 0.008 0.137 0.196 -0.102 
HHC MD 0.7867 -0.001 -0.765 -0.034 0.065 0.028 -0.167 
CHC MD 0.7899 -0.277 -0.670 0.074 0.229 0.170 -0.106 
YC MD 0.9775 -0.132 -0.927 0.087 0.034 0.237 -0.116 
Table 9: Taken from ref (295) and modified.  Oop results of NSD analysis from crystal structures from Shelnutt`s 
website (302) and MD simulations completed by Dr. Monique Laberge. 

                                                           
4 The NSD results for the hemes extracted from MD simulations were provided by Dr. Monique Laberge in 
the Department of Biology, Center for Research in Molecular Modeling, Concordia University, Montreal, 
H3G 1M8, Canada. 
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NSD results obtained for crystal structures (Table 9) indicate a dominant ruffling with 

moderate saddling and waving deformations for hhc (1hrc)(231) and yeast (1ycc)(227) 

with hhc having ~0.25 Å larger ruffling deformation, 0.11 Å smaller saddling 

deformation, ~0.04 Å smaller doming, 0.09 Å smaller propellering,  and 0.15 Å smaller 

total waving deformation. The respective ratios of deformation (RΓ=ΔΓ(yeast)/ ΔΓ(hhc)) 

are 0.77 for Γ=B1u (ruffling), 1.38 for Γ=B2u (saddling), 2.36 for Γ=A2u (doming), 4.9 for 

Γ=A1u (propellering), and 1.3 for Γ=Eg (waving). For ruffling we derived nearly identical 

heme deformations for yc and hhc, though the analysis is limited to only one oop Raman 

band, namely, γ11.  Since the difference between corresponding deformations of yc and 

hhc is not large, one might still consider the discrepancy between RB1u =0.77 and 1uB
Aξ

=0.98 as not particularly significant. For saddling, the above RΓ-values are nearly in 

quantitative agreement with the corresponding 1uB
Bξ - values of γ5, i.e. 1.11 for yc.  The 

stronger waving deformation in yc is also predicted from our results. With respect to 

doming and propellering, the X-ray structure and our results do not agree, since crystal 

structures indicate that these deformation types are more pronounced in yc. However, 

one has to take into consideration that doming and propellering deformations are 

rather small compared with ruffling and saddling and therefore subject to larger errors 

in the NSD analysis. Apparently, the use of resonance Raman spectroscopy provides us 

with a very sensitive tool for probing even very small non-planar deformations.    

Our NSD analysis of the hemes extracted from MD simulations (Table 9) indicate that the 

ruffling deformation of yeast cytochrome c is nearly 0.16 Å larger than the 
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corresponding hhc deformation and even 0.25 Å larger than the ruffling deformation in 

chc, which is not in agreement with our results. All three investigated B1u bands were 

more intense for chc compared to hhc, thus providing a consistent picture suggesting 

that the heme of chc is more ruffled than hhc. With respect to doming, our results are at 

variance with the heme deformation of the MD structure of yc being larger than that of 

hhc ( 2uA
Aξ = 0.83 compared with RB1u=ΔB1u(yc/ ΔB1u(hhc))=1.46), whereas quantitative 

agreement is obtained between our result (i.e. 2uA
Aξ  =1.54) and the ratio  RA2u=ΔA2u(chc)/ 

ΔA2u(hhc))=1.49 obtained from the corresponding MD structures of chc and hhc. These 

structures suggest that the heme groups of yc and chc are much more saddled than the 

active site of hhc; this is definitely not in agreement with our results. Concerning 

propellering, however, our results agree with the NSD values for chc and hhc, in that 

both suggest a much smaller deformation for the former ( 1uB
Bξ = 0.35 compared with 

RB1u=ΔB1u(yc/ ΔB1u(hhc))=0.64).  Altogether, the above analysis suggests that the ratios of 

non-planar heme deformations inferred from resonance Raman bands of oop modes are 

in reasonable agreement with the corresponding values of the predominant 

deformations (ruffling and saddling) obtained from X-ray-structures (227, 231). For 

smaller deformations, i.e. doming and propellering, our results are much closer to the 

structural properties inferred from MD simulations. The latter generally yield larger 

doming and propellering distortions than exhibited by the respective X-ray structures.  

This result, combined with the fact that these deformations have a detectable influence 

on the Raman cross section of vibrational modes, leads us to propose (a) that structures 

from MD simulations provide a more reliable picture for smaller deformations while 
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failing to account for the correct magnitude of the dominant distortions and (b) that 

Raman spectroscopy is a very suitable tool (even more than X-ray) to actually probe and 

explore these deformations.   

Recently, Levantino et al. (221) reported that yc might be more ruffled than hhc, based 

on results from their analysis of vibronic Q-band splitting in horse heart and yeast 

ferrocytochrome c. However, these authors derived their conclusion from values which 

they obtained from vibronic matrix elements: 

  1 2 1 2

2 1 2
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which describes an admixture of A1g-symmetry to the vibronic pattern of modes of A2g-

symmetry, owing to the combined effect of ruffling and saddling. This matrix element, 

which Levantino et al. found to be larger for yc than for hhc for 3 A2g-type modes, is 

approximately proportional to the product of both deformations, which are nearly 

identical for both species in the X-ray structure. An additional, yet overlooked 

contribution also producing an A1g-type contribution can result from doming and 

propellering, which, as argued above, might be larger than assumed. We can therefore 

conclude that the coupling parameters reported by Levantino et al. do not contradict 

results obtained from our Raman data and therefore do not argue against the use of X-

ray structures for NSD analyses to describe predominant deformations.  The question of 

the NSD discrepancies resulting from the use of hemes extracted from X-ray and MDS 

deserves further comment. The distortions of hemes extracted from X-ray structures 
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have an inherent uncertainty induced by the crystal packing forces (231), and one way 

to relax the models is to subject them to MDS under explicit solvation conditions. 

Simulations reported here were carried out for 1 ns, a timeframe sufficient to 

equilibrate such a small size protein. That the trajectory average heme structures 

subjected to NSD analysis yield results –for the smaller distortions– that are different 

from that of the X-ray structures is not surprising, as they reflect the dynamical 

heterogeneity of the protein conformational space. In this view, protein matrix 

dynamics would fine-tune heme properties (and function) by modulating the extent of 

the smaller heme deformations.   
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Chapter 6 Conclusions  
We have shown how lower resolution techniques such as CD, absorption and Raman 

spectroscopy can be used to quantitatively probe tertiary and secondary structure 

changes as well as changes in the active site environment of cytochrome c due to these 

fluctuations.  Overall, we were able to quantitatively estimate planar and non-planar 

deformations of ferrocytochrome c isoforms in a relatively time and cost effective way, 

where X-ray crystallography or NMR spectroscopy would have been excessive.  We 

discovered the combined use of absorption and CD spectroscopy as a tool to explore 

and differentiate between electronic and vibronic perturbations of the heme and 

determine the electric field of the heme pocket in the heme plane.  We also categorized 

the role of certain solution conditions in their connection to structural effects and thus, 

alterations of spectroscopic data, identified and characterized conformational substates 

of cytochrome c and discovered a thermodynamic intermediate of the alkaline 

transition.  Also, we used some of this knowledge to structurally and thermodynamically 

distinguish between a thermally populated state and an alkaline state which were 

believed to be equal.  As well, we further characterized the states adopted in the 

alkaline transition of ferricytochrome c.  These results offer a baseline on which to build 

further estimates of the conformational changes that cytochrome c undergoes in 

relation to its biological processes.  Recently, much attention has been focused on the 

binding of cytochrome c to artificial membranes which represents this protein’s 

interactions with the intermembrane space of the mitochondria. The inner 

mitochondrial membrane has a large fraction of cardiolipin (CL), a negatively charged 

phospholipid.  Upon binding to the inner membrane space of the mitochondria, 
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cytochrome c acts as a peroxidase, selectively catalyzing CL peroxidation.  Cardiolipin 

peroxidation is a prerequisite for initiation of apoptosis.  By characterizing the changes 

in tertiary and secondary structure upon cytochrome c binding to liposomes containing 

cardiolipin, a model can be created that represents this protein’s conformational 

changes in the initial stages of the apoptotic process.   
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Appendix A: List of Abbreviations 
αl – left handed alpha helix 

αr – right handed alpha helix 

ρ – depolarization ratio 

aβ – antiparallel beta strand 

aβt – transition region between polyproline II and beta strand 

Asx – asparagine or aspartic acid 

APAF-1 – apoptotic protease activating factor 1 

ATP – adenosine triphosphate 

bhc – bovine heart cytochrome c 

Bis/Tris – (Bis(2-hydroxyethyl)-amino-tris(hydroxymethyl)-methane) 

CCD – charge-coupled device 

CCL4 – carbon tetrachloride 

CD – circular dichroism 

CHASA – conditional hydrophobic accessible surface area 

chc – chicken cytochrome c 

Complex III – cytochrome bc1 complex/ cytochrome reductase 

Complex IV – cytochrome oxidase 

CS2 – carbon disulfide 

CT – charge transfer 

D2O – deuterium oxide 

DCl – deuterium chloride 

DFT – density functional theory 

DMSO – dimethyl sulfoxide 

DPR – depolarization ratio 

E.COSY – enhanced correlation spectroscopy 
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EPR – electron paramagnetic resonance 

FIPH – Flory isolated pair hypothesis 

FTIR – Fourier transform infrared 

HCl – hydrochloric acid 

hhc – horse heart cytochrome c 

HOMO – highest occupied molecular orbital 

HPLC – high performance liquid chromatography 

HSQC – heteronuclear spin quantum correlation 

HT – Herzberg-Teller 

Ix – Raman intensity scattered with a polarization parallel to the incoming excitation frequency 

Iy - Raman intensity scattered with a polarization perpendicular to the incoming excitation 
frequency 

IDP – intrinsically disordered protein 

ip – in-plane 

kDa – kilodalton  

LCAO-MO – linear combination of atomic orbitals – molecular orbitals 

LUMO – lowest unoccupied molecular orbital 

MD – molecular dynamics 

MOPS – 3-(N-morpholino)propanesulfonic acid  

N – native  

NADH – H-nicotinamide adenine dinucleotide 

NaOH – sodium hydroxide 

NMR – nuclear magnetic resonance  

NSD – normal coordinate structural decomposition 

oop – out-of-plane 

ORD – optical rotary dispersion 
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pβ – parallel beta strand 

PDB – protein data bank  

PPII – polyproline II 

ROA – Raman optical activity 

SAXS – small angle  

SNCD – static normal coordinate deformation 

SR – synchrotron radiation 

ST – serine or threonine 

TFA – trifluoroacetic acid 

TFE – trifluoroethanol  

TOCSY – total correlation spectroscopy 

Tris – tris(hydroxylmethyl)aminomethane  

TSP – 3-(trimethylsilyl) propionic-2,2,3,3-d4 acid  

U – unfolded  

UV – ultra violet 

VCD – vibrational circular dichroism 

VUV – vacuum ultraviolet 

Wat – water  

XAO –X2A7O2 

yc (C102T) – yeast cytochrome c with a mutated cysteine to a threonine at position 102 
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