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Abstract

Experimental Analysis of Power Control and Element Spacing for Unobtrusive
MIMO Antenna Systems

Nicholas J. Kirsch
Kapil R. Dandekar, Ph.D.

With ever-increasing demand for wireless communications, spectral efficiency and

power management are of great importance. Mobile nodes in an ad hoc network are

limited by the available power, interference, and shared communication resources.

Research shows that multiple-input multiple-output (MIMO) communication systems

can increase capacity and mitigate interference by exploiting the multi-path nature

of wireless energy. This increase in capacity is realized with an array of antennas that

can transmit multiple uncorrelated streams. In order to achieve theoretical gains in

capacity, several practical problems must be considered. This dissertation presents

solutions to create higher quality communication systems in MIMO ad hoc networks

through power management, antenna array spacing, and unobtrusive conductive poly-

mer antennas.

To show how co-channel interference can be managed in ad hoc networks, the

experimental performance of several power control methods are demonstrated. These

experiments were made with a multiple antenna software defined radio (SDR) testbed

and verified with electro-magnetic ray tracing. In addition, the spacing between

antenna array elements directly impacts the wireless channel. An analysis of the

wireless channel is presented to show the impact of the antenna spacing and co-

channel interference on the network capacity. A method for selecting the best antenna

spacing is also described based upon the channel analysis. Finally, due to the size of

mobile devices, it is difficult to incorporate MIMO systems into small form factors.

A transparent, conformal antenna array was fabricated to demonstrate that antennas

can be developed to fit into small form factors and perform at a high level.
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Chapter 1. Introduction

1.1 Motivation

Wireless communications is a broad, rapidly growing technology that impacts the

lives of people throughout the world. The driving force behind the demand for better

wireless communications is mankind’s inherent need to communicate. Over the past

sixty years, our greater understanding of physical fundamentals of electromagnetism

has enabled easier and more reliable communications [1,2]. Coupled with the increases

in computational power of micro-electronics, mobile wireless communication systems

have infiltrated people’s lives [3]. With ever increasing demand for more reliable

communications, engineers are continually investigating better and faster ways for

people to communicate in the face of physical fundamental limits and to more easily

integrate communication systems into everyday life.

There are many limiting factors to wireless communications, but one of the most

detrimental limiting factors is interference. Interference is caused intentionally or

unintentionally by nodes in a network or by other sources of electromagnetic energy.

Interference is the physical limitation of spectrum availability. A very popular and

well researched topic for increasing spectral efficiency and mitigating interference is

multiple-input multiple-out (MIMO) communications.

There is a large amount of research in the area of multiple antenna communica-

tions (See Ch. 2). This research shows how data rates can be improved by adding

multiple antennas to transmitters and receivers. Due to the scarcity of wireless spec-

trum, nodes in a network need to share spectrum, which also makes them relevant

to study. However, there is limited research on testbeds describing actual MIMO

network systems.
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Increased
Capacity

Transparent
Flexible
Antennas
(Ch. 5)

Resource
Allocation
(Ch. 3)

Antenna
Spacing
(Ch. 4)

Figure 1.1: Overview of research areas

With an array of antennas, wireless communications capacity can be increased by

intelligent use of power and design of the antenna systems. Figure 1.1 illustrates how

each contribution in this dissertation fits together. Experimental results demonstrate

how the capacity of multiple antenna communications systems can be increased with

power control in an ad hoc network (Ch. 3) and by proper spacing of the antenna

elements (Ch. 4). Additionally, there are cases when the dimensions of the antenna

array make it prohibitively difficult to incorporate antenna arrays into a particular

form factor, such as very large or small spacings. Therefore, there is a necessity to

have technologies to enable antennas arrays to be unobtrusive, such as transparent

flexible antennas (Ch. 5).

1.2 Outline and Contribution

Chapter 2 presents greater background on MIMO communications and a survey of

previous work. Because much of this dissertation is based upon measurements, de-

tailed information on the simulation tools used and software defined radio testbed

are provided.

Chapter 3 describes the results of the first measurement campaign on power allo-
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cation in MIMO communication systems [4, 5]. The experimental results show that

different allocation strategies increase network capacity in a wireless network. An

experimental comparison of several methods shows the trade-off between centralized

versus decentralized decision making and the amount of network status knowledge

needed to increase capacity.

Chapter 4 shows how the spacing between antenna elements in an array affects the

network capacity in a network setting [6]. Previous, single link research has shown

that wider spacing increases capacity. However, this antenna spacing conclusion does

not necessarily apply to links operating with co-channel network users. A method for

calculating capacity to include antenna spacing is presented in this chapter. Further,

if the network parameters identified by this analysis can be anticipated by a designer,

the optimal antenna spacing can be determined before deployment.

Finally, Chapter 5 presents novel transparent antennas made from conductive

polymers [7, 8]. These antennas are also conformal and flexible, which make them

suitable for a wide range of situations. One of the impediments to deploying MIMO

systems is that antennas arrays cannot be unobtrusively placed. Transparent, confor-

mal, antenna technology discussed in this dissertation can be can enabling technology

in increasing the prevalence of MIMO communications systems. This chapter includes

information on the design, transparency, and flexibility of the antennas. Further, net-

work capacity results using the conductive polymer are presented.
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Chapter 2. Background and Tools

This chapter provides background information necessary to understand the research

presented in the later chapters of this dissertation. The subsequent chapters all utilize

similar theoretical formulations, which are presented here and then elaborated on in

later chapters as different aspects of MIMO communications are studied. Because

of the experimental nature of the research presented, details on the hardware and

simulations tools are provided.

2.1 Background

To increase spectral efficiency, Multiple-input multiple-output (MIMO) communica-

tion systems use an array of antennas at both ends of a communications link. The

spatial diversity of the antennas can exploit the lack of correlation between the dif-

ferent pairwise channels in transmitting and receiving arrays, which can increase

the communications rate or capacity [9]. When channels are uncorrelated, multiple

streams of information can be transmitted over an array of antennas. However, spa-

tial separation and the channel response are closely related [10]. There has been a

large amount of published research which shows significant capacity gains that can

be achieved by using antenna arrays [9, 11, 12]. By studying the correlation of the

antenna spacing and the communication channel, we can gain insight to achieving

higher capacity.

For a single communications link, it is straight forward [13] to find the best way to

allocate power to achieve the highest capacity. However, in a co-channel network, the

problem becomes more complicated [14,15]. Power management in ad hoc networks is

important because of changing link conditions and user requirements. Without some
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supervisory system in an ad hoc network, nodes would be prone to allocate power as

they see fit. Previous work describes [16] decentralized methods to allocate power per

node and to increase capacity. Power allocation in both MIMO systems and ad hoc

networks depend closely on the sensing of the channel and then acting to benefit the

user. If MIMO communications with ad hoc power allocation and antenna spacing

techniques are combined, networks would have a vast improvement in transmission

flexibility and spectral efficiency.

Through the experimental demonstration of MIMO power allocation schemes,

we will observe that the antenna spacing has a great affect on the capacity of the

system. Because capacity is dependent on the link-of-interest and all the of co-

channel interfering links, one must consider the effect of antenna spacing in all network

nodes [17]. A major contribution of this dissertation is to show how spacing effects

sum-rate capacity and how a network designer could decide on antenna spacing before

or during the deployment.

Methods placing radios and antennas systems into smaller form factors is also

important for wireless communications to be more seamlessly incorporated into peo-

ple’s lives and still meet the demands of greater capacity. Antenna systems that

can conform to a particular surface or are transparent make this possible. There

has been research into this area to make antennas out of non-metallic materials [18],

which makes them transparent. However, most of these materials are not necessarily

conformal or flexible.

2.2 Formulation

The next few chapters will present the theory and results from different aspects of

MIMO communications, which all share a similar framework. This framework is

provided along with multiple antenna communication systems performance measures.
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2.2.1 Notation

In this dissertation, a vector is notated as a and a matrix is A. The conjugate trans-

pose is denoted as A†, Tr(A) denotes the trace, and det(A) denotes the determinant

if A is square. An identity matrix is IN , where N is the number of rows and columns.

The expectation of a matrix is E{·}.

2.2.2 Channel Model

In MIMO communication systems, it is important to understand how the wireless

channel effects the quality of the communications link. Further, it is also important

for a communications engineering to understand what forces, e.g. interference, scat-

terers, etc., affect the channel. Therefore, we first consider a simple model for the

communications channel. The communication model consists of an input signal from

a transmitter with Nt antennas, a wireless channel with complex gain, noise, and a

received signal or output vector from a receiver with Nr antennas. For some link l,

the received signal vector yl, which has dimension Nr × 1 is

yl = Hl,lxl + nl. (2.1)

The transmitted signal, xl, is a vector of size Nt × 1. The complex channel gain, or

simply channel, Hl,l between receiver and transmitter of the lth link is a Nr × Nt

matrix. Finally, nl is the Gaussian background noise.

Most of this research studies networks that are limited by co-channel interference

links and therefore we must consider the interference channels from these links. For a

network of interest, there are L = {1, 2, . . . , L} links and each link receives interference

from the other links.

An example network can be seen in Fig. 2.1. In this example, the link of interest is

blue and has an arrow from the transmitter to the receiver. Each node in the network
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d

T1

d

R1
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Figure 2.1: Multiple antenna network with co-channel interference

has two antennas which form a linear array and have a spacing of d. The co-channel

interference incident upon the receiver of the link of interest from the green and red

(interfering) links are dashed lines.

Now, the signal model (2.1) is extended to include the presence of interference of

co-channel interference. For a particular link, l, the received signal with interference

is

yl = Hl,lxl +
L

∑

j=1,j 6=l

Hl,jxj + nl, (2.2)

where Hl,j is the channel between the receiver in the link of interest l and the trans-

mitter of the interfering link j.
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2.2.3 Normalization

To analyze the results of the channel measurements and remove the effects of path loss,

the following scaling factor for link l was found by (2.3). The channel sounding testbed

described in Sec. 2.3 uses orthogonal frequency division multiplexing (OFDM), which

separates the wide bandwidth channel into narrowband subcarriers. This modulation

reduces the effect of fading on capacity [19]. The normalization al is found with the

Frobenius norm of a link l, over all K subcarriers.

al =
1

K

K
∑

k=1

‖H
(k)
l,l ‖

2
F (2.3)

Once kl is found for all L, the median kl was selected making the normalization

factor,
√

al

NtNr
, which was then applied to all H

(k)
l,l and H

(k)
l,j . This normalization main-

tains the relative strength between the desired link and interfering channels.

2.2.4 Capacity

An important measure of the performance of a MIMO system is the link and system

capacity. The capacity of a link is determined by maxmizing the mutual information

[13]. For a single MIMO link l, the capacity in bps/Hz is

Cl = log2 det(I +
SNR

Nr
Hl,lH

†
l,l). (2.4)

The single link capacity is a function of the signal-to-noise ratio, the number of

antennas and the wireless channel. An important fact to consider is that as the

channel matrix H becomes more “white,” or as the rank of the matrix increases,

the capacity also increases [9]. Therefore, to increase capacity in MIMO systems,

uncorrelated channels, or matrices with high rank are desirable [17].

When a link of interest is in the presence of co-channel interference, the capacity is
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now a function of the channels of the interfering nodes. To capture the impact of the

co-channel interference and noise, the covariance matrix of the interference-plus-noise

is expressed as

Rl = I +
L

∑

j=1,j 6=l

Hl,jH
†
l,j. (2.5)

The interference-plus-noise covariance matrix can have a significant impact on capac-

ity, which is investigated further in Ch. 4. The single link capacity, with co-channel

interference, is a function of the inverse of Rl and is expressed as

Cl = log2 det(I + Hl,lH
†
l,lR

−1
l ). (2.6)

Finally, the sum-rate or network capacity is the sum of the capacity of the L links

C =
L

∑

l=1

Cl (2.7)

The equations for the signal model and capacity are modified in the following

chapters as different aspects of MIMO communication systems are explored. In Ch.

3, the transmit signal vectors are changed to reflect control over the transmitted

power. Chapter 4 details how the singular values of the wireless channels (2.2) and

(2.5) can be used for effective network design. Chapter 5 uses these equations to

evaluate the capacity in a network with unobtrusive antennas arrays.

2.3 Experimental Testbed

One important factor in this dissertation is the experimental results that verify the

theory and accepted simulation tools. A multiple antenna testbed was built in or-

der to perform experimental measurements for this dissertation. The testbed was

designed to be flexible in hardware and software so that a wide range of applications
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could be studied. Software Defined Radio (SDR) allows for the implementation of

highly flexible communication nodes that are able to use multiple protocol standards

on the same physical hardware. There are three main components of the experimen-

tal testbed: an analog front end that can include an antenna arrays and a frequency

agile RF transceiver, the analog to digital conversion system which includes mod-

ulation/demodulation, and the medium access control (MAC). Analog signals are

converted to and from digital using PXI data acquisition cards from National Instru-

ments and then passed to a dedicated processor that runs the physical layer (PHY),

which is implemented in LabVIEW. This system is designed to provide an easy to

implement, easy to modify design that allows maximum experimentation with both

the physical layer and the networking software.

The nodes were created at the Drexel University Wireless Systems Laboratory in

collaboration with the University of Texas - Austin Wireless Networking & Commu-

nications Group. Figure 2.2 shows a basic block diagram of our system and Fig. 2.3

shows an image of one of the testbed nodes. Each of the components is discussed

below, but it is useful to first understand how they interconnect. The analog front

ends and PHY are all contained in a PXI chassis from National Instruments. Analog

signals are converted to and from digital signals using PXI data acquistion cards from

National Instruments and then passed to a dedicated processor that runs the PHY,

which is implemented in LabVIEW. This processor then communicates over gigabit

ethernet with a general purpose host which runs the MAC, higher layer network pro-

tocols, and any application software. Note that this design is not intended to provide

a high performance physical link, since doing so would require using application spe-

cific digital signal processing. Instead, it is designed to provide an easy to implement,

easy to modify design that allows maximum experimentation with both the physical

layer and the networking software.

The measurement campaigns performed in most of this research study the wireless
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Figure 2.2: Block diagram of the software defined radio measurement testbed

channels. MIMO channels are measured by transmitting a known signal from each of

the antennas in the transmit array and then determining the complex channel gain

at the receiver. In the following chapters, details on how the measurements were

performed are detailed.

2.3.1 Analog Front End

The RF transceivers used in our MIMO SDR testbed – donated by Texas Instru-

ments – are capable of transmitting at all channels in the 2.4 GHz and 5 GHz bands.

The radios include low noise/power amplifiers and mixers, but no modulation and

demodulation circuits. This front end allows us to create our own software modu-

lation/demodulation so that the testbed operates independently of existing wireless

standards, and thus provide us with maximum flexibility.

In this dissertation, the measurements were taken at a center frequency of 2.484
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Figure 2.3: Multiple antenna software defined radio measurement testbed

GHz on a BPSK signal with 5 MHz bandwidth. OFDM modulation is used with 64

subcarriers. The baseband processing is based upon the 802.11g standard with modi-

fications to use space division multiplexing (SDM) mode. Specifically, the preamble of

the standard (channel training) was used for capturing the channel. Unless otherwise

noted, the antennas used for the measurements are omni-directional MAXRAD 6 dBi

antennas. The spacing of the antennas in the array are explained in each subsequent

chapter.
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2.3.2 Physical Layer

Analog/Digital conversion, baseband modulation, demodulation, and post processing

are done with a National Instruments PXI-chassis running LabVIEW. NI PXI-5421

cards perform the digital-to-analog conversion at 100 MS/s. Additionally, NI PXI-

5122 cards are used for the analog-to-digital conversion at 100 MS/s. Custom code

was developed in collaboration with the University of Texas-Austin for modulation

and de-modulation. Software was also written to communicate with the upper level

layers via ethernet. The custom protocol was written not only for data transfer

between layers, but also to allow for flexibility in the implementation of cross-layer

protocols.

The radio transceivers we use have independent local oscillators. To counter the

offset in phase of due to the independent oscillators (not the offset due to the mul-

tipath), we perform an FFT of the received signals and shift one of the signals to

compensate for the difference.

2.3.3 MAC and Higher Layers

Although some link functionality (such as framing) is done as part of the PHY, the

majority of the MAC and of the higher layer processing is done on a general purpose

host computer. We use a dedicated ethernet connection as a dedicated bus to provide

communication between the PHY and upper layers.

In implementing the networking software, our goal was to provide maximum flex-

ibility for experimentation. In particular, we based our implementation on the Click

Modular Router [20]. Click is well suited to this task, it allows users to write “ele-

ments” in C++ that implement base functionality and to glue them together using

the Click language. Click can run the resulting configurations at user level or as part

of a kernel module resident in the Linux kernel, giving a tradeoff between ease of
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development and performance.

2.4 Environment

Our measurement campaign took place in the 3rd floor of the Bossone building on

the campus of Drexel University. The floor plan for our measurement environment

is shown in Fig. 3.1. The chosen node locations allows for a mixture of LOS and

NLOS measurements at various distances between nodes. The antenna arrays are all

oriented vertically with respect to the floor.

Two nodes (one transmitter and one receiver) were used to create a simulated

multi-node scenario, from which many different scenarios can be constructed. The

two nodes were positioned at each Tx and Rx position where 100 channel snapshots

were measured. The links used in the single scenario analysis are shown with lines

from the transmitter to an arrow denoting the receiver. For example, the channel

from Tx:1 to Rx:7 was measured and then the channel from Tx:1 to Rx:8. From these

Tx and Rx positions, 720 six-node scenarios are considered in the analysis. In our

experiments, we wanted to measure the wireless channel as a function of the building

and radio systems, not channels that are affected by short-term fading (e.g. people

walking by). During the channel measurements, we tried to keep the environment as

stable as possible by limiting the number people from opening doors entering the area

of the measurements. After the channels were recorded, the results were calculated

off-line.

2.5 Simulation Tools

Computational electromagnetic simulations are used to study the wireless channels,

which help validate our experimental results. These simulations calculate the received

electromagnetic fields due to all of the multipath rays between every transmitter and
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Figure 2.4: Indoor measurement testing environment and node locations

every receiver. To simulate an indoor environment to determine the performance of

the different power allocation methods, the ray tracing program FASANT [21, 22]

was used with a 3-D model of the Bossone environment. The 3-D indoor model

includes all major walls and floors using relative permittivity and permeability for

those objects: ǫr = 4.44, µr = 0.99 and ǫr = 3, µr = 0.99 respectively. Only major

features were included and no additional scattering bodies were in the simulation

environment. Simulations were run at a frequency of 2.484 GHz at the same locations

as in the measurements. Figure 2.5 shows an example rendering of the solution for

one simulation of FASANT with two nodes. The white symbols represent the nodes

and the red lines are the calculated rays. The multi-path rays are then summed to

find the wireless channel

The antenna arrays were modeled as dipoles in the simulation package FEKO [23].

Radiation patterns for these near field simulations were used as an input to FASANT.

We have previously used this simulation scheme to simulate MIMO network links

[4, 16] At each location, simulations were performed in a 10 × 10 grid of positions

with separation λ/10. The channel response from this grid of positions was used to

provide local averaging to reduce the effects of small scale fading. The simulated

channels were also normalized with the same procedure as the measurements detailed
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Figure 2.5: Visual representation of the simulations with FASANT

in Sec. 2.2.3.
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Chapter 3. Experimental Analysis of Power Control Algorithms

3.1 Introduction

Multiple input multiple output (MIMO) systems have proven to be very promising

for increasing spectral efficiency of ad-hoc networks [9]. Efficient use of frequency

and power is an important goal of any resource limited system. Recent work has

shown that these systems can have increased capacity through improved power con-

trol. Power control, or resource allocation, is accomplished by assigning power to

eigenmodes of the MIMO matrix channel that provide the best capacity. In an inter-

ference free system, the optimal solution is independent waterfilling (IWF) [13].

At the expense of network overhead and computational complexity, sophisticated

power allocation methods can be used to increase system capacity by limiting ex-

ternal interference, such as multi-user waterfilling (MUWF) and the global gradient

projection method (GGP) [14]. MUWF improves capacity by channel whitening.

The GGP method improves capacity by globally calculating power to determine the

best power allocation. Recent work has been published that takes a game theoretic

(GT) approach to the resource allocation problem [4]. This iterative and distributed

technique has been shown to outperform MUWF and approach the performance of

GGP using energy efficiency and capacity as a metric [16].

While experimental characterization has been performed on the MUWF and GGP

techniques [4], the purpose of this chapter is to show experimental results for the GT

method and compare them with the other techniques and simulations in a similar

environment. Further, a comparison of the measured results and simulations is pro-

vided. With these experimental findings, a greater understanding can be achieved

into the impact that power allocation has on the capacity in ad hoc networks.



18

In the following section, the system model (2.6) is modified to take into consid-

eration power control. The power control algorithms are presented in Sec. 3.3. The

results are shown in Sec. 3.4 with a description of the simulations, measurements,

and experimental scenario.

3.2 Power Control Formulation

In this chapter, the goal is to show different methods that control the power trans-

mitted at each node in a network that is limited by co-channel interference. The

transmitted power can be controlled by adjusting the transmitted signal vector xl of

the multi-link signal model (2.2). The transmitted signal xl has the covariance matrix

Ql = E{xlx
†
l }. Ql is the power allocation matrix and the transmit power for link l is

given by Tr(Ql). By adjusting the transmit signal, the amount of power transmitted

on each mode can be adjusted. Therefore, the instantaneous data rate of link l (2.6)

is now a function of the power allocation matrix.

Because the capacity of a link of interest (2.6) is function of the channels of the

co-channel interferers, the capacity is also a function of the power allocation matrices

of the co-channel interferers Qjforj = 1 . . .L, j 6= l. The capacity for a link of interest

l is now

Cl(Q1, ...,QL) = log2 det(I + Hl,lQlH
†
l,lR

−1
l ). (3.1)

To capture the impact of the co-channel interference and noise, the covariance matrix

of the interference-plus-noise (2.5) is now expressed as

Rl = I +
L

∑

j=1,j 6=l

Hl,jQjH
†
l,j. (3.2)

Rl is a function of the sum of interfering links. The sum-rate capacity (2.7) can be

determined by
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C(Q1, ...,QL) =
L

∑

l=1

Cl(Ql) (3.3)

The capacity for a given network will vary depending on the method that each

link calculates Ql. For example, a simple power allocation is Ql = P
Nt

I, which is

the total power, P , distributed equally over Nt antennas. The next section goes into

further detail on the allocation methods used in the analysis.

3.3 Resource Allocation Strategies

There are several strategies considered in this section to allocate power to anten-

nas (i.e. set Ql for link l) in a MIMO ad hoc network. These techniques vary in

performance and have different computational and network overhead requirements.

3.3.1 Independent Waterfilling

For a single MIMO link, l, assuming only local channel knowledge and neglecting

the effect of interference (i.e., Rl = I), the optimum signaling problem is to find the

optimum Ql to maximize Cl(Q1, ...,QL) in (3.1). This optimization can be achieved

by using the “independent water-filling” (IWF) approach [13].

This allocation is found first by determining the eigenvalue decomposition of the

channel of the link of interest. For simplicity, the link subscript is not included in

this subsection.

HH† = VΛV† (3.4)

where V is a unitary matrix and Λ is a diagonal matrix of the eigenvalues. The

optimal power allocation is
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Q = V
(

µI− Λ−1
)

V† (3.5)

Given some total power limit per node, the “water level” is µ which is chosen to satisfy

Tr(µI − Λ−1)+ = P . Therefore, IWF essentially maximizes the capacity for its own

link. In comparison to the other MIMO power control algorithms, this technique has

the smallest computational complexity and incurs little network overhead. However,

independent water-filling does not account for interference effects, which greatly limits

its performance in the presence of interference.

3.3.2 Multi-user Waterfilling

If we assume that a transmitter of link l is aware of the interference environment in

which the link is operating, the IWF method can be improved. The improvement

comes at the cost of higher networking overhead. Specifically, this improvement

assumes that the receiver of link l estimates Rl and instantly relays this information

back to the transmitter of link l. The IWF approach is modified to incorporate this

interference information by “whitening the channel matrix” first [24,25]. Specifically,

application of a spatial whitening transform [15] to the channel yields

H̃l,l = R
−1/2
l Hl,l. (3.6)

Substituting Hl,l in (3.1) with the whitened channel Hw, the multiuser water-

filling (MUWF) capacity for link l is calculated. Similar to the IWF method, this

method calculates the power allocation matrix distributively and maximizes its own

capacity. However, the difference is each link now maximizes its own capacity based

upon the interference received from other links.
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3.3.3 Gradient Projection Method

The next resource allocation method aims to maximize C(Q1, ...,QL) in (3.3), which

is the social optimum for the network. This is different from MUWF and IWF

because the algorithm seeks to maximize the capacity of the entire network, not

just individual links. Therefore, this method requires centralized control in order to

increase the capacity compared to the other methods.

To achieve optimum system capacity, the transmitters of each link must cooperate

when deciding their power allocation matrices. A compromise is struck between

the maximization of an individual links mutual information and the minimization

of the interference observed by other users. The global gradient projection (GGP)

method, which is an extension of the unconstrained steepest descent method in convex

constrained optimization problems, is a technique that can be used solve this social

optimum problem [14].

The centralized controller for the GGP method must have access to all channel

state information and covariance matrices for all users. This controller performs

the calculation and sends the information to all users so that they can update their

power allocation matrices accordingly. The GGP technique has the largest networking

overhead and has the greatest computational complexity in order to find the optimal

allocation of resources.

3.3.4 Game Theoretic Method

The game theory power allocation method is a distributed system where each “player,”

or link, controls its power based upon the utility (i.e. capacity) of a link and a penalty

function for transmitting power. The utility of a link is the link capacity, Cl, which is

a function of the squared singular value of the whitened channel, σi,i. The penalty or

pricing function is then a function of the amount of power a link uses, Pl, to prevent a



22

link from transmitting unnecessarily high power. Pl is scaled by a pricing factor γl to

enforce a minimum capacity per unit power. Therefore, the net-utility function can

be expressed as, ul = Cl − γlPl. With this net-utility function, the per-link objective

function can be expressed as

max
zl

Nt
∑

i=1

log2(1 + pl,iσl,i) − γl

Nt
∑

i=1

pl,i (3.7)

such that
∑Nt

i=1 pl,i ≤ Pl, which is the total power constraint. Further, the value of

γl, must be selected. Details for computing γl are described in [16] along with the

complete details of how links can be shutdown completely if their capacity does not

exceed a pre-specifed threshold. In this chapter, a “soft shutdown” mechanism is used

for γl. This mechanism sets γl such that most links use less than maximum power.

Quantitatively, the MUWF and GT methods are similar in that they both maxi-

mize the capacity of each user, which means that the power covariance matrix for each

user is of the form Ql = VwΛVH
w , where Vw comes from the SVD of the whitened

channel matrix, Hw = R−1/2H = UwΛwVH
w . Notice that the whitened channel ma-

trix per user can be different for MUWF and GT, since some links are shutdown and

transmitted power per link is different even though they start with the same total

available power.

In the GGP method, the objective is no longer to maximize the capacity of each

user, but rather to maximize the sum capacity of the network. Therefore, the eigen-

vectors of Ql no longer coincide with the right unitary matrix of the SVD of the

whitened channel matrix. This occurs because the choice of optimal Ql per user is af-

fected, not only by the resulting single user capacity, but also by interference imposed

to others via the interference plus covariance matrix (Rl). Thus, the eigenvectors that

find a “sweet spot” between the two objectives (single user capacity and interference

imposed on other users) are used. These eigenvectors are usually different from the
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Figure 3.1: The scenario used for measurements and simulations in the Bossone
building

eigenvectors of the whitened channel matrix.

3.4 Results

The simulations and measurements used to find the results are described in Ch. 2.

With the simulation and measurement tools many different scenarios are analyzed.

First, the links are used to measure a single scenario shown with lines from the

transmitter to an arrow denoting the receiver as in Fig. 3.1. Second, from all of

the Tx and Rx positions, 720 six-node scenarios are considered in the multi-scenario

analysis. Therefore, we present the performance of the different power allocation

methods for a single scenario of interest and every possible six node scenario. There

are two antennas at each node with a spacing of λ/2.

After the channels were recorded, the three different power allocation methods

were used to calculate the capacity off-line. The total power available for each link

was initialized to 20 dB. For each scenario, the instantaneous capacity was calculated

for the 100 snapshots. In a real-time wireless communication system, once all the

channels were determined at the receiver of a particular link, the channels would be

sent to the transmitter which would then calculate power allocation.
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3.4.1 Link Results

Once the channel measurements were taken, the different power allocation techniques

from Section 3.3 were evaluated first by comparing the measured link capacity for one

scenario of interest (out of the 720 possible six-node scenarios), for increasing values

of SNR

Figure 3.2 shows IWF capacity performance of all links versus SNR in an inter-

ference limiting environment. Each node makes a decision on power control based

upon knowledge of only Hl,l, the link’s own channel state. Link 6 has the highest

capacity, which can be attributed to the fact that the receiver of that link is isolated

from the other transmitters. Additionally, the capacity of the other links at higher

SNRs is lower due to the the interference created by Link 6. This is due to favorable

channel conditions and equal transmission powers. This allocation method has the

lowest capacity because each link is determining the best power allocation for itself,

without accounting for interference.

Figure 3.3 shows the capacity of all links versus SNR for the MUWF allocation

method. The calculated capacity flattens because as SNR increases for the link of

interest, the interference also increases. Link 6 has much greater capacity than the

other links because the receiver is affected minimally by the other links. In comparison

with the IWF allocation, the links have similar relative performance. Links 4 and 1

have low performance due to the presence of many other transmitting nodes.

The results from the GGP method can be seen in Fig. 3.4. Overall, there is

higher capacity in comparison to the MUWF. However, to achieve higher rates links

1 and 4 are nearly “shut down” to limit the amount of interference they generate.

Both links are long-distance and cause unnecessary interference to the rest of the

network. As is the case, with the other allocation methods, Link 6 has the best

performance. Additionally, there is a crossing in the capacity of Links 2 and 5 as
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Figure 3.2: Link capacity using independent waterfilling (IWF) technique

SNR increases. This crossing occurs due to the interference created by Link 2, which

limits the capacity of other links that have higher rank channel conditions.

Finally, the link capacity results of the game theory method are presented in

Fig. 3.5. From the chosen scenario (Fig. 3.1), one can see how these capacities are

achieved. First, because link 6 is more isolated than the other links, the receiver is

less affected by other transmitters. The transmitter of link 6 has little effect on the

other receivers. Therefore, more capacity can be achieved by the channel that has

little interference. Both links 1 and 4 are susceptible to greater sources of interference

and would not yield much capacity without greater signal power. Therefore, these

links are shut-down to prevent unnecessary interference to the rest of network. Links

5 and 2 are similar to each other and are moderately affected by interfering links

because the receivers of these links are in a centralized location. Last, link 3 is able
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Figure 3.3: Link capacity using multi-user waterfilling (MUWF) technique

to achieve a relatively small level of capacity amidst the co-channel interference.

Table 3.1 is the comparison of the measured sum-rate capacity and the efficiency

results from this scenario using different power allocation schemes. The energy effi-

ciency λ, is the ratio of the network capacity to the total network power (bps/Hz/W).

With 20 dB of SNR, GT has a sum-rate capacity between MUWF and GGP. However,

this specific scenario is an example of the GT method providing higher efficiency than

the GGP method. This condition occurs due to the GT method using lower trans-

mit powers. These results match the interpretation that GT is an improvement over

MUWF. The GGP method is able to achieve greater capacity due to its use of greater

levels of network information (and overhead).
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Figure 3.4: Link capacity using the global gradient projection (GGP) technique

Table 3.1: Measured Sum-rate Capacity and Effiency for single scenario with SNR=20
dB

Allocation scheme Capacity (bps/Hz) Efficiency

MUWF 11.56 0.0193

GGP 16.52 0.0275

GT 13.22 0.0314

3.4.2 Network Capacity

Next, with 720 six-link scenarios and data from 100 locations and snapshots from

simulations and measurements respectively, the sum-rate capacity was calculated and

the cumulative distribution function (CDF) for the three resource allocation schemes

is shown in Fig. 3.6. The capacity for GT is higher than the MUWF case, however

not as high as the GGP method. The GGP method assumes a centralized control
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Figure 3.5: Measured link capacity versus SNR with GT power allocation in the
scenario shown in Fig. 3.1.

with complete channel knowledge of all links, which allows for an optimal solution to

be found. The GT approach utilizes penalties for using too much power over weak

channels, thus the capacity results are greater than the MUWF scheme.

The measurement results are fairly similar to the simulations for all of the power

allocation schemes. Differences between measurements and simulations can be at-

tributed to the fact that the simulations can not possibly reproduce all of the channel

effects in a real environment, notably scattering. Also, the measurement locations

may not be precisely in the same location as in the simulation environment. The

differences are further explored in Sec. 3.4.4.

Further, we show the CDF of the energy efficiency, Fig. 3.7 for simulated and

measured scenarios. These results show that for all scenarios, the GT method is
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more energy efficient than MUWF method and nearly as efficient as the GGP method.

There are some cases when the GT method is actually more efficient than the GGP

method. While the capacity performance of the GT method was near MUWF, the

energy efficiency is closer to GGP. This is due to the soft-shutdown mechanism, which

limits the transmitted power of links with little achievable capacity. As with the

capacity CDF results, energy efficiency CDF results show good agreement between

measurements and simulations.

3.4.3 Comparison of Measured Convergence Rates

An important part of any iterative algorithm is to understand the rate at which the

algorithm converges. The convergence rates and what conditions impact them are

discussed in [14]. It is known that the convergence time of the GGP method is high,
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Figure 3.7: CDF of energy efficiencies for different methods from measurements and
simulations over all scenarios

when compared to IWF and MUWF, due to all of the conditions in the optimization.

However, the GGP method needs a centralized controller which could have very high

processing power. The convergence rate and uniqueness of the equilibrium of the GT

method is shown in [26]. As a point of comparison, the CDF of the convergence rates

for the different methods from our scenarios is shown in Fig. 3.8. The convergence

rate for MUWF and GT, shown in Fig. 3.8(a), are similar with means of 10.5 and 7.5

iterations respectively. As expected the the rate for the GGP method, shown in Fig.

3.8(b) is much higher with greater standard deviations and a mean of 186 iterations.

These results illustrate that the high capacity performance of the GGP method comes

with a significant price. Techniques like GT that can achieve similar performance to

GGP at a fraction of the convergence time are thus desirable.
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3.4.4 Comparison of Simulation and Measurements

To provide a comparison between measured and simulated channels, Fig. 3.9 shows a

CDF of the ratio of singular values (smaller singular value over larger singular value)

for measured and simulated channels. Figure 3.9 shows the distribution of the singular

value ratios for the 3,600 (i.e., 6 transmit positions x 6 receive positions x 100 samples)

measured and simulated channels. The ratio is greater for the measured channels,

which shows that the measured channels are more uncorrelated. This result makes

sense because simulated channels are an approximation of the actual environment and

do not include all possible features in the multipath environment. These additional

multipath features have been shown to decrease channel correlation and increase

singular value ratios [27]. It is important to note that the distributions are very

similar except that the measured channels are shifted to higher ratios.
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3.5 Conclusion

In this chapter, experimental and simulated results for different power allocation

methods in an indoor MIMO local area network have been shown. Measured link

capacity for one scenario was presented to show how each power allocation method

performs differently. The performance of the GT method was compared to MUWF

and GGP methods in terms of capacity and energy efficiency. Additionally, the

probabilistic results show that the GT method outperforms the MUWF approach and

approaches the performance of the GGP method (without as much network overhead).

These results quantify the benefits, in terms of capacity and energy efficiency, of using

greater levels of network knowledge in MIMO ad-hoc network power allocation.
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Chapter 4. Antenna Spacing

4.1 Introduction

Multiple Input Multiple Output (MIMO) techniques offer great potential to enhance

future wireless local area networks (WLANs) and ad hoc networks. MIMO systems

can provide reliable communication by exploiting multiple spatial paths in a com-

plex propagation environment and can also offer high capacity by creating multiple

data pipes in space. This technology is ideally suited for next-generation multi-hop

networks [28, 29].

As the application of MIMO technology in ad hoc networks grows, MIMO inter-

ference avoidance and compensation algorithms are of greater importance. [15, 24]

studied the interactions and capacity dependencies of power allocation methods in

MIMO interference systems and [14,30–32] explored methods for power management

and interference avoidance in MIMO systems.

The MIMO communications channel is affected by channel and array properties

[10]. Antenna correlation contributes to the efficacy of a communication channel.

Antenna correlation is a result of their physical separation and the effect of the mutual

coupling on a nearby scattering body [27, 33–37]. A general background on spatial

correlation and its impacts are highlighted in [27]. Notably the authors showed how

mutual coupling affects the correlation of the channel and how the angular distribution

of received energy affects the capacity. Results with semi-correlated channels were

presented in [36], which actually show that higher antenna correlation can lead to

higher capacity. This result occurs when using beamforming with a large number of

users, which they have shown in simulation.

The analytical work by Tulino et. al. [33], analyzes the effects of antenna correla-
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tion on capacity while considering the tradeoffs of power and bandwidth. Specifically,

they show that higher correlation between antennas at the receiver reduces capacity,

but not received power. Further, higher correlation at the transmitter reduces the

effective dimensionality of the channel; however, power can be focused using beam-

forming techniques.

It is well known that, in a single link, an increase in antenna spacing results in less

correlation and therefore, higher capacity. The experimental work in [38] shows that

greater antenna spacing increases the capacity. However, in an ad hoc wireless MIMO

network, increasing the antenna spacing also increases the spacing in the arrays of the

interferers which de-correlates the interfering channels. Further, the more interferers

there are, the more uncorrelated the sum interference channel becomes. Quantifying

the impact of antenna spacing in MIMO ad hoc networks is the motivation for our

work.

In our analysis, we specifically look at an interference limited ad hoc communi-

cation systems. The capacity is no longer just a function of a single link of interest,

but rather of all the interfering transmissions. Webb et. al. [17], showed that MIMO

communications are limited by a high number of interferers. Their work considers a

lower bound on capacity using the law of large numbers for an increasing number of

interfering antennas and nodes.

The aforementioned studies show that in interference-free communications, greater

antenna spacing, due to low antenna correlation, leads to high capacity (lower BER).

Further, with an increase in the number of interferers in MIMO ad hoc networks, the

gain from the modes/streams/degrees-of-freedom is reduced. We will consider what

happens in a MIMO ad hoc network when the antenna spacing in all nodes increases.

Capacity should increase; however, the spacing in the array of the interferers also

increases (assuming uniform node design). In this chapter, we will also quantify how

i.) interfering node power, or the interference-to-noise ratio (INR), ii.) number of
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interferers, and iii.) the power of the link of interest, or signal-to-interference ratio

(SIR), impact link and network capacity.

The contribution of this chapter is to use our MIMO testbed, along with analytical

channel models, to characterize the MIMO communication channel and interference

environment present in a practical ad hoc network. In particular, we consider different

antenna spacings and scenario sizes in an indoor ad hoc network to evaluate the effect

of variable array element spacing.

In an effort to explain these findings, MIMO ad hoc network channels were ana-

lyzed using both the sum and ratio of the singular values of the wireless communi-

cation channel. An intuitive description of the inter-play between these two metrics

are given. Another contribution of this work is an analysis of the different antenna

spacings in an environment with certain conditions. Through this understanding of

the impact of spacing on the channel singular values, a network designer would be

able to create design guidelines for MIMO antenna systems in ad hoc networks de-

vices to increase capacity. This dissertation includes indoor experimental results and

supporting simulations using ray-tracing software [21, 22].

This chapter is organized as follows: Section 4.2 presents the channel and in-

terference model of MIMO ad hoc networks, the simulated channel model, and the

analytical tools to evaluate network channels. Section 4.3 provides an analysis of the

singular values of a wireless channel to explain the inter-relation of the sum and ratio

of singular values in a co-channel interference (CCI) limited MIMO system. Section

2.3 describes the experimental testbed that was used to collect channel and interfer-

ence data in an indoor environment and the test parameters. Section 4.4 presents

measurement and simulation results. Section 4.5 concludes the chapter and makes

suggestions for further research.
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4.2 Network and Channel Models

In this section, details on channel model are provided along with an explanation on

capacity in a co-channel interference limited network.

4.2.1 Channel and Interference Model

Consider an ad hoc network (2.2) with a set of links denoted by L = {1, 2, ..., L},

where each link undergoes co-channel interference from the other L − 1 links. Each

link uses Nt transmit antennas and Nr receive antennas. The matrix channel between

the receive antennas of link l and the transmit antennas of link j is denoted by

Hl,j ∈ CNr×Nt . Our analysis and measurements focus on a 2 × 2 scheme due to our

experimental testbed. We can acquire Hl,j through channel training in the MIMO-

OFDM ad hoc network testbed (described in Section 2.3) or by a synthetic channel

model realized by indoor ray-tracing simulations (see Sec. 2.5).

The single channel model (2.4) used is the same in Ch. 2. In this chapter we focus

on equal power allocation
(

Ql = I Pl

Nt

)

in order to analyze closed form results of the

expected channel capacity. In equal power allocation for a given total power that

can be transmitted by each node, Pl, the power is allocated equally to each antenna.

Similarly, each link l, will receive co-channel interference from the other L − 1 links.

This interference is captured in the interference-plus-noise covariance matrix, Rl, is

the same as (2.5)

4.2.2 Capacity in Co-channel Interference Limited Networks

The efficacy of wireless networks using multiple antenna systems and that are limited

by co-channel interference is affected by several factors: the number of users, antenna

spacing, INR, and SIR. To understand how each of these factors affects communica-

tions, we will analyze the singular values of the wireless channel.
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It is of interest to consider expectation of the link of interest Hl,l separately from

the E{Rl}. However, there is little we can say about the singular values of the

expectation of the interference-plus-noise covariance matrix, although empirical dis-

tributions could be used. As previously published in [17], the more correlated the

matrix, the less “spread out”, or close to white, the singular values will be. However,

this correlation does not affect the sum of the singular values of the covariance matrix

and does not provide a complete explanation of the dynamics of element spacing, SIR,

and INR.

These channels, notably, have some amount of correlation. Therefore, a method

to analytically show how the antenna correlation (spacing and number of interfer-

ing links) impacts the capacity is need. Considering (2.4), since E{log2(f(x))} ≤

log2(E{f(x)}), the expectation can be moved inside the logarithmic function. There-

fore, the “whitened” channel Hw = R
−1/2
l Hl,l can be considered. This whitened

channel includes the effects of the correlation between antennas at the transmitter

and the receiver for the link of interest and all of the interfering links.

To analyze the network scenario under certain conditions, e.g. a certain antenna

spacing and number receivers, the capacity for the whitened channel can be used in

(2.4). The upper-bound on capacity is then

E{C} ≤ log2

(

det
(

I +
SNR

2
E{HwH†

w}
))

, (4.1)

where SNR is the signal-to-noise ratio. This is a closed form solution however, it is

well known that this upper bound is not very tight. The problem here is two fold.

There are several important results for capacity networks where a large number of

degrees of freedom (antennas) [11,39]. However, in a practical system there is a limit

to the number of antennas that can be deployed. In this case, there are only two

antennas. Therefore, not much can be said about the distribution of the channel
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matrices, thus it is difficult to find an upper bound.

There has been some work on the distribution of when the number of elements

is small [40, 41]; little published research has considered the co-channel interference.

There is published research that solves the capacity problem in a co-channel limited

environment with antenna correlation [42, 43]. In [42], the problem is simplified by

only consider antenna correlation at the transmitter. More recently, the reformulation

linearization technique is employed in [43], which adequately finds the upper bound

of the capacity with co-channel interference and antenna correlation. However, it is

difficult to make any inferences about the network conditions from the singular values.

Finally, in Moustakas, et al [44], the random channel matrices are analyzed with a

replica approach more commonly used in physics. With this formulation, the capacity

of a co-channel interference limited network with a small number of antennas can be

analyzed.

4.3 Singular Value Analysis

As previously stated, we wish to understand how several different factors impact the

capacity of a wireless network. For this analysis, we investigate the singular values of

the whitened matrix and then present methods to understand how capacity is affected

by the singular values.

4.3.1 Singular Value Metrics

First, a singular value decomposition yields.

E{HwH†
w} = U









s1 0

0 s2









U†. (4.2)

The ratio of singular values is defined as the smallest over the largest singular
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value, i.e. R = s2

s1

, r ∈ (0, 1]. As the singular values become closer, the ratio goes to

unity.

Next, consider the ratio of the singular values and the effect on the capacity.

Assume two different whitened channels, H1
w and H2

w (the super-script refers to the

ith channel), have the same sum of squared singular values S, but one of the chan-

nels has a greater ratio of the values. In this case, H1
w = U1









√

s1
1 0

0
√

s1
2









V1† and

H2
w = U2









√

s2
1 0

0
√

s2
2









V1†. The sum is the same s1
1 + s1

2 = s2
1 + s2

2 = S , but

the ratio, s1
2/s

1
1 = α < s2

2/s
2
1 = β is different, where the singular value ratio for the

second whitened matrix H2
w, is greater1. Therefore, the capacity for H2

w is greater for

all possible power levels.

Proof 1 Given a power P , the capacity C in terms of the ratio of singular values

R = s2

s1

for a whitened channel is C = log2((1 + s1P )(1 + s2P )) = log2((1 + s1P )(1 +

Rs1P )) = log2(f(r)). Because log2 is a monotonically increasing function, it suffices

to show that the function, f(R) is increasing in R ∈ (0, 1]. The derivative of f(R),

df(r)
dr

= s1P + s2
1P

2 > 0 ∀R. Therefore, singular values that are more spread out leads

to a lower ratio, which yields a lower capacity.

Third, assume two different whitened channels again; however, now let the ratio

be equal and the sum be different. In this case, the channel with the greater sum has

the higher capacity.

Proof 2 Given a power P , the capacity C in terms of the sum of singular values

S = s1+s2 for a whitened channel is C = log2((1+s1P )(1+s2P )) = log2((1+s1P )(1+

1The sub-script of singular values indexes the singular value for one matrix and the super-script
indexes the matrix.
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(S − s1)P )) = log2(f(S)). Because log2 is a monotonically increasing function, it

suffices to show that the function, f(S) is increasing in S. The derivative of f(S),

df(S)
dS

= P + s1P
2 > 0 ∀S. Therefore the channel with the greater sum of singular

values yields a higher capacity.

This decomposition shows there is a contradiction when designing the spacing

between array elements using the ratio and sum of singular values. The larger the

spacing the greater the capacity due to the richness in the multi-path environment

[37]. However, greater spacing also leads to a smaller sum of the singular values. The

sum is intuitively the ratio of the channel gain to the interference. Therefore, we

investigate a balance between the ratio and sum of singular values and their impact

on capacity.

4.3.2 Correlation and Sum of Singular Values

The following explanation shows why smaller antenna spacing or more correlated

(specifically from interfering channels) noise leads to a greater channel gain. That

is to say, the sum of singular values leads to greater channel gains under certain

conditions. Recalling the expected capacity from Eq. 4.1, if the link is only limited

by noise, with noise covariance matrix Rl (or more simply R), the singular value

decomposition is R = U









n1 0

0 n2









U†. With more correlated the noise, the ratio of

n2

n1

becomes lower, while n1 +n2 (the noise power) remains the same. The noise-plus-

interference covariance matrix in (2.5) is inverted in (2.6) so the singular values of

R−1 are 1/n1 and 1/n2.

Now consider the link of interest channel matrix, Hl,l. We take the decomposition,

K = E{HH†} = V









c1 0

0 c2









V† and let X = E{HH†}R−1 = KR−1. Because

KR−1 is not Hermitian, the singular values do not coincide with the eigenvalues.
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However, from Theorem 3.3.13 a) in [45], we see that the sum of ordered eigenvalues

is upper-bounded by the sum of the ordered singular values.

Using the fact that the trace of a matrix is equal to the sum of its eigenvalues,

the sum of the eigenvalues of X can be evaluated. Theorem 3.3.14 a) in [45] states

that the sum of the ordered singular values of the product of two matrices is upper-

bounded by the sum of the product of the ordered singular values of each of those

matrices. Let σi(T) be the ith ordered singular value of matrix T. By applying this

theorem we have,

Tr{X} =
2

∑

i=1

λi(KR−1) ≤
2

∑

i=1

σi(K)σi(R
−1) =

c1

n2
+

c2

n1
(4.3)

It is now straight froward to show that as n2/n1 → 0 (i.e., as the correlation of

the noise increases) the upper bound of Tr(X) gets bigger. Notice that the sum does

not depend on the channel correlation (i.e., the ratio of c2/c1), only on the noise

correlation. Finally, the number of interferers and the antenna spacing influence the

noise correlation. For larger antenna spacings and more interferers, there is a lower

sum of squared singular values.

4.3.3 Balance between Sum and Ratio of Squared Singular Values

In our experiments, the capacity in a co-channel interference system is more compli-

cated because the ratio and the sums of squared singular values are both variable,

depending on the array element spacing and the channel. In this section, we develop

“crossing points” or decision making thresholds to decide what size antenna spacings

are more desirable to maximize capacity in a MIMO network with co-channel inter-

ference. Given two whitened channels, the first channel has sum S1 = s1
1 + s1

2 and

ratio R1 =
s1

2

s1

2

and channel two has S2 = s2
1 + s2

2 and R2 =
s2

2

s2

1

, where S2 > S1 and

R2 < R1.
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Proposition 1 For channel 1 to have greater capacity than channel 2, the power

needs to be greater than zero therefore, (S1)2R1(R2 + 1)2 − (S2)2R2(r1 + 1)2 > 0.

If this condition is met, channel 1 will have greater capacity than channel 2 for

power levels greater than (S2−S1)(R2+1)2(R1+1)2

(S1)2R1(R2+1)2−(S2)2R2(R1+1)2
. Otherwise, channel 2 will have

greater capacity because the channel gain will be higher due to the larger sum of squared

singular values.

4.4 Results

In this section, analysis of the sum and ratio of singular values from the simulations

and measurements of the network scenarios are given. The environment and descrip-

tion of measuring the different scenarios is described in Sec. 2.4. It should be noted,

in the case of 3λ antenna spacing with the simulated channels, that the ratio of sin-

gular values grows with an increasing number of interferers more quickly than in the

measured channels. This general trend can be attributed to the simulated channels

having less correlation than the measured channels. Normalization is performed on

the channels (Sec. 2.2), however the same normalization factor can not be performed

for both the simulations and the measurements. This leads to an offset in the capacity

seen in some of the results.

The different antenna arrays used in our field experiments and simulations were

omni-directional antennas. We chose to evaluate antenna spacings, d of λ/2 and 3λ,

where λ is the wavelength in free space. We selected these contrasting distances

because λ/2 is a commonly chosen separation and 3λ is large, but manageable in an

indoor wireless network.

The channels measurements and simulations were made with the details in Ch. 2.

The total power available for each link was initialized to 100 times above the noise

floor. For each scenario, the expected capacity was calculated for the average of all
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100 snapshots.

4.4.1 Evaluation of Singular Values

In our findings, array element spacing changes the correlation of both the channel of

interest and the interference channels. From the ratio and the sum of the squared

singular values of the covariance of the whitened channel matrix, we observe that:

1. Greater array element spacing leads to a greater ratio of singular values

2. Greater array element spacing leads to a smaller sum of singular values

These observations are presented in the following sections and can be seen in Figs.

4.1 and 4.2.

4.4.1.1 Ratio of squared singular values

To demonstrate the first observation, we consider the ratio of singular values from

Sec. 4.3.1. The simulated and measured ratio of the squared singular values of the

whitened channel matrix, for both antenna spacings and various scenario sizes, are

provided in Fig. 4.1. For both low (Fig. 4.1(a)) and high (Fig. 4.1(b)) INR, greater

spacing has a higher ratio. This shows that the channels with greater antenna spacing

are becoming more uncorrelated. Intuitively, this result shows that greater antenna

spacing decreases the value of the difference between the singular values. As the

number of interferers increases, the ratio also increases. In our measurements, the

rate of growth with the addition of interferers is similar for both antenna spacings.

Further, the evolution of the ratio of singular values with increasing interferers is

similar for measured and simulated channels. Alone, these results are simular to [17].

However, the sum of singular values presents greater information to the antenna

spacing and scenario size problem.
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Figure 4.1: Ratio of squared singular values vs. number of interferers
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4.4.1.2 Sum of Squared Singular Values

The second observation is shown with simulated and measured results for the sum of

squared singular values for both antenna spacings versus the number of interfering

links in Fig. 4.2. First, as the number of interferers increases, this sum decreases.

Second, the smaller antenna spacing (λ/2) has a higher sum, which leads to a larger

channel gain. This is demonstrates that while larger antenna spacings can be benefi-

cial for a single MIMO link [37], they are not always beneficial in interference limited

MIMO networks where all interferers have the same spacing. The importance lies in

the fact that MIMO networks can have greater capacity with closer spaced antennas

depending on the number of interfering nodes.

Another interesting observation is that sum of squared singular values for both

antenna spacings decrease with increasing INR, for the measured channels and simu-

lated channels. An increase in INR, as seen in the comparison of Fig. 4.2(a) to Fig.

4.2(b), results in a lower sum of singular values. This interplay between the ratio and

sum of squared singular values has a unique affect on the expected capacity.

4.4.1.3 Expected Capacity

It is most interesting to consider how the ratio and sum of squared singular values

impact the capacity. The measured and simulated expected sum-rate capacity results

for an INR of 10 dB are shown in Fig. 4.3. As expected, the expected sum capacity

(bps/Hz) decreases as the number of interferers increases in all cases. Under condi-

tions of low INR and low SIR, our measured results show a crossing point between

two and three interfering links for the expected capacity with antenna spacing of 3λ

working better in the presence of a greater number of interferers. However, with a

higher SIR value of 20 dB, the capacity is always better for a greater antenna spacing.

When considering the simulation results, the capacity is higher for both low Fig.
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4.3(a) and high Fig. 4.3(b) SIR. This is a result of the aforementioned disparity

between the rank of measured and simulated measured channels. More importantly,

the crossing points are different. This is not surprising because while the general

trends of the ratio and sums of squared singular values are the same, the slopes are

not identical. So, the simulations can verify the general trends, which approximates

the expected performance of the system.

Comparatively, when the interference power is increased to 20 dB (as shown in

Fig. 4.4), the closer antenna spacing performs slightly better due to receiving less of

the interference power with respect to the larger spacing. In Fig. 4.4(a), the smaller

spacing performs better until there are three interfering links. With greater than

three interferers, the gain of having a wide spacing is better. At a higher signal power

(and higher interference power) in Fig. 4.4(b), the λ/2 spacing has a higher capacity

than at low INR, for a low number of interferers. When the number of interferers is

one, the two spacings have very similar expected capacity. However, as the number

of interfering links increases, the capacity drops quickly for the small spacing. Thus

it is again better to have a larger spacing when the signal power is high. Also, the

capacity for all spacings and number of interfering links is very similar for a given

SIR when comparing between the different interference power levels.

The general trend is that for low SIR and low number of interferers, it is measur-

ably better to have a smaller antenna spacing, λ/2. When the number of interferers

or the SIR is high, then a wider antenna spacing, 3λ yields a greater capacity. This

result is due to the fact that the sum of squared singular values is high for λ/2 when

the number of interferers is low (regardless of INR). As the number of interfering

links increases, the capacity then becomes dominated by the ratio of the singular

values. The crossing points analysis can then be done to take into account all of the

interactions.
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Figure 4.3: Expected sum capacity vs. number of interferers for INR = 10 dB
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4.4.2 Capacity vs. SINR

The following is an analysis of the expected capacity (bps/Hz) for different scenarios

and various signal power levels, see Fig. 4.5-4.6. This analysis considers scenarios

where there are one and five interferers (or two and six links in the network), to

examine situations when a scenario has one and five interfering links. First, when

considering 1 interfering link and there is INR, it is clear from the simulations Fig.

4.5(a) and measurements Fig. 4.5(b) that λ/2 offers the highest capacity except when

the SIR is very high. When INR is high, the shorter antenna spacing outperforms

the 3λ spacing. Intuitively, when there is a small number of interferers, even with

moderate interference power, a small antenna spacing is more resilient to these effects

and therefore has a greater capacity. This result follows from the previous explanation

that the sum of singular values dominates. However, with few interferers and a larger

antenna spacing, some additional capacity gain can be achieved when there is lower

interference power and high signal power.

In contrast, when the number of interferers is high (Fig. 4.6) the capacity is greater

for 3λ for almost all SIR. The only time λ/2 is greater is at very low SIR (≤ 0 dB) and

even then the difference is marginal. This result confirms that when there are a higher

number of interferers, the impact of the un-correlated interference channels (ratio of

singular values) dominates the capacity. Further, when the INR power is greater,

there is little impact of the capacity. Additionally, the results from the ray-tracing

simulations Fig. 4.6(a) and the measurements Fig. 4.6(b) are very similar.

The capacity results are shown for our specific indoor environment. In different

environments and network conditions, the gap between the capacity with 3λ and λ/2

will be different. Because both the ratio and sum of singular values increase capacity,

situations that lead to a much higher value of ratio or sum, will lead to a greater gap

in the capacities for the two different spacings. One such case, would be when there
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is very high INR with a low number of interferers and a high amount of multipath

fading. Because there is a high amount of multipath fading, there will not be much

advantage to a wide spacing over a small spacing. With a low number of interferers,

the noise-plus-interfererence covariance matrix Rl will not have a strong impact on

the capacity. But with high INR, the capacity of the λ/2 spacing will receive much

less interference when compared the 3λ spacing, thus the network capacities will be

much different.

4.4.3 Crossing Point Level vs. SIR

Because of the interplay between the ratio and sum of squared singular values and

the impact of SIR, INR, and antenna spacing, on expected capacity, we provide the

crossing point results from our measured and simulated scenarios. By understanding

the dynamics of this crossing point, antenna distance and network size can be tuned

to meet a certain level of performance. These results are presented in Fig. 4.7 for the

SIR of the crossing point (the point at which for more signal power it is beneficial to

use a greater antenna spacing) vs. the number of interfering links.

The general trend is that as the number of interferers is increased, the signal

power, for which higher capacity will be obtained with greater spacing, decreases.

Another way of thinking of this trend is that, for low SIR, λ/2 spacing has greater

capacity than 3λ spacing. The trend, of the SIR crossing point decreasing for the

small versus large antenna spacings, is due to the smaller impact of the sum of singular

values and the increase of the ratio of squared singular values with increasing number

of interferers. When the interference-to-noise ratio is high, the SIR crossing point

is also higher. Intuitively, the smaller antenna spacing yields higher capacity, in the

presence of higher interference power.

As is shown, different wireless channel and environment conditions lead to dif-
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ferent crossing points when the capacity is higher for 3λ versus λ/2 spacing. By

understanding this dynamic, a network designer can take the antenna spacing into

consideration when planning a communications system of ad hoc networked MIMO

nodes. Changing the spacing of the antenna array provides another method for tuning

to typical operating environments and achieving higher capacity. Given the number

and transmit power of co-channel interferers, one can consider other network condi-

tions, such as the scheduling protocol and MAC functionality to estimate the SIR

and INR of the system. With these values, the appropriate antenna spacing can be

determined.
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4.5 Conclusions

This work extends previous investigations on antenna correlation and the impact of

multiple interfering links in a MIMO ad hoc network. Analytical tools were presented

to understand the impact of the singular values of the channels of interest and inter-

ference. This has lead to a greater understanding of the impact of antenna spacing

on the expected network capacity in an interference-limited channel of expected net-

work capacity. A crossing point analysis was shown that allows a network designer to

make a decision for best antenna spacing for a given channel environment. Capacity

performance of varying numbers of interferers shows how the crossing point analysis

can be used in a real network. Results presenting the power of these tools were shown

with measured results and with a ray-tracing simulation.
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Chapter 5. Optically Transparent Flexible MIMO Antennas

5.1 Introduction

To help wireless communication network designers utilize MIMO technology and the

promised increases in capacity, standards are being adopted to facilitate the imple-

mentation of practical systems. Two new wireless communications standards 802.11n

and 802.16e [46–48], both use multiple antennas to increase capacity. Given this com-

mercial demand, the form factor of the wireless device and the incorporation of the

antennas into the node is important to consider. A design challenge emerges from the

form factor constraint because, in the conventional wisdom [38], increases in capacity

come from spatial separation of the multiple antennas. In Ch. 4 it is shown that

different antenna spacing may be more desirable under certain scenarios. However,

when the size of the device inhibits various spacings, the ability to effectively integrate

an antenna array system within a mobile device becomes more important.

Optical translucency allows for the potential to hide an antenna or make the an-

tenna virtually invisible when mounted on a transparent substrate, such as the screen

of a laptop or PDA. Flexibility of a material allows the antenna to be incorporated

into moving structures or conform to non-flat surfaces. This chapter presents a solu-

tion to the challenge of creating antennas for small form factors by proposing antennas

that are flexible, conformal, and transparent.

There is an increasing demand for transparent antennas that can be attached to

non-traditional surfaces and materials, such as conformal antennas adhering to flexible

fabrics and plastic substrates [49]. Antennas meeting these needs have previously been

prototyped through the use of conductive inks on inflexible substrates [50–52]. These

inks are conductive because they have metallic nano-particles. However, while highly
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conductive, these ink antennas are not optically transparent and do not bend reliably

on flexible substrates.

Indium tin oxide (ITO) became a very popular material for transparent antennas

because of the high conductivity and high optical transparency [18,53]. The reported

ITO antenna performs very well when compared to copper antennas; however, ITO

antennas crack when flexed similar to the metallic inks.

The solution presented in this dissertation utilizes conductive polymers as a ma-

terial for antennas because they can be printed to be transparent and are flexible.

Conductive polymer are also desirable because of the their low cost, ease of process-

ing, and potential for all-additive ink-jet manufacturing [8, 54, 55]. In this chapter,

a conductive polymer dipole antenna array is presented in Sec. 5.2. Section 5.3 de-

scribes the fabrication process. The antenna characteristics are shown in Sec. 5.4.

The flexibility and transparency of the antenna are analyzed in Sec. 5.5. Finally, the

performance of the conducive polymer antenna system in a MIMO network is shown

in Sec. 5.6.

5.2 Antenna Design

The design goal is to create an antenna that is flexible and transparent. These

constraint limits many antenna candidates because it is desirable to have an antenna

that does not require a ground plane. Antennas with ground planes, e.g. patch

antennas [56], would reduce the possibility of the antenna to be transparent. With a

ground plane, the fabrication process of the antenna is also more complicated because

the printing would need to be done on both sides of the substrate. Therefore, an

ideal candidate for a flexible and transparent antenna is one that has only co-planar

elements. For simplicity, a dipole design similar to [18] was chosen.

The antenna is a center-fed dipole antenna and is designed to resonate at 2.5
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Figure 5.1: Chemical diagram of PEDOT(upper)-PSS(lower)

GHz. This traditional dipole has a total length of λ/2 or 60 mm. The arms of

the dipole are 3mm wide. The fabrication technique (described in Sec. 5.3) yields

a conductive polymer average thickness of approximately 25µm. The antenna array

will have two elements and a separation of λ/4 = 30 mm. The antenna was fabricated

on a polyethylene terephthalate (PET) substrate, with a relative dielectric constant

of ǫr = 3.8 and a thickness of 0.5 mm. In addition to its translucence, this substrate

was chosen for its flexibility as the resulting product could be conformable to curved

surfaces.

The conductive polymer used is Clevios PH500 PEDOT-PSS, or Poly(3,4-ethylene-

dioxythiophene) poly(styrenesulfonate) aqueous dispersion. The chemical diagram for

PEDOT-PSS is shown in Fig. 5.1. The upper compound PEDOT, has a +2 charge

and the lower compound PSS, has a -2 charge. When these two compounds line

up during polymerization, the form a chain with oppositely charged ends allowing

carriers to flow though the chain.

By specification, this polymer has a conductivity of 300 S/m [54]. The polymer

is modified with 10% Dimethyl sulfoxide (DMSO) to increase the conductivity, and
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2% surfactant (Tween-21) to lower the surface tension. Through testing we have

found the conductivity of our modified solution to be approximately 5 × 105 S/m,

which is over two magnitudes higher than the stock PEDOT-PSS and much closer to

the conductivity of copper (5.8 × 107 S/m). The polymer solution was also modified

to control the thickness and consequently the transparency of the antennas. The

polymer is diluted with deionized (DI) water in ratios of 1:1 and 1:2, in addition to

full strength. An image of a MIMO array with 1:2 dilution is shown in Fig. 5.2.

5.3 Antenna Fabrication

Fabrication utilizing additive printing methods offers a stark contrast to traditional

subtractive fabrication techniques generally used in circuit board and RF production,

such as milling. As an additive process, printing can achieve patterns and geometries

while using a minimum of material, which poses a large economic advantage especially

when printing precious metals or other high cost materials. The additive nature of

the process also allows for the use of a wide array of substrates including traditional

boards such as FR-4 and ceramic-based dielectric materials. The low-temperature

and non-contact nature of the process also allows for the use of many non-traditional

and less rigid substrates such as plastics, polymers, fabrics, paper, and more. The

cross sectional thickness of printed materials can be kept to a minimum when a small

profile is needed, or more layers can be added for increased thickness.

Initial efforts in fabrication of antennas utilized a modified screen printing tech-

nique. Rather than masking a screen, the pattern mask was applied directly on the

substrate and the conductive ink is administered and cured. Though this process

was successful in creating several prototypes, there was very little control over the

thickness of printed layers. Layer uniformity was also a problem, as curing/baking of

liquid inks could leave behind meniscus artifacts that change with viscosity and sur-
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Figure 5.2: Transparent MIMO antenna array with dilution of 1:2 DI polymer to
water

face tension. Therefore, future work includes creating conductive polymer antennas

with a materials printer.

For comparison purposes, copper antennas were fabricated. The copper antennas

were milled from one-sided copper FR-4 printed circuit board with a thickness of

2mm. Because the antennas are dipoles, the difference in dielectric constants of the

substrates used (FR-4 for copper and PET for conductive polymer antennas) will not

greatly affect the characteristics of the antennas.



62

5.4 Antenna Array Characteristics

In this section, the antenna array characteristics are analyzed. The 1:2 polymer to

water dilution conductive polymer antenna array is first compared to a copper antenna

array to understand how the new antennas compare to a similar, more traditional

design. The antennas were measured with a network analyzer and radiation patterns

were recorded in an anechoic chamber. The chamber was calibrated to a known test

antenna to determine the gain in comparison to an isotropic radiator. The radiation

patterns of the presented results are in dBi.

The measured return loss, or scattering parameter S11 is shown in Fig. 5.3. An

antenna is considered “radiating” when the return loss is below -10 dB [56]. The

copper antenna performs very well at the the chosen center frequency of 2.5 GHz.

The return loss of the conductive polymer antenna is -12 dB at 2.5 GHz, which means

that it is radiating but may not have very high gain.

The radiation patterns of the copper and the diluted conductive polymer antenna

arrays measured in the anechoic chamber are shown in Fig. 5.4. The MIMO array ra-

diation patterns are presented for one of the two antennas in the array. The radiation

pattern of the second antenna is a mirror image of the first.

The most noticeable effect on the radiation pattern is that the gain in the az-

imuthal plane in Fig. 5.4(a) is not circular. For both the copper and conductive

polymer arrays, the pattern is more oval shaped in the horizontal direction. This

“squeezing” effect corresponds to the perturbation of the near field, or mutual cou-

pling, by the proximity of the second antenna. The mutual coupling has a stronger

effect with the copper antennas because the metal is more conductive than the poly-

mer antennas. From the azimuthal plane in Fig. 5.4(a), the copper antenna has a

maximum gain of 2.5 dBi, whereas the conductive polymer antenna has a maximum

gain of -1.5 dBi. This lower gain is due to the lower conductivity of the polymer.
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Figure 5.3: Measured return loss for a copper antenna and a transparent conductive
polymer antenna

Greater analysis of the effect of transparency and antenna gain is provided in Sec.

5.5.

In the elevation plane, shown in Fig. 5.4(b), the conductive polymer antennas are

roughly 4 dB lower than the copper antennas. There are nulls at the top and bottom

of the antenna due to the electromagnetics of dipoles [56].

5.5 Flexibility and Transparency

Clearly, conductive polymer antennas have lower gain than copper antennas. How-

ever, conductive polymers are flexible and can be transparent, which makes them

candidates for systems that require less conspicuous antenna systems. In this section,

the flexibility and transparency of the conductive polymer antennas is analyzed.
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Figure 5.4: A comparison of the radiation patterns of a copper and a conductive
polymer MIMO antenna arrays
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(a) Bend length: 50mm (b) Bend length: 35mm

Figure 5.5: Picture of a conductive polymer antenna with different amounts of bend-
ing

5.5.1 Flexibility

To consider how flexing a conductive polymer antenna affects the performance, the

radiation pattern was measured for varying degrees of bend θ. The antenna substrate

is bent and held in place, such that distance between the two edges of the substrate

is less that the length of the substrate [57]. Based upon the geometry of a circle, the

angle can be calculated from the length of the substrate (arc length) and the length

of the chord. The amount of bend applied to the antennas is shown in Fig. 5.5. The

antennas were tested with: no bend (substrate of length 60mm), a bend of chord

length 50mm or θ = 160◦, and a bend of chord length 35mm or θ = 95◦.

The MIMO radiation patterns of the full strength conductive polymer antennas

are shown in Fig. 5.6 for decreasing values of θ or increasing bend. When the antenna

is not bent the angle is 180◦. As the antenna becomes more bent, the angle decreases.

From the azimuthal plane in Fig. 5.6(a), it is shown that an increase in bending has

a minimal effect on the radiation pattern. Without any bending, the antenna has

a maximum of 1 dBi. With bending, the maximum gain of the antenna is 1 dB

lower. It is important to note that relative omni-directional shape is still present.
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However, bending the antenna does have a greater affect on the elevation plane seen

in Fig. 5.6(b). Bending the antenna distorts the pattern reducing the severity of the

nulls and creating a more omni-directional pattern in the elevation plane. The bend

changes the current distribution of the antenna, which creates an electrically short,

or Hertzian dipole. The broadside gain is slightly lower because the gain is higher

where would normally be nulls in the radiation pattern.

5.5.2 Transparency

Changing the functional thickness through dilution has an effect of the conductiv-

ity and transparency. There is a tradeoff between having high conductivity and

high transparency. The different levels of dilution are: full strength PH500, 1:1

PH500:H2O, and 1:2 PH500:H2O. These dilutions are in order of decreasing conduc-

tivity. The tradeoff between conductivity and transparency can be seen by analyzing

the return loss for the different solutions in Fig. 5.7. The full strength and 1:1 solu-

tions are very good, while the 1:2 solution is just below -10 dB. However, the 1:2 is

much more transparent as seen in Fig. 5.2 and analyzed later in this section.

To show how the characteristics of the antenna are effected by conductivity, radi-

ation patterns were measured. In Fig. 5.8, the radiation patterns for three different

levels of conductive polymer antenna arrays are shown in comparison with a copper

array. In the azimuthal plane in Fig. 5.8(a), the copper array has a maximum gain

of 3 dB higher than the full strength solution. The 1:1 solution is similar to the full

strength polymer with a gain of 0.5 dBi. The weakest solution and most transpar-

ent, 1:2, has a gain of -1.5 dBi. The elevation plane is shown Fig. 5.8(b) and has

the same result, which is that the most transparent antenna has the lowest gain, or

conductivity.

To analytical show the transparency of the different antennas, the antennas were
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Figure 5.6: A comparison of the radiation patterns of a MIMO conductive polymer
antenna array with a decreasing bend in the substrate: θ = 180◦, θ = 160◦, θ = 95◦.
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Figure 5.7: Measured return loss of the conductive polymer antennas with different
levels of dilution

measured with an Ocean Optics USB2000 spectrometer. The percent of visible spec-

trum is shown in Fig. 5.9. The wavelengths of 400 and 800 nm correspond to the

colors blue and red respectively. The full strength PH500 has at best 5% transparency

(highest gain). The 1:1 dilution is much higher at a maximum of 30%. With a dilu-

tion ratio of 1:2 polymer to water, between 40 and 80 precent of visible light passes

through the antenna at different optical wavelengths.

5.6 Network Performance

The characteristics of conductive polymer antenna arrays have been shown to be

similar to copper arrays, though with lower gain. However, it is interesting to un-

derstand the performance of the conductive polymer antennas in a realistic situation.

To analyze the performance of conductive polymer MIMO antennas channel sounding
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Figure 5.8: A comparison of the radiation patterns of MIMO polymer antenna arrays
with a decreasing conductivity: Copper, full strength PH500, 1:1 PH500:H2O, and
1:2 PH500:H2O.
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Figure 5.9: Percent of optical transmission through the dipole conductive polymer
antenna for: full strength PH500, 1:1 PH500:H2O, and 1:2 PH500:H2O

measurements were performed to investigate the maximum capacity achievable with

the conductive polymer antennas. Also, packet error rate test we done to understand

the actual performance of the antennas in a link.

5.6.1 MIMO Network Capacity

For the channel sounding experiment, three different scenarios were measured to

compare the results of the 1:2 dilution conductive polymer MIMO antenna array

in a line-of-sight (LOS) and non-line-of-sight (NLOS) configuration as seen in Fig.

5.10. For each of the three scenarios, there were three co-channel interference limited

links. In the diagram of the 3rd floor of the Bossone building, each link has its own

color, the transmitters are squares, the receivers are circles, and the line through each

node represents the orientation of the linear uniform MIMO array. NLOS links are

shown as dashed lines and LOS are solid lines. The interfering links are not included



71

to simplify the visualization; however all links between all transmitter and receiver

pairs were measured. The spacing was chosen to be λ/4 to match the dimension of

mobile devices used for 802.11n and 802.16e. After performing the channel sounding

measurement, the capacity is calculated with (2.6), which includes interference. For

simplicity, only equal power allocation was used.

The average link capacity for the first scenario (with two NLOS links) is shown

in Fig. 5.11. In this scenario, the capacity over SNR is similar for each of the degrees

of bend. The greatest amount of bend is however, higher than the degrees of bend.

Because there is two NLOS links, there will be more energy scattered through the

environment. Therefore, with the close antenna spacing greater perturbation in the

radiation pattern will lead to higher capacity. As previously shown, the largest bend

has the most variation in the radiation pattern.

The capacity for the second scenario was chosen to have one NLOS link with a

transmitter close to one of the receivers. The third scenario was chosen to have only

LOS links, with receivers far from the interfering transmitters. The average per link

capacity for these two scenarios is shown in Fig. 5.12 and Fig. 5.13. Both of these

scenarios have similar capacities and the unbent antenna arrays have the highest

capacity. The capacity is higher because the gain of these antennas is higher, which

is more important in LOS conditions.

5.6.2 Packet Error Rate

Finally, the conductive polymer antennas were used in real-time MIMO communica-

tions system to evaluate the antenna performance by measuring the packet error rate.

The packet error rate is determined by transmitting a large number of packets and

counting the number in errors over varying transmit power. The signal-to-noise ratio

was calculated by analyzing the the power spectral density of a series of transmitted
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Figure 5.10: Scenarios used for measurements the MIMO network performance of a
conductive polymer antenna array
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Figure 5.11: Link capacity of scenario #1 using MIMO transparent antennas

1’s and 0’s. The modulation scheme used was QAM, a packet length of 1024, and

coding rate 1/2. The PER measured for the conductive polymer antennas and copper

array both had 0 packets dropped when the SNR was greater than 8 dB.

5.7 Conclusion

In this chapter, antennas fabricated with conductive polymers for a MIMO commu-

nication system were presented. Conductive polymers can be printed cheaply and

easily in a manner such that they are transparent and flexible. The co-planar an-

tenna design simplifies the fabrication process because it is single sided. This also

aides in creating transparent antennas. While the conductive polymer antennas do

not radiate as well as copper antennas, they do offer flexibility and transparency. The

performance of the antennas with various amounts of bending and conductivity were
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Figure 5.12: Link capacity of scenario #2 using MIMO transparent antennas

compared. Channel sounding measurements were made to evaluate the antennas in

a practical system. These results show that conductive polymer antenna arrays can

be used when unobtrusive antenna systems are required.
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Chapter 6. Conclusion

Multiple-input multiple-out (MIMO) communication systems are capable of increas-

ing capacity in wireless networks by adding multiple transceivers to each. In practice,

there are limitations that affect the capacity. These limitations include the co-channel

interference, the spacing of the antennas, and integration of the multiple transceivers

in a node. This dissertation presents several methods with the use of power alloca-

tion and antenna spacing for increasing the performance of MIMO communication

systems limited by co-channel interference. Further, the optically transparent, flex-

ible antenna arrays were designed as an enabling technology to make the required

spacing of the antenna arrays less obtrusive. The methods presented were simulated

and validated with a software-defined radio multiple antenna testbed.

For networks limited by co-channel interference, several power allocation methods

to increase the capacity were presented. These distributed and centralized methods

require different amounts of channel information. The contribution of the disserta-

tion is the experimental performance of different power allocation methods. These

experiments show that the game theoretic (GT) method has higher capacity than

the other distributed methods, but lower capacity than the centralized gradient pro-

jection (GP) method. The efficiency of the GT method approaches the efficiency of

the GP method. These results aide in understanding how power allocation can be

effectively used to increase capacity in MIMO ad hoc networks.

Another important aspect of MIMO systems is the physical properties of antenna

array. The antenna array directly affects the wireless channel, thus the capacity.

Previous work for single link communications showed that wide spacing is prefer-

able because it decorrelates the channel, which increases the capacity. However, in

co-channel interference limited networks, greater spacing may not always be better
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because the interference also becomes more decorrelated. The contribution of this

dissertation is to show a method for decomposing the wireless channel to understand

how the spacing of the antennas and the number of interferers effects communica-

tions. By understanding these effects, we have shown the capacity can be increased

depending on the network conditions. The analysis of the wireless channel and the

capacity results were simulated and measured for an indoor ad hoc network.

For next generation mobile communication systems that use multiple antennas,

incorporation of the antenna array into the device becomes a challenge due the phys-

ical size of the antennas and the array. We present a multiple antenna array with

antennas fabricated with conductive polymer. Conductive polymer antennas are flexi-

ble and can be printed such that they are optically transparent. These features make

integration of multiple antennas into a mobile system easier. The performance of

conductive polymer antenna arrays is characterized in comparison to a conventional

copper array. The characteristics of the antennas with different degrees of bend and

transparency are also shown. Channel measurements show that bending the anten-

nas have a limited effect on the capacity in an ad hoc network. While conductive

polymer antennas have lower gain when compared to copper antennas, conductive

polymer antennas are less obtrusive and can be more easily incorporated into mobile

systems.

In short, this dissertation presents experimental results for increasing the quality

of multiple antenna communication systems. By controlling the power, antennas

array dimensions, and form factor, we can reach the growing demand for faster and

more ubiquitous communications.
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Appendix A. Table of Symbols

Symbol Definition

Nr Number of receive antennas
Nt Number of transmit antennas
L Set of all links
L Number of links in the network
l Link of interest
yl Receive signal vector with size Nr × 1
xl Transmit signal vector with size Nt × 1
Hl,j Channel matrix with size Nr × Nt

nl Gaussian noise vector with size Nr × 1
d Distance between antenna elements
al Normalization factor
K Number of OFDM subcarriers
Cl Capacity of link l (bps/Hz)
C Sum-rate capacity (bps/Hz)
Rl Interference-plus-noise covariance matrix with size Nr × Nt

ǫr Relative permittivity
µr Relative permeability
λ Wavelength
Ql Power allocation matrix
P Total power available
U Unitary “input” matrix from the singular value decomposition
V Unitary “output” matrix from eigenvalue decomposition
Vw Whitened unitary matrix from eigenvalue decomposition
Λ Diagonal matrix of the eigenvalues
µ Water level
Hw Whitened channel
ul Utility function
γl Pricing factor
Pl Power constraint per link
σ Squared singular value
pi,l Power level per link l and transmitter i
f(x) Function of x

sj
i ith singular value of Λ of the jth channel

Ri Ratio of the singular values of channel i
Si Sum of the squared singular values of channel i

ni ith singular value of Rl



84

Appendix B. Table of Acronyms

Acronym Definition

BER Bit error rate
BPSK Binary shift-keying
CCI Co-channel interference
CDF Cumulative distribution function
DI Deionized water
DMSO Dimethyl sulfoxide
GT Game theoretic method
GGP Global gradient projection method
LOS Line of sight
INR Interference-to-noise ratio
ITO Indium tin oxide
IWF Independent waterfilling
MAC Medium access layer
MIMO Multiple-input multiple-output
MUWF Multi-user waterfilling
NLOS Non-line of sight
OFDM Orthogonal frequency division multiplexing
PET Polyethylene terephthalate
PHY Physical layer
RF Radio frequency
SIR Signal-to-interference ratio
SNR Signal-to-noise ratio
SDM Spaced division multiplexing
SDR Software defined radio
WLAN Wireless local area network
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