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Abstract 
Characterization of Soft Tissue Cutting for Haptic Display: Experiments and Computational 

Models 
Teeranoot Chanthasopeephan 

Jaydev P. Desai Ph.D. and Alan C.W. Lau, Ph.D. 

 
Real-time medical simulation for robotic surgery planning and surgery training requires 

realistic yet computationally fast models of the mechanical behavior of soft tissue. This work 

presents a study to develop such a model to enable fast haptics display in simulation of soft-

tissue cutting.  An apparatus was developed and experiments were conducted to generate 

force-displacement data for cutting of soft tissue such as pig liver.  The force-displacement 

curve of cutting pig liver revealed a characteristic pattern: the overall curve is formed by 

repeating units consisting of a local deformation segment followed by a local crack-growth 

segment. The modeling effort reported here focused on characterizing the tissue in the local 

deformation segment for fast haptic display. The deformation resistance of the tissue was 

quantified in terms of the local effective modulus (LEM) consistent with experimental force-

displacement data. An algorithm was developed to determine LEM by solving an inverse 

problem with iterative finite element models.  To enable faster simulation of cutting of a three-

dimensional (3D) liver specimen of naturally varying thickness, three levels of model order 

reduction were studied.  Additionally, the variation of the LEM with cutting speed was 

determined. The values of LEM decreased as the cutting speed increased.  This thesis also 

includes the characteristic response of soft tissue to the growth of a cut (cracking) with a scalpel 

blade.  The experimentally measured cut-force versus cut-length data was used to determine 

the soft tissue’s resistance to fracture (resistance to crack extension) in scalpel cutting.  The 

resistance to fracture of the soft tissue is defined as the amount of mechanical work needed to 

cause a cut (crack) to extend for a unit length in a soft-tissue sample of unit thickness.  The 

equipment, method, and model are applicable for all soft tissue.   
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Finally, the method of determining the property of the pig liver tissue during cutting was 

verified.  Dual C-arm fluoroscopes were used to obtain the motion of the beads embedded 

inside the specimen during cutting.  The experimentally measured displacement field was 

compared to the displacement field obtained through finite element model based on the LEM 

values at each localized area.    
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Chapter 1: Introduction 

 

1.1 Motivation 

Surgical simulation and virtual reality in medicine has been widely explored.  Just as flight 

simulator trains pilots, surgical simulation is a potentially useful tool where medical students can 

first expose themselves to surgery in less stressful and more controlled environment. The 

simulator allows one to learn and correct their mistakes without negative consequences 

compared to working on real patients.  Due to the risk and costs associated with surgical 

training, having a realistic simulation is a very convincing solution.  The advanced technology in 

surgical simulation and training methodology encompasses technical skills, judgment and 

medical decision-making.  Computer based real-time surgical simulation is a challenging 

multidisciplinary problem, it combines advanced software, special hardware such as a force 

feedback device, along with knowledge in medicine and mathematics.   

Modeling the response of a deformable soft tissue during cutting is a fundamental scientific 

problem, an understanding of which can be used to develop realistic surgical simulators for 

providing accurate force feedback to the surgeon during surgical training and simulation 

for soft-tissue cutting procedures (such as biopsies, which do not use electrocautery 1, 2 to 

avoid cellular damage).  Scalpel cutting is a fundamental art required of residents in training in 

surgery. Most commonly scalpel cutting is useful for lower abdominal cutting of the skin to 

access the internal organs in open procedures such as Caesarean section (C-section) 

deliveries. Scalpel cutting in such procedures aids in minimizing the regional tissue distortion 

and destruction and aids in better wound healing and better scar after the incision is closed by 

either sub-cutaneous sutures or external staples. In particular, we are interested in hepatic 

(liver) tumor biopsies and simulating the cutting forces for surgical residents. The liver is 

composed of lobules held together by an extremely fine areolar structure and covered by a 

serous and a fibrous coat. Tumors appearing in the liver are either primary or secondary tumors.  
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While electrocautery and ultrasonic dissection are the most preferred approach for cutting in 

liver surgery, our surgeon collaborators indicate that there are specific circumstances where the 

use of a scalpel is necessary.  One of those specific circumstances is liver biopsies.  Cutting 

with a scalpel allows better identification of margins without cellular distortion (as is caused in 

electrocautery). The surgeon should have opportunities to practice and familiarize themselves 

with the complexities of a surgical procedure before operating on patients. As a result, it is 

necessary to develop models based on actual experimental data.   

The goal of this thesis is thus to develop a reality-based model of soft tissue interaction with 

a cutting blade for real-time or near real-time simulation.  In the past, most modeling efforts are 

focused towards assuming the mechanical properties and developing methods to efficiently 

solve the tissue simulation problem for robot-assisted surgery / training 3, 4.  The models in the 

past are spring mass model 5 or hybrid elastic model 6 which require low computation time while 

trading off tissue behavior complexities and realism. Since soft tissue structure is very complex 

and nonlinear, modeling a simulation of the deformable tissue for real time update is very 

challenging.  In real time simulation, the graphical update required is at least 30 Hz while the 

force update should be at least 1000 Hz.  Most of the works in literature search are either 

trading of the expense of the computation time to the realism of the model.    

 

1.2 Solution approach 

The main focus of this thesis is to characterize the properties of soft tissue for reality based 

haptic display specifically cutting soft tissue during surgery.  Our goal is thus to develop a model 

of soft tissue interaction with a cutting blade while working with the liver in particular.  In the 

literature, most modeling efforts are focused towards assuming the mechanical properties and 

developing methods to efficiently solve the tissue simulation problem for robot-assisted surgery / 

training.  
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Figure 1.1:  Framework for reality-based modeling of tool-tissue interaction for surgical 
training and simulation. 

 

Modeling of deformable tissues is critical for providing accurate haptic feedback to the 

surgeon in common surgical tasks such as grasping, cutting, and dissection.  Models 

constructed through FEM, for example, should be able to accurately represent the surgical task 

based on the physics of the task.  We propose a cutting experiment which helps determine the 

force and displacement in real time during cutting.  The finite element method is used as a tool 

for an inverse problem to determine the local properties of soft tissue called local effective 

modulus.  The fracture resistance of the liver tissue is determined through the energy balance 

method.  The approach allows fracture analysis with no limitation or any assumptions i.e. 

nonlinear tissue property or large deformation. 

The novelty of our experimental system for measuring the cutting forces is that we are able 

to measure the cutting forces and the displacement of the blade as it cuts the tissue in real-time.  

Additionally, the system has three degrees of freedom to facilitate the cutting depth and angle of 

cut, in addition to the linear travel guide for the cutting mechanism.  The cutting equipment is 

stiff and the cutting blade is attached directly to the force sensor for measuring the cutting 

forces.  The set up is also capable of studying of fracture mechanics of soft biological tissue 
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during tool-tissue interaction between a surgical blade and liver tissue.  The tissue toughness is 

also determined and along with the deformation of soft tissue to the cutting blade, we are able to 

model the whole cutting process based on the study of tool tissue interaction in both micro and 

macro scale (local and global). 

During a cutting experiment, the force-displacement curve of cutting pig liver revealed a 

characteristic pattern formed by repeating units consisting of a local deformation segment 

followed by a local crack-growth segment.  The deformation resistance of the tissue was 

quantified in terms of the local effective modulus (LEM) consistent with experimental force-

displacement data.  An algorithm was developed to determine LEM by solving an inverse 

problem with iterative finite element models. To attain fast but realistic force-feedback in real 

time simulation, we developed techniques for coarse-mesh finite element models while still 

retaining the realistic overall force displacement behavior through model order reduction 

techniques.  In parallel to the deformation of the liver tissue during cutting process, the fracture 

or resistance of soft tissue during cutting or crack growth was analyzed.  The total work applied 

externally was applied in the analysis for determination of the fracture resistance of the liver 

tissue to the cutting blade. 

The work in this thesis clearly identifies the correlation between the cutting velocity, cutting 

angle, and the depth of the blade in the soft-tissue with the cutting forces. Such an analysis can 

be used to represent the tissue behavior during surgical simulation of the cutting process.  The 

model will provide realistic force-feedback along with graphical update in real-time or near real-

time for the surgeon and resident to practice and familiarize their skills before operating on 

patients.  In future work, it is important to include the evaluation of haptic feedback in surgical 

simulation through an open-loop versus closed-loop haptic feedback. This will involve clinical 

studies involving resident training with the new surgical simulation system.  
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1.3 Thesis organization 

The thesis chapters are organized as follow: 

Chapter 2: The first part of the chapter discusses different approaches in estimating the 

properties of soft tissue.  The second part corresponds to modeling soft tissue for surgical 

simulation along with graphics-based model and physics-based model are presented.  The last 

part corresponds to the work in fracture mechanics of deformable soft tissue. 

Chapter 3: This chapter includes the cutting experiment, the experimental equipment 

which was used to obtain force and displacement during cutting liver tissue.  Matlab image 

processing toolbox was used to determine the depth of cut analyzed during experiments.  

Chapter 4: In this chapter, finite element model was developed as a tool to solve the 

inverse problem in order to determine the properties of the liver tissue during cutting.  In this 

chapter, 2D plane-stress and plane-strain model and 3D along with different type of element 

were analyzed.  The analysis includes finite element model at Poisson’s ratio of 0.3 and 0.5 

Chapter 5:  In this chapter, we analyzed the effect of cutting speed and cutting angles 

on the local effective modulus.   

Chapter 6: This chapter presents characterizing the fracture resistance of liver tissue 

(crack growth after tissue deformation) during scalpel cutting.  The resistance of soft tissue to 

the blade or fracture resistance of the liver tissue was determined. 

Chapter 7: This chapter presents model verification through displacement field by an 

experiment in which the fiducial markers were inserted into the liver tissue prior to the cutting 

experiment.  The bead motion was tracked and then was compared to the displacement field 

obtained from the finite element model.        

Chapter 8: This chapter presents the thesis contribution and future work. 
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Chapter 2: Literature Survey 

 

Modeling of deformable soft tissue for surgical simulation has not been fully explored.  The 

work in this thesis was aimed toward an application in medical simulation.  In surgery class for 

residents, the cost of training with animal tissue or cadaver is very expensive.  New technology 

allows the doctors to practice their surgical skill anytime and anywhere through the use of 

surgical simulation.  The advantage of using surgical simulation over traditional animal lab 

practice is less risk associated with the animal disease while the user can analyze their 

performance along with developing a new surgical technique.  An example of surgical simulation 

which has been used widely is simulators minimally invasive surgery where the long narrow 

surgical instruments are inserted through small incisions and visual feedback is obtained 

through a rod shaped telescope attached to a camera. With this surgery, the patients’ organs 

are examined with minimal trauma while post operative pain is less –allowing patients to get out 

of bed sooner and reduce post-procedure morbidity.  However, the major issue is the need for 

surgeons to take special training in performing the many operations that are available by this 

means.  The laparoscopic procedure allows the surgeons to work under two dimensional flat 

video display instead of three dimensional operating field.  The shift requires some practice 

moving around long laparoscopic instruments while handling patients’ organs. Laparoscopy 7 

and endoscopic simulations8 are therefore the most advanced simulations and have been 

commercialized by Surgical-Science, Mentice, and Immersion to name a few.  The simulators 

have been clinically validated to improve performance in the operating room9.  Simulators for 

needle based procedures10-17 are also studied.  The simulators allows user to train the proper 

techniques for procedures such as needles and catheters. For larger incisions such as open 

surgery 18, 19, several works are focusing on cutting 20 and suturing 21 simulator for incisions and 

wounds. The challenges in simulating 3D cutting in surgical simulator is developing physical 

based tissue model that can estimate the interaction forces along with geometry and topological 
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changes occur during the tool/tissue interaction.  In addition, updating the haptic or force 

feedback in parallel to the graphical update in real time is a challenging problem.   

The study of soft tissue cutting has been widely explored using electrocautery 1, 22.  

However, electrocautery is useful where it is not important to preserve the surrounding tissue 

structure and blood cauterization is of primary concern. While there is still a debate about 

advantages and disadvantages of electrocautery over scalpel cutting, there is limited published 

work in the literature which has analyzed scalpel cutting in detail.  While electrocautery and 

ultrasonic dissection are the most preferred approach for cutting in liver surgery, our surgeon 

collaborators indicate that there are specific circumstances where the use of a scalpel is 

necessary.  With tissue ablation, mechanical properties of the tissue also plays significant role23.  

Cutting with a scalpel allows better identification of margins without cellular distortion (as is 

caused in electrocautery).  The liver is composed of lobules held together by an extremely fine 

areolar structure and covered by a serous and a fibrous coat. Tumors appearing in the liver are 

either primary or secondary tumors. It is critical that the surgeon does not cut the area around 

the tumor too deep and too long by applying excessive force (with each cut) as the serous and 

fibrous coat will rapidly tear leading to excessive bleeding and life threatening conditions. As a 

result, the surgeon should have opportunities to practice and familiarize themselves with the 

complexities of a surgical procedure before operating on patients. One of the main challenges in 

simulating three-dimensional cutting is developing a physically based tissue model that can 

estimate the interaction forces and dynamically re-form the mesh during a tissue cutting task. 

Additionally, the model should be able to update geometry and topological changes due to 

cutting. 

Previous work related to the work in this thesis was divided into five parts.  The first step 

toward modeling is to understand the mechanical properties of soft biological tissue along with 

tool/tissue interaction.  The first part involves the study of mechanical properties of soft 

biological tissue.  The second part corresponds to the modeling of soft deformable tissue.  The 
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third part is devoted to fracture mechanics in soft tissue.  Even though the theory of fracture has 

been widely explored in the past, fracture mechanics of soft biological tissue has not been 

investigated.  The fourth part focuses on finite element analysis and solving an inverse problem.  

Finally, the last part of the survey is related to haptic rendering for surgical simulation of soft 

tissue cutting. 

 

2.1 Mechanical properties of soft tissue 

Property of soft biological tissue is very complicated and the mechanical property of the tissue is 

highly nonlinear.  Measuring the properties of the tissue is therefore not a trivial task.  Previous 

works in the past focused toward studying soft tissue stress and strain relationship.  Fung 24 

extended the animal tissue and explored the properties in term of relationship between stress 

and strain. Properties of soft tissue has been explored in the past in compression or tension 

experiments 25, 26. Constitutive models were established for soft tissue or abdominal organ 

based on experimental data 27-29.  Brain tissue has been studied by 27, 30 which came up with 

constitutive model for brain tissue and abdominal organ.  Most of the experiments relating to 

determination of the soft tissue properties are uniaxial extension as well as biaxial extension.  

An example of which the combined compression and elongation experiments 31 were applied on 

porcine livers to determined the stress and strain along with Poisson’s ratio.  However, no one 

has explored biological tissues or the effect of cutting on global deformations.  Scissors cutting 

data was gathered for biological tissues by Greenish and Hayward, but not modeled 32. The 

most common task during surgery is organ palpation using blunt instruments or palpating 

probes.  The approach found in previous literatures for measuring the soft tissue mechanical 

properties is the indentation test.  Various experiments were tested during the in-vivo 33-36 and 

ex-vivo 37-39 of the soft tissue.  A robotic device along with a force transducer 40-42 was used to 

obtain the response of soft tissue in intra-abdominal organs including the liver and lower 

esophagus of pigs during the in-vivo through static and dynamic indentations.  Human liver and 
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kidney properties during in-vivo experiments were examined through aspiration experiments 43.  

Stress-Strain data was obtained from pig liver and spleen using static compliance probe 44, they 

studied the Young’s modulus of the human liver which appeared to have a mean elastic 

modulus of about 0.27MPa.  Zhang et al 45 performed indentation tests for estimating the 

effective Young’s modulus of soft tissue.  An experiment by Kerdok et al 46 took into account the 

studied of the effects of perfusion on the viscoelastic characteristics of liver tissue.  Another 

noninvasive approach used during an in-vivo measurement of the properties of soft tissue is 

called elastography.  Elastography or the measurement of the elasticity of soft tissue with 

images such as ultrasound, MRI was studied for a noninvasive and this method also is 

applicable during the in vivo measurement 47.  MRT is another non-invasive measurement of the 

local elasticity of the tissue based on the observed wave propagation. 

“Global” elastic deformations of real and phantom tissues have been studied extensively in 

previous work, through simple poking interactions 35, 48-51. However, these methods are simplistic 

since they do not take into account the complex boundary conditions that are normally present, 

both internal to the organ and on the exterior surface. Howe and colleagues 29, 52 developed a 

“truth cube” for validation of models. There have also been studies on estimating the 

mechanical properties of the tissue through high-frequency shear deformations of the tissue 

sample 53, and elastography techniques 54.  A variety of other techniques exist in the literature 

for estimating viscoelastic characterization of tissues 55, 56 (triaxial measurement device for soft 

tissue)57.  Modeling tissue cutting has also been explored to a limited extent.  However, there 

does not exist a standard methodology for modeling cutting.  Most of the work in the literature 

does not involve the physics behind cutting (such as energy exchange) 58, 59. Resolved-force 

haptic devices, such as the PHANToM from SensAble Technologies (Woburn, MA), have been 

used to display external cutting forces of a single blade in surgical procedures 20, 60.  In addition, 

cutting with scissors has been modeled, without the display of internal cutting forces4, 32.  

However, no one has explored biological tissues or the effect of cutting on global deformations.  
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Scissors cutting data was gathered for biological tissues by Greenish and Hayward, but it has 

not been accurately modeled 61, 62.   The integration of local grasping forces measured from real 

tissues into larger global models has not been studied.  Recently, there has been some work on 

modeling cutting in surgery and also understanding the role of vision and force feedback in 

grasping tasks 63.   

Terzpoulos and Fleischer 64 modeled inelastic deformation for computer graphic application.  

However, there has been very little work on modeling the cutting process based on observed 

experimental data. Mahvash and Hayward 65 studied the cutting process in one dimension and 

applied a fracture mechanics formulation to understand the cutting process. However, they did 

not quantify the cutting process based on experimental data from soft-tissue cutting.   

 

2.2 Modeling of deformable soft tissue  

Modeling of deformable tissues is critical for providing accurate haptic feedback to the 

surgeon in common surgical tasks such as grasping, cutting, and dissection. Models 

constructed through FEM, for example, should be able to accurately represent the surgical task 

based on the physics of the task.  Current approaches to modeling deformation of organs are 

either geometry-based or physics-based. In geometry-based methods, the deformations are 

purely based on geometric manipulations without considering the dynamic interactions within 

the object. Significant work in geometry-based models using either the vertex-based approach 

66, 67 or spline-based 67-69 approach has been done.   

 

2.2.1 Graphic-based model 

In computer aid design and computer graphic, method such as B-splines, rational B-splines, 

non-uniform B-spines (NURBS) are normally used for modeling of deformable objects.   
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Figure 2.1:  Cubic spline curve for geometrical changes 
 

An example is shown in Figure 2.1 cubic spine curve, the curve a and d is edited by control 

point a, b, c, and d.  Moving the control points change the curve in a predictable manner.  This 

method is computationally efficient and supports interactive modification. 

Using only graphic modeling is definitely not enough for modeling of an object as complex 

as human organs for surgical simulation.  Physics-based models simulate the physical behavior 

of objects and involve the internal and external forces.   

 

2.2.2 Physics-based model 

Physics based models are computationally more intensive and utilize particle-based 

schemes 70-72, finite element method 73-76, or meshless methods 77. However, most of these 

methods assume a linear elastic model and hence the computations are done offline before the 

actual simulation begins. Linear elastic models do not represent an accurate model for finite 

strains; however, it is a good starting point in modeling tissue interaction.  
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Spring –mass model is a simple and efficient physically-based 69 technique which is widely 

used for modeling deformable objects.  Most of the simulation was done based on linear spring 

(Hookean).  Dynamic spring-mass systems is applied on facial modeling by Terzopoulos and 

Waters 64.  The model is constructed by layers of mesh of mass points which were connected to 

each other through springs, while different spring constants were used to model different layers. 

 

 

Figure 2.2:  Spring mass model 
 

Spring-mass model consists of point mass (m) each of them being linked to the neighbor by 

mass less spring (Figure 2.2).  The system is governed by basic Newton’s law F=ma, where F is 

the total force, m is the mass of each point, and a is the acceleration. 

The model is feasible for real-time computation during surgical simulation.  The drawback of 

using spring-mass for modeling deformable object is that spring-mass cannot accommodate the 

continuum of the model.  In soft tissue modeling, using spring-mass model basically trades off 

the realism of the model with the computation time during the simulation.  Especially during 

tool/tissue interaction such as cutting, spring-mass model does not allow topological changes. 
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2.3 Finite element method  

General Finite element method 

 Finite element method (FEM) is the method in which the object, the continuum, is 

divided into elements joined at discrete node points.  FEM generally is the procedure that 

reduces the continuous system mathematical model to a discrete idealization that can be 

solved.  Representing the desired function within each element as a finite sum of element 

interpolation functions or shape functions does the discretization. 

The displacement based FEM is derived from minimizing the system potential energy with 

respect to the material displacement over the object.  Finite element method (FEM) 73 had been 

used as a tool to determine the physical behavior in soft tissue simulation under mechanical 

constraints. Bro-Nilsen and Cotin et al 3, 78, 79 used 3D volumetric finite element model for 

surgery simulation.  To render the 3D continuum FE model of tetrahedral elements capable for 

real time simulation, they reduced the order of the model by statically condensing out the 

internal degree of freedom while keeping only the degree of freedom associated with surface 

nodes.  James and Pai 76 used boundary integral formulation and discretized the geometry with 

boundary element method  (BEM) in real-time simulation of the deformation of linear elastic 

objects. For linear elastic deformation, the solution can be attained by the superposition of pre-

determined response of unit loading (influence functions or Green’s functions) and James and 

Pai implemented this feature with a low order updating algorithm. Zhuang and Canny 80 

proposed finite element models to speed up the simulation of the large deformation of 3D 

objects subject to dynamic and static loads. For static analysis, their model achieved model 

reduction primarily with the use of a graded mesh consisting of small elements at the exterior 

but large element in the interior.  De and co-workers 77 proposed to use finite spheres method 

(FSM) as a meshless scheme for real-time medical simulation. The governing equations of 

elasticity were numerically solved by the method of collocation at the nodal points, which were 

placed near the surgical tool tip 81.  
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Zhuang and Canny 80, 82 achieve real-time dynamic simulation through modeling the global 

deformation using geometrically nonlinear finite element methods.  They preprocessing the LU 

factorization of a small number of large matrices to reduce the time and space required.  In the 

past, people reduce the finite element based computation time by consider only the surface 

nodes where nodes located inside is relatively insignificant.  Bro-Nielsen et al 78, 79 use a 

condensation technique to reduce the complexity during the linear elastic material analysis.   

Method based on stiffness matrix inverse pre-computation 6 cannot be used to simulate soft 

tissue cutting or tearing performed cutting elastic object using finite element method.  In a 

survey of deformable modeling in computer graphic done by Gibson and Mirtich 83, several 

reduced method were introduced for less complexity continuum model.   

Though FEM allows the change of topology during the deformation, there is a disadvantage 

of using FEM in real-time simulation.  Since the stiffness matrices and the force vectors are 

computed by integrating over the object and re-evaluated during the deformation, the process is 

therefore very time consuming.  In addition, the linear elastic theory used to derive the potential 

energy equation applied to small deformation of the objects.  Soft biological tissue usually 

observed as large deformation.  By assuming quasi-static analysis, the mass and stiffness 

matrices remain constant over a single time interval but they are re-evaluated at each time step.     

Example of inverse approach based 84 on the load/deformation analysis or the pressure/volume 

relationships 85 to determine the passive material properties was described.  They performed 

experiments to determine the heart material parameters that describe in vivo myocardial 

material behavior. The inverse problem was solved by adjusting the parameters in FE model 

until the model predicted strains most closely match the measured strains.   

 Another method was proposed lately in 20th century called mesh-less method 86.  The 

method employs particles or point mass instead of elements (Figure 2.3).  Meshing a medical 

image could be very expensive and time consuming.  The advantage of using the mesh free 
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method over the finite element method is that mesh free is more robust and uses less 

computational time.   

 

Figure 2.3:  Mesh-less method for soft tissue modeling by CO-ME Computer 
aided and image guided medical interventions ZTH Swiss Federal Institute of 
Technology Zurich http://co-me.ch/projects/phase2/p09/p09_03.en.html 

 

The computational analysis performed on point nodes without requirement of the connections 

among the nodes.  With no use of element (element distortion), the method allows better non-

linear analysis.  However, this method only applies to 2D analysis, the 3D analysis is still too 

complicated.   

 

2.4 Fracture mechanics during soft tissue cutting 

Cutting deformable soft tissue such as liver as viewed through force-displacement 

relationship is a process consists of tissue deformation followed by cutting (crack growth).  

Since biological tissue has complex structure, understanding the mechanism of the fracture or 

the crack growth of soft deformable tissue is a real challenge.  While property of soft tissue is 

not uniform and nonlinear, it is crucial to model the mechanical properties or the resistance of 

soft tissue to the cutting blade during the crack growth of cutting within the local area.  In 

general, fracture can be viewed as the exchange between the external and the internal energy.  
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Since there is fluid inside the tissue during the cutting process; it is therefore reasonable to 

neglect friction in this process.  In this paper, we describe several tests in the past for testing of 

fracture toughness. 

2.4.1 Introduction to fracture resistance of biological tissue 

Property of soft biological tissue is known as highly nonlinear, viscoelastic and 

incompressible 24.  In non-linear biological tissue such as liver, 38 the deformation of the soft 

tissue of pig liver was shown to exhibit a nonlinear J-shape relationship between stress and 

strain.  To study the resistance of soft tissue to the blade, one important property of interest is 

the resistance to fracture (the toughness or resistance to cracking).  

Griffith described fracture mechanics as a balance between the external work and the 

internal strain energy 87. Three main approaches for fracture mechanics in soft tissue are 1) 

energy based fracture mechanics and 2) stress intensity factor during fracture, and 3) crack tip 

opening displacement (CTOD).  Eighty percent of the previous work in this field applied energy 

based method to determine the fracture toughness of soft tissue.  Doran et al 88 experimentally 

measured the resistance to fracture “J” of then biological membrane.  They used a simplified 

model of stress/strain behavior of the tissue where it was assumed that no strain energy was 

stored in the skin until a certain level of strain was reached. The membrane deformed in front of 

the blade until cutting occurred.  Oyen-Tiesma and Cook 89 determined fracture resistance of 

cultured neocartilage using energy based method.  The experiment was done on cyclic tension 

tests for notched and un-notched samples.  The dissipated energy was calculated through the 

integration of the area under the load-displacement curve during loading and unloading of each 

cycle.  The amount of energy dissipated due to fracture was determined by the total measured 

dissipated energy minus the energy dissipated due to viscoelasticity (predicted). Fracture 

resistance then was calculated from fracture energy per cycle over the thickness times crack-

length while viscoelastic work was estimated through the actual load curve and an estimated 
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unload curve.  Purslow 90 studied the non-linear elasticity on the toughness of soft tissue 

measured by tear tests.  The test was done on specimens of J-shape stress/strain material such 

as the mesogloea, rat skin, pig aorta and R-shape stress/strain material which was cooked 

meat.  The nature of load-deformation curve of a tear test appeared to influence the behavior of 

the fracture.  The strain energy stored in the legs of specimen during the tear test was also 

studied and found to be a critical factor during crack growth. 

Kendall and Fuller 91 found that the non-linearity had little influence on certain cracking test 

such as trouser tear test but the contribution part was instead from fracture surface energy.  Mai 

and Atkins performed a similar test on tear test to study the nonlinear fracture toughness of 

material.  However, they believed that the deformation of the legs before fracture effects the 

nonlinear stress-strain properties on fracture toughness. On the other hand, the assumption in 91 

was that the strain energy stored in the legs of a deformed tear test specimen was insignificant 

during the fracture process.   

With regard to fracture characteristics in cutting of soft tissue, Mai and Atkins 92 performed 

guillotine cutting in order to study mechanics during cutting with blade.  Darvell and co-workers 

93 proposed a portable fracture toughness tester using scissors or wedge tests.   Mahvash and 

Hayward presented an analytical method based on fracture mechanics approach to calculate 

the force obtained during cutting of soft tissue for haptic rendering of cutting.  Pereira et al 94 

studied fracture mechanics of soft tissue during scissor cutting test.  Scissor cutting is different 

from blade cutting by adding the shear mode into fracture.  The energy method was also used 

to determine the fracture resistance during scissor cutting.  The viscoelastic effect was 

negligible in this case.  Ahsan et al 95 used energy based method to study the fracture of 

biological material.  They studied the fracture mechanics of biological material using the 

(Modified Single Edge Notch) or MSEN.  MSEN is a method based on energy required during 

crack extension.  Ahsan et al performed peel test, shear test (Mode II), tear test (Mode III) along 

with estimated fracture toughness from energy release rates.  During the test, the crack analysis 
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was record by video camera and therefore the path of crack propagation is known. Chin-Purcell 

et al96 applied two test methods which were MSEN and tear test for the fracture of articular 

cartilage.  One advantage of using MSEN is that fracture process can be viewed under 

microscope and the Young’s modulus and strain energy “G” can be determined.  However, 

there is a difficulty in the method of identifying the critical fracture point.  They compared the 

MSEN method to the trouser tear test.  The trouser tear test method allowed fracture analysis 

for mode III crack growth.  

A stress intensity approach for fracture mechanics was also done by Adeeb et al 97.  They 

studied the fatigue behavior of tendon tissue based on tension testing and cyclic loading 

experiment.  The nonlinearity was negligible along with the fracture process zone at flaw tip.  

The stress intensity was assumed constant throughout the tendon.  The fracture toughness of 

the tendon was related to its ultimate tensile stress.   

Fracture toughness was also determined using a novel micropenetration technique 

introduced by Simha et al 98.  The toughness of the material (in this experiment cartilage) was 

the resistance of the tissue to penetration.  They defined the toughness as the ratio of the 

penetration work to one-half of the surface area of a cone with depth pen, the penetration depth. 

Most of the analyses done were in quasi-static analysis.  Viscoelastic or the time dependency 

plays significant role during fracture, therefore more work need to be done in term of exploring 

the role of viscoelasticity during crack growth.  Large deformation is also another important 

aspect which has to be taken into consideration because the linear elastic theory does not 

apply.   

 

2.4.2 Fracture mechanics of biological tissue 
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Energy based fracture toughness 

With the energy based method, the strain energy stored in the specimen is used for crack 

growth.  However, the previous work proposed: 

External work = Elastic Potential energy + Irreversible work+ Plastic Potential energy 

In 1952, Rivlin and Thomas extended the energy balance concepts of Griffith to tearing of 

rubbers.  Ideally, rubber is nonlinear and therefore the analysis is not dependent on linear 

elastic theory. 

Linear elastic fracture mechanics 

Linear elastic fracture associates with the small plastic deformation.  The material obeys 

Hook’s law stress/strain relationship.  Atkins and Mai introduced experimental determined 

fracture toughness in biological tissue such as skin. Tearing and guillotining cutting are proved 

to be a reversible process. In general case for elastic fracture, the cycle OLMN shows a single 

loading-->cracking-->unloading cycle.  The unloaded displacement is ON =Ur.  In this case, 

cracking takes place along LM. 

 

Figure 2.4:  The load-displacement of general case elastic fracture 
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Fracture toughness is R while the elastic strain energy release rate (with respect to crack area).  

For quasi-static cracking, R = J is measured as the crack growth per unit crack length. 

 

Stress intensity approach 

An alternative approach of fracture mechanics is based on stress at point near tip of a 

crack described by term “stress intensity factor”.  When stress field reaches a critical dimension, 

crack will start growing.  The critical dimension is called “fracture toughness”.  High stress 

results in yielding and plastic deformation at crack tip.   

The fracture toughness “KIC” can be calculated by: 
a2

K
yy

π
=σ  

Experimental techniques for determining the geometric stress intensity factor: 

1) Photoelastic methods 

2) Optical approach through caustics 

3) Strain gages 

4) Local collocation 
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5) Interference patterns 

6) Moire patterns 

Stress intensity factor technique is also based on energy release rate.   

 

Crack tip opening angle (CTOA), crack tip opening displacement (CTOD) 

 Another geometric analysis for stress/strain during fracture is called crack tip opening angle.  

CTOA is basically a measure of toughness of material which could be done experimentally 

through the measure of driving force.  Since our specimen (soft tissue) is deformable, it is very 

complicate and difficult to determine the geometry of the crack angle at the crack tip.  

 

2.5 Haptic rendering for cutting deformable tissue 

The Spring surgical simulation, real time collaborative performed by Montgomery et al 99, is 

an example of multi user, multi performance, and networked haptics.  The group developed the 

model for c++ based in both UNIX and window platform.   

An important work in the past has been focusing on the deformation technique to simulate 

cutting in deformable tissue such as ChainMail.  Spring and mass model was widely used 

because the spring was used to represent the potential energy stored before cutting along with 

releasing the nodes after splitting the cut.  Nienhuys et al 100 proposed an iterative algorithm for 

a linear FE deformation.  The method requires less pre-computation along with less matrix 

updated.    
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Chapter 3: Cutting experiments 

 

Understanding the mechanical property of the tissue is important for modeling a realistic soft 

deformable tissue for surgical simulation.  In order to study the tool/tissue interaction specifically 

during surgical cutting, we designed an equipment which is capable of measuring the force and 

displacement in real time.  This section is divided into three parts, namely: 1) design and 

development of the liver tissue cutting equipment, 2) experimental procedure for measuring the 

liver cutting forces and 3) determination of depth of cut by image processing. 

 

3.1 Design and development of the liver tissue cutting equipment 

 

 

Figure 3.1:  Experimental setup for measuring the cutting forces in the pig liver. 
 

The equipment consists of a scalpel-blade cutting subsystem, a computer control 

subsystem, a digital data-acquisition subsystem, and a data post-processing subsystem (see 

Figure 3.1). The test equipment to measure the liver cutting forces was designed to have 
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multiple capabilities such as: a) varying the angle of cutting the liver (the machine allows the 

angle variation from zero to ±90 degrees), b) adjust the height of the scalpel by moving the 

cutting mechanism over a vertical column to control the depth of cut (the vertical supports can 

be adjusted in the range of 30 to 50 cms from the base), and c) variable cutting speed to 

measure the effect of cutting speed on cutting forces and strain rates within the specimen.  In 

our experimental setup, we can vary the speed from 0 to 3.81cm/sec, however all our 

experiments were done by varying the speed from 0 to 2.54cm/sec.  We have analyzed the data 

for the cutting force vs. the displacement from the fixed end of the constrained boundary of the 

specimen (see Figure 3.1).  The constrained boundary shown in the figure was designed to 

simulate the attachment of the liver on one end as in a human body (such as the attachment to 

the diaphragm).  The entire cutting mechanism consists of two vertical supports, a lead screw 

assembly with a geared DC motor and an incremental encoder (manufactured by Maxon 

Motors, model A-max32 with planetary gearhead GP 32C and digital encoder HEDL 55 with line 

driver RS 422), and a JR3 precision 6-axis force/torque sensor (model 85M35A-I40, with worst 

case resolution of 0.05 N in Fx and Fy, 0.1 N in Fz and 0.00315 Nm in Tx, Ty and Tz) to which a 

surgeon’s scalpel is attached.  We use the number 10 Bard-Parker stainless steel surgical blade 

in our experimental studies, consistent with what is used by surgeons.  The cutting blade 

traverses linearly based on the rotary motion of the DC motor.  An anti-backlash nut connects 

the lead screw to the force sensor.  The purpose of the anti-backlash nut was primarily to 

connect the vertical force sensor assembly to the lead screw, while a coupler connects the 

output of the planetary gearhead to the lead screw.  The scalpel is screwed to the force sensor 

and the force sensor is mounted on an aluminum plate with one end attached to the anti-

backlash nut traveling along the lead screw and the other end on a lower guiding shaft (parallel 

to the lead screw) with a linear bearing to provide low friction linear travel.  The entire assembly 

has been designed to provide 20cm of travel distance for cutting the liver specimen.  The design 

and construction of the cutting assembly ensures that the system is sufficiently rigid with no 



 

 

24

backlash so that the forces recorded by the force sensor are those obtained by cutting the 

tissue alone.  The dSPACE DS1103 controller board (manufactured by dSPACE, Inc.) records 

the position and force data from the motor’s encoder and force sensor in real-time.  We have 

implemented a proportional + derivative (PD) controller to enable precise movement of the 

motor (and hence the cutting blade during cutting tasks).  

 

3.2 Experimental procedure for measuring liver cutting forces 

Since the experiment is performed on ex-vivo liver tissue, the preparation of the tissue 

before the experiment helps maintain the properties of the tissue as close as possible to the in-

vivo properties.  To maintain the properties, we transported the liver from freshly slaughtered 

pigs to our laboratory within 2 hours post mortem.  During the experimental setup, the liver was 

placed on a bed of saline soaked gauze, sprayed with saline and sealed in a container.  The 

saline solution was prepared at room temperature.  The liver tissue sample was not 

preconditioned because in surgery, the cutting forces experienced by the surgeon are on non-

preconditioned tissues.  

Before starting the experiment, we cut the pig’s liver into specimens of size 8x12x2.5 cm.  

The outer encapsulated surface was not cut since we were interested in measuring the cutting 

forces on the liver.  The outer rim of the specimen was covered with petroleum jelly to minimize 

moisture loss during the experiment.  A bar of rectangular shape made of machineable plastic 

with an array of small nails clamped at the bottom end penetrated through one edge of the liver 

specimen to simulate a single constrained boundary surface. While this is not an exact 

replication of the boundary conditions for a human liver (which is partially attached on one end 

to the diaphragm) this is none-the-less a valid simplification for our initial tests and model 

(based on our discussions with surgeon collaborators).  
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3.3 Results 

We conducted several experiments to confirm the capability of our liver tissue cutting 

equipment.  The velocity of the cutting blade ranged from: 0 to 2.54cm/sec.  We performed 

three sets of experiments, one at low cutting speed (0.1cm/sec) to estimate the quasi-static 

properties, the second set at intermediate cutting speed of 1.27cm/sec and the last set at 

normal speed cutting (2.54cm/sec) to simulate realistic cutting of the liver tissue in actual 

biopsy.  In each cutting speed, we captured the force vs. displacement data and used this data 

to determine the local effective modulus for the specimen.  Based on the estimated local 

effective modulus values, we also studied the effect of the cutting speed on the local effective 

modulus. Each liver sample (size of 8x12x2.5 cm) could accommodate four parallel cutting 

lines.  We were interested in studying the changes in the liver’s properties during the interaction 

with the cutting blade at various cutting speeds. 

 

3.3.1 Experiment 1: 

To definitely conclude that the controller was working satisfactorily and that the cutting 

forces are those due to cutting the tissue alone, we monitored the actual velocity profile of the 

surgical blade during the cutting of the liver tissue.  The actual velocity profile for each trial of 

cutting shows constant velocity, consistent with that of the desired velocity.  This verifies: a) the 

controller works satisfactorily, b) the stiffness of the cutting machine is significantly larger than 

the stiffness of the liver sample, and c) the motor drive is sufficiently powerful.  Figure 3.2 shows 

the plot of desired and actual velocity of the cutting blade.  Based on the figure, we can 

conclude that the cutting forces obtained during the experiment are indeed those arising from 

the interaction forces of the blade with the liver specimen and that the recorded cutting forces 

are not reduced by the compliance of the structure on which the cutting equipment is positioned. 
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Figure 3.2: Plot of the desired and actual velocity of the cutting blade 
during the liver cutting experiment. 

 

3.3.2 Experiment 2: 

During the cutting process, we captured the data of force vs. distance from the constrained 

boundary of the liver tissue. The cutting blade was programmed to move at constant velocity for 

the travel distance of 12cm.  We used the JR3 force sensor to measure the X, Y, and Z 

components of the cutting force and the norm of these forces was plotted versus the 

displacement of the cutting blade for speeds of 0.1cm/sec, 1.27cm/sec, and 2.54cm/sec (Figure 

3.3a-c).  We conducted 12 liver cutting experiments for each of the cutting speed.  In each set, 

we used 3 liver samples and each sample was cut into 4 stripes spaced approximately 2cm 

apart.  Our experimental data revealed that the cutting path appeared to be formed by a 

repeated sequence of localized deformation followed by localized fracture (onset of localized 

crack growth). The measured force versus cut-length (distance traveled by the cutting blade, 

starting from the constrained boundary) curves were repeatable in the way that it started from 

small force during tissue deformation and increased to a higher force as impending localized 
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fracture was about to take place. Then the force suddenly dropped as onset of localized crack 

extension occurred.  Each visually observed localized blade cut on the tissue clearly 

corresponded to a sudden drop of the force measured by the force sensor.  A filtering procedure 

was developed to post-process the data to produce a force versus cut-length curve clearly 

illustrating the “hilltops” and “valleys” of the sequence of localized loading and unloading in the 

tissue specimen during cutting (Figure 3.4).   

 

 
 
Figure 3.3-A: Experimental data from liver cutting at 0.1cm/sec 
cutting speed. 
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Figure 3.3-B: Experimental data from liver cutting at 1.27cm/sec cutting 
speed. 

 

Figure 3.3-C: Experimental data from liver cutting at 2.54cm/sec cutting 
speed. 
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As seen from Figures 3.3-a, 3.3-b, and 3.3-c, there is a rise in the cutting force as the cut-

length (distance from the constrained boundary) increased.  We also observed more loading 

and unloading process in quasi-static cutting (Figure 3.3-a), compared to intermediate and 

normal speed cutting (Figures 3.3-b and 3.3-c).  All the liver samples had a characteristic bulge, 

which lead to more liver tissue being encountered by the blade as the cutting progressed (see 

liver sample in Figure 3.1).  It is important to note that the liver specimens were not cut into 

exact right parallelepipeds because we wanted to preserve the capsule of the liver during the 

cutting process.  Our hypothesis was that the magnitude of the cutting force directly correlated 

to the depth of cut.  However, we have yet to prove this claim through construction of a testing 

system, which can monitor the depth of the blade in the liver specimen during the cutting 

process. 

It is desirable to construct a predictive computational model that can simulate the cutting 

process and predict the mechanical response (cutting force versus cutting-blade displacement 
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Figure 3.4: Filtered data from liver cutting to identify the significant 
localized deformation regions. The localized cut occurs at the peak of 
each localized deformation. 
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characteristics) of liver cutting.  To be of real-time application, this predictive model should not 

be computationally intensive.  Since the thickness of the liver specimen in the cutting 

experiments was much smaller than its other dimensions, it was appropriate to consider a two-

dimensional plane-stress finite element (FE) model.  In addition, since hepatic cells are more or 

less of spheroidal form with sizes varying from 1/1000 to 1/2000 of an inch in diameter 101, we 

were therefore focusing on the mechanical properties of the liver on a macro scale.  The 

mechanical response we measured is the volume average of the response from the liver 

microstructure.  Hence, the analysis presented in the paper is for normal cutting tasks and not to 

model the cutting phenomenon on a microscopic scale.   

As discussed before, the cutting force versus cut-length data showed many repeating 

segments of localized monotonic loading deformation followed by sudden unloading during liver 

cutting.  During each of the localized loading deformation segment, the cutting force increases 

linearly with the displacement of the cutting blade (see Figures 3-a, 3-b and 3-c).  A good 

simulation model should be able to predict this localized linear response consistent with the 

experimental observations.  To simulate the cutting process in a computationally efficient 

manner, our goal was to use as coarse FEM mesh during virtual simulation of cutting, but still be 

able to predict the actual force-displacement response measured in the experiments.  This was 

accomplished by determining the local effective macro material properties that is self-consistent 

with experimental data and the FEM model. The elastic modulus of a biological tissue is not 

constant and it can vary from location to location 102.  To simulate each of the linear monotonic 

loading segments (see Figure 3.3-a insert for example), we conducted linear elastic FEM 

analysis with Poisson’s ratio 0.3 and an initial local effective modulus of arbitrary magnitude E1.  

Then we applied the experimentally-measured ∆Uexp (see insert of Figure 3.3-a) of that loading 

segment to the FEM node that models the cutting blade.  We performed the FEM analysis and 

compared the FEM computed force ∆FFEM of that node to the experimentally measured ∆FEXP.  
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In the first iteration, ∆FFEM will not be equal to ∆FEXP, and we systematically updated the new 

value of the local effective modulus to E2 and repeated the process, until ∆FFEM of the new 

iteration was within the neighborhood of the experimentally measured ∆FEXP.  The final E value 

so determined is the local effective modulus, Eeffective.  We systematically iterated Eeffective by: 

)1.3(,.....2,1ifor)
F
F(EE

FEM

EXP

i1i =
∆

∆
=+  

The iteration convergence criterion was: 

)2.3(01.0
F

FF
EXP

EXPFEM

≤
∆

∆−∆
 

This iteration procedure is schematically shown in Figure 3.5.  Subsequently, we formed an 

FEM mesh of the liver, assigned the elements in the FEM model with their respective Eeffective 

and used that FEM model to virtually simulate various patterns of liver cutting.  Such an FEM 

model embedded with self-consistent modulus would be able to predict a cutting-force versus 

cut-length characteristics in each of the monotonic loading segments consistent with 

experimentally-measured values, should actual experiment of that particular cutting pattern be 

performed.   

A plane-stress FEM model is most appropriate for simulating the cutting of thin liver 

specimens in which the through-thickness stress is negligible.  To cover the range of liver 

thickness in actual operation, we also conducted analyses with plane-strain FEM models.  A 

plane-strain FEM model is most appropriate for very thick liver specimens in which the through-

thickness strain can be idealized as negligible.  Finite element results from both plane-stress 

model and a plane-strain model will bracket the actual mechanical response of liver specimens 

with varying thicknesses.    
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Figure 3.5: Flow chart for determining the local effective modulus. 
 

In Figure 3.6, we show sample local monotonic loading segments that we used in estimating 

the local effective modulus for the specimen.  Based on the procedure outline above, and also 

summarized in Figure 3.5, the results for the local effective modulus for a typical liver cutting 

experiment are shown in Figure 3.7 as the cutting progresses.  It depicts the effective modulus 

computed from local deformation data measured at different distances from the constrained 

boundary.  Figure 3.7 presents the local effective modulus based on plane-stress and plane-

strain FEM model.  At each location, the modulus values derived from plane stress and plane 

strain models were very close to each other.  As a result, it is reasonable to expect that if a 

more complicated three-dimensional FEM model featuring the exact thickness of the liver is 

used, its computed modulus will be of very similar magnitude as those determined by our two 



 

 

33

dimensional FEM models. Figure 3.8 shows a plot of the average local effective modulus at a 

given cutting speed as four cuts are made on the same liver sample. As seen from the figure the 

local effective modulus estimated by plane stress and plane strain analysis were within 

reasonable bounds. 
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Figure 3.6: Loading segments during cutting showing linear monotonic 
deformation. 
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Figure 3.8: Local effective modulus in four cuts for a typical liver 
specimen. 
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Figure 3.7: Local effective modulus for the loading segments for a typical 
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3.4 Determine the depth of cut and evaluate the normalized local effective modulus 

To enable estimation of the depth of the blade embedded in the tissue, a Bumblebee stereo 

camera system (manufactured by Point Grey Research) utilizing two Sony ICX204 1/3” CCDs 

with 1024x768 pixels, 10 bit A/D, and maximum of 15 frames per second was used. The camera 

system is placed close to the experimental setup to capture the image of the cutting blade and 

the tissue as the cutting progresses (Figure 3.9).  Digital image processing was used to 

determine the depth of the blade embedded in the tissue at each instant of the cutting history. 

 

3.4.1 Determination of the depth of cut 

 
All the liver samples had a natural bulge in the thickness direction, which lead to more liver 

tissue being encountered by the blade as the cutting progressed.   The depth of cut played a 

significant role in the magnitude of the cutting force acting on the blade.  In this part, we used 

image-processing techniques to determine the depth of the blade embedded inside the liver 

specimen during each instant of the cutting process.  We used the Bumblebee system to 

 

 
 
Figure 3.9:  Experimental setup for measuring the cutting forces and the depth of cut 
during liver cutting. 
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capture the image of the cutting blade as it cut the tissue.  The images were analyzed offline 

using Matlab 6.5 with the image processing toolbox. 

We used the edge detection algorithm to outline the surface of the liver in the imaging 

window (Figure 3.10). As the images were acquired, we used offline techniques to estimate the 

distance from the marker black strip to the edge of the top surface of the liver (the exposed 

blade length) as shown in Figure 3.11.  Edges are very important to any vision system.  It is a 

boundary between two dissimilar regions in an image.  We found that the process is fairly cheap 

to compute and it provides strong visual clues that identify the different surfaces of objects.  

However there is a drawback of using edge detection; edges are usually affected by noise 

present in the image. 

 

 

 

 

 

 

 

 

 

 

 

 

Many edge extraction techniques can be broken up into two distinct phases: 

• Finding pixels in the image where edges are likely to occur by looking for discontinuities 

in gradients.  Candidate points for edges in the image are usually referred to as edge 

points, edge pixels, or edgels.  

 

 
 
Figure 3.10:  Snapshot from the stereo camera. 
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• Linking these edge points in some way to produce descriptions of edges in terms of 

lines, curves etc.  

In our experimental setup, the distance from the center of the marker black strip to the end of 

the blade) is 4.25 cm (total blade length).   The difference in the total length of the blade and the 

exposed length of the blade provided us with the depth of the blade embedded in the tissue 

(Depth of cut = Embedded blade length = Total blade length – Exposed blade length). 

 

 

 

 

 

The force and displacement profile during a particular cut is shown in Figure 3.12 along 

with the depth of cut profile.  The normalized force (Force per unit depth of cut) and 

displacement was therefore used in order to eliminate the influence of the depth of cut to the 

cutting force. 

 

Figure 3.11:  Determination of the depth of cut using image processing. 
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Figure 3.12:  Un-filtered data and depth of cut profile. 
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Figure 3.13:  The comparison between local effective modulus determined 
base on normalized cutting force and the LEM determined based on regular 
cutting force at a particular cutting path 
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In Figure 3.13, the LEM vales were compared to the normalized LEM values.  These two 

LEM values could be used during the tissue simulation in different way.  The normalized LEM 

could be used to scale up the force feedback when the depth of cut is known while the normal 

LEM could be applied when the depth of cut is unknown.  The force feedback provided based 

on the normal LEM would represent the force feedback which one would obtained from cutting a 

non-uniform liver specimen or liver organ with an unknown depth. 

 

3.5 Discussion 

In this chapter, the experimental setup and the method which was used to determine the 

local property during tissue deformation was presented.  From the past literature in tissue 

biomechanics, many living tissues are nonlinear and inhomogeneous. Our apparatus and the 

post-processing method are tailored to determine the local mechanical properties in the liver 

specimen.  The local effective modulus at a point in the liver is a measure of the liver’s 

resistance to deformation at that location.    As the cutting blade moves from location to location 

during a cut, a continuous stream of data is sampled.  By examining the variation of the local 

mechanical properties in the liver specimen from location to location, one can sense the 

variation of the material heterogeneity in the tissue.  This phenomenological measure of the 

apparent resistance to deformation lumps the overall effects of complex physical mechanisms of 

tissue deformation encountered by the cutting blade.  It would be ideal if we can seek model the 

details of anisotropic elastic and visco-elastic responses, with time varying frictional-sliding 

contact, and incorporating locally large strains at tool-tissue interaction points (surface) and 

other physical mechanisms occurring in the soft tissue cutting process. However, with the 

current state of limited knowledge, it is prudent to proceed to build up one block at a time.  At 

this stage, what we have done is used the effective measure of apparent deformation 

resistance, the LEM, as a vehicle to enable using simple elastic finite element analysis to 
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capture and reproduce the experimentally measured overall force-displacement characteristics 

caused by complex mechanisms.   

A modular liver tissue cutting apparatus was designed and developed to perform scalpel 

cutting of liver tissue and accurately record the liver tissue cutting forces and the motion of the 

cutting blade. Results from our experiments confirmed that all subsystems were functioning 

satisfactorily and that the integrated cutting system was significantly stiffer than the tissue 

specimen.  The equipment was capable of measuring with high fidelity the intrinsic cutting 

forces versus the cut-length of the tissue specimen.  The macroscopic force-displacement curve 

showed repeating self-similar units of localized loading followed by sudden unloading during the 

onset of each localized fracture.  The modulus computed locally was used in the finite element 

model for simulating the deformation occurring prior to the intermittent cutting of liver.  The 

values for the local effective modulus obtained under plane stress and plane strain analyses 

were very close to each other for a given cutting speed.  

Our result shows that the depth of cut plays a significant role in the cutting forces.  Using 

stereo camera system and image processing, is an effect way to measure the depth of the 

blade in the tissue as the cutting progress. The force-displacement data reveal that the cutting 

process consists of a sequence of repeating units each comprising of a localized deformation 

phase followed by localized crack extension phase in the tissue.  The deformation resistance of 

the tissue during the localized deformation phases can be characterized by the local effective 

modulus (LEM) of the soft tissue.   

 
 
 



 

 

41

Chapter 4: Finite element model analysis 

 

In this chapter, we studied model order reduction during finite element analysis.  Finite 

element was used as a tool to determine the properties of soft deformable tissue through 

solving an inverse problem.  To have faster simulation yet have realistic force feedback, our 

goal is to use model order reduction to simplify the internal complexity of the model and 

simultaneously preserve the overall input-output (displacement-force) behavior.  The realistic 

force feedback part is attained via using LEM. The speed of the simulation depends on how 

much order reduction the model can attain. We studied three levels of model order reduction. 

We used three model order reduction which are 2D quadratic, 2D linear, and 3D quadratic 

element (Figure 4.1) to perform analysis in order to determine the local effective modulus 

(LEM).   

 

Figure 4.1: Serendipity element for finite element model 
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4.1 3D quadratic-element model with unit thickness 

The common way to construct a 3D model of the liver is to generate a 3D continuum shape 

reflecting the actual shape of the liver and discretize the geometry into continuum elements. To 

provide haptic feedback in surgery simulation, it is most important that the surgeon trainee 

receive accurate force feedback and also sees the instantaneous length of the cut.  It is less 

important to see the actual thickness of the liver.  We can thus simplify the general 3D model 

into a 3D model with unit thickness, and use LEM derived from thickness-normalized ∆Fexp.  

Figure 4.2a shows such a model.  The size of the specimen was 8 cm x 15cm while the element 

size was 1 cm x 1cm x 0.25cm.  The model consists of 8 elements in the width dimension, 15 

elements in the length dimension, and 4 elements in the thickness dimension.  The 480-element 

model is constructed with quadratic continuum elements (20-node brick elements of the 

Serendipity family of isoperimetric elements). The displacements can vary quadratically, and 

strain and stress can vary linearly, in each element. The cutting path with the “tied” double 

nodes (section 3) along the cut plane (the plane along which the scalpel with travel in the liver) 

is along the center line.  There are four columns of elements to its left of the cutting path and 

four columns of elements to its right.  This mesh has 2830 nodes and 8490 degrees of freedom 

(8490 equations).    

During the simulation of the cutting process, the tied nodes on the cutting path were untied 

once the cut already occurred.  Since the model should replicate the behavior of the liver during 

cutting as much as possible, the un-tied nodes were constrained to move along the axis so that 

the two cut parts would not overlap. At the leading edge, the model was constrained by fixed 

nodes along the edge. The constraints were intended to replicate how we constrained the liver 

specimen during cutting experiment through the nails array clamped at the leading edge. 



 

 

43

 

 

a)         

 

 b) 

 

Figure 4.2:  Displacement profile from: a) 3D quadratic-element model, b) 2D quadratic-
element plane-stress model 



 

 

44

4.2 2D quadratic-element models  

To reduce the model order further, we reduced the 3D quadratic model to a 2D model with 

quadratic elements. These are 8-node quadrilateral elements of the Serendipity isoparametric 

element family.  The in-plane displacement can vary quadratically, and the in-plane strains can 

vary linearly, in the element.  We conducted analysis both with a plane-stress elements and 

plane strain elements.  The 2D mesh (Figure 4.2b) consists of 120 elements of 1cm x 1cm size 

filling the 8cm x15cm x 1cm specimen. The mesh has 8 elements in the width dimension, and 

15 elements in the length dimension.  There are 438 nodes and 876 degrees of freedom (876 

equations).  

 

4.3 2D linear-element models  

     To further reduce the 2D models above, we conducted plane-stress analysis and plane-

strain analysis with 2D linear elements.  The mesh looks identical to that in Figure 4.2b.  The 

difference with section 4.2 is the elements do not have mid-side node. Four-node quadrilateral 

elements of the Serendipity element family are used. The displacements can vary linearly, and 

the strains and stress are constant, in each element. The model has 120 elements, 160 nodes 

and 320 degrees of freedom (320 equations).    

 

4.4 Model analysis 

We performed a quasi-static analysis using ABAQUS finite element software version 6.3-1.  

Since the deformation during deformation segment appeared to be linear, we conducted 

isotropic linear elastic analysis.  In this part, we assume two analyses correspond to Poisson’s 

ratio of 0.3 and 0.5.  

With experimental force-displacement data from 0.38cm/sec cutting speed, we performed 

analysis to determine LEM using the 3D-quadratic-element model (20-nodes element) and 2D-
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quadrtic-element model (8-node elements).  Along a cutting path, we determined the LEM 

corresponded to each deformation segment. The values of the LEM so determined are shown in 

Figures 4.3, 4.4, and Table 4.1.   

 
LEM from 2D 

quadratic FE models 
Ratio of LEM from 2D 
to that from 3D model 

Distance from 
constrained 
edge (cm) 

LEM from 3D 
quadratic FE 

model 
(N/m2) 

Plane- 
stress 
(N/m2) 

Plane -
strain 
(N/m2) 

Plane-
stress / 

3D model 

Plane-
strain / 

3D model 

2.15 3200 3400 3100 0.97 1.1 

2.90 7300 7900 7300 1.0 1.09 

4.08 9700 10100 9200 0.96 1.04 

4.75 36900 37800 35000 0.94 1.02 

5.14 29700 30500 28100 0.94 1.02 

5.64 37400 38900 35700 0.95 1.04 

6.09 18200 18600 17200 0.94 1.0 

6.61 60400 61500 56700 0.94 1.02 

6.90 50000 50800 46900 0.94 1.02 

Table 4.1 Comparison of LEM determined from 3D quadratic-element model and 2D-
quadratic-element plane-stress model and plane-strain model. 

       

With the same force-displacement during the deformation, we performed similar analysis 

using 2D-linear-element (4-node elements) in plane-stress model and plane-strain model.  

Results are shown in Figures 4.3, 4.4 and Table 4.2.  Results from Figures 4.3, 4.4, Tables 4.1 

and 4.2 show that the LEM based on 3D model falls in the bracket between the LEM from 2D 

plane-stress and plane-strain models.  The results help verify that the 2D plane-stress and 

plane-strain model can produce equally good results for LEM as the 3D model.  

 
Distance from 
constrained 
edge (cm) 

LEM from 
3D 

LEM from 
2D 

linear FE models 

Ratio of LEM from 2D to 
that from 3D model 
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 quadratic 
FE model 

(N/m2) 

Plane- 
stress 
(N/m2) 

Plane -
strain 
(N/m2) 

Plane-
stress/3D 

Plane-
strain/3D 

2.15 3200 5000 4700 1.57 1.47 

2.90 7300 8800 8100 1.21 1.12 

4.08 9700 10500 9700 1.09 1.00 

4.75 36900 39000 36100 1.06 0.98 

5.14 29700 31300 28800 1.05 0.97 

5.64 37400 39100 36000 1.04 0.96 

6.09 18200 18900 17500 1.04 0.96 

6.61 60400 62500 57600 1.04 0.95 

6.90 50000 51600 47600 1.03 0.95 

Table 4.2 Comparison of LEM determined from 3D quadratic-element model and 2D 
linear-element plane-stress model and plane-strain model. 

 

From the perspective of computational effort, there is a significant difference among these 

models – the size (or order) of the model and the computational efforts needed to solve them.  

Table 4.3 shows a comparison among these models in terms of the total number of elements, 

total number of nodes and total number of equations.   Using the number of equations as a 

measure of the size (or order) of the model, the relative size of the 3D-quadratic-element model 

to 2D-quadratic-element model to 2D-linear-element model is 1.0:0.3:0.04. It is expected that 

compared with the 3D-quadratic-element model, the 2D-quadratic-model will be one order of 

magnitude less computational-intensive.  Further, the 2D-linear-element model is only about 4% 

as computational intensive as the 3D-quadratic model.  Indeed, our computation time for the 

2D-linear-model is about 4% of that of the 3D-quadratic-element model.    

 
 
 

FE Model 3D quadratic 
elements 

2D quadratic 
elements 

2D linear 
elements  

Number of elements 480 120 120 
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Number of nodes 2830 

 

438 160 

Number of 
equations 

8490 876 320 

Relative model size 1.0 0.1 0.04 

Table 4.3 Model analysis at different element sizes 
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Figure 4.3: Comparison between the values of LEM from 3D-quadratic 
element model, 2D-quadratic-element models and the 2D-linear-element 
models 
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Figure 4.4: Magnified view of a portion of Figure 4.3 showing the LEM 
from quadratic-element model of 3D analysis is bracketed between LEM 
determined from 2D plane-stress analysis and plane-strain analysis. 
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Figure 4.5:  Average LEM based on 3D model at various cutting speeds. 
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Additionally, we used the 3D-quadratic-element model to conduct a parametric study for the 

effect of cutting speed on the deformation resistance (the LEM) of the liver tissue.  Experimental 

force-displacement data were collected for seven cutting speeds (0.10cm/sec, 0.38cm/sec, 

0.89cm/sec, 1.27cm/sec, 1.65cm/sec, 2.16cm/sec, and 2.54 cm/sec).  LEM were determined for 

each of these cutting speeds. The average value of the LEM for each cutting speed was 

calculated. Figure 4.5 shows the average of the LEM for each of the cutting speeds. It is 

apparent that the deformation resistant as measured by LEM decreases as the cutting speed 

increases.     

 

4.4.1 Effect Poisson’s ratio  

In this part, we studied the effect of the Poisson’s ratio on the local effective modulus values.  

We applied the Poisson’s ratio values which are 0.3, 0.4, 0.45, and 0.499 to determine the local 

effective modulus using 2D-quadratic model.  We found that the values of the LEM appeared to 

be within the same range.  The values of Poisson’s ratio therefore does not play significant role 

on the property of the liver tissue. 

 

LEM from 2D 
quadratic FE models 

Ratio of LEM from 2D to that from 3D model 

P=0.3 P=0.4 P=0.45 P=0.499 

Distance 
from 

constrained 
edge (cm) 

Plane- stress
(N/m2) 

Plane- stress
(N/m2) 

Plane- stress 
(N/m2) 

Plane- stress 
(N/m2) 

2.15 3400 3400 3400 3400 

2.90 7900 7980 7960 7900 

4.08 10100 10200 10200 10100 

4.75 37800 38200 38300 38200 

5.14 30500 30800 30900 30900 
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5.64 38900 39150 39200 39100 

6.09 18600 18840 18900 18900 

6.61 61500 62200 62300 62400 

6.90 50800 51400 51600 51600 

Table 4.4 Comparison of LEM determined from 3D quadratic-element model and 
2D-quadratic-element plane-stress model at Poisson’s ratio of 0.3,0.4,0.45, and 
0.499 

 

Since soft tissue is described as nonlinear, incompressible material.  We therefore studied the 

values of LEM at Poisson’s ratio ranging between 0.3-0.5.  In plane-stress model the LEM 

values appeared to be approximately the same when the Poisson’s ratio was varied between 

0.3-0.5.   However, in plane-strain model, the value of LEM varies once the Poisson’s ratio is 

varied. 
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Figure 4.6: Comparison of local effective modulus determined from 2D 
plane-stress model and 3D model (Poisson’s ratio = 0.5) 
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Results for Poisson’s ratio of 0.5 
 

 
 

A plane-stress model is a two-dimensional idealization of three-dimensional deformation by 

imposing the condition that deformation in the thickness direction is completely unconstrained 

and hence stress components associated with the through-thickness direction are zero.  Hence, 

it is appropriate to use a plane-stress FE model to simulate behavior of thin liver specimens 

where the through-thickness deformation is unconstrained and hence the through-thickness 

stress is expected to be negligible.  On the other hand, a plane-strain model is a two-

dimensional idealization of three-dimensional deformation by imposing the kinematics condition 

that no deformation in the through-thickness is allowed and hence the through-thickness strain 

is zero.   A plane-strain FE model is appropriate for very, very thick liver specimens which are 

LEM from 2D 
quadratic FE models 

and 
Ratio of LEM from 2D 
to that from 3D model 

LEM from 2D 
linear FE models 

and Ratio of LEM from 
2D to that from 3D 

model 

Distance 
from 

constrained 
edge (cm) 

LEM from 3D 
quadratic FE 

model 
(N/m2) 
reduce 

Integration Plane- 
stress 
(N/m2) 

Plane-
stress / 

3D model 

Plane- 
stress 
(N/m2) 

Plane-
stress / 

3D model 

2.15 2300 3400 1.48 4100 1.79 

2.90 5300 7900 1.50 7700 1.45 

4.08 7800 10100 1.30 9400 1.20 

4.75 30600 38200 1.25 35600 1.16 

5.14 25200 30900 1.22 28800 1.14 

5.64 32300 39100 1.21 36300 1.13 

6.09 16000 18900 1.19 17700 1.11 

6.61 53400 62400 1.17 58800 1.10 

6.90 44700 51600 1.15 48800 1.09 

Table 4.5 Comparison of LEM determined from 3D quadratic-element model, 2D-
quadratic-element plane-stress model, and 2D-linear-element plane-stress model 
(Poisson’s ratio 0.5) 
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not free to deform in the through-thickness direction.   Since most of our liver samples are not 

very thick and the tissue can easily deform in the through-thickness direction, a plane stress 

model would be more appropriate for these cases.    

 

4.4.2 Effect of element size on LEM values 

The size of the element in FE model effects the values of the LEM.  Since our goal is to 

minimize the computation time during finite element simulation, having coarse mesh helps 

simplify the equations and results in less computation time.  We study the relationship between 

the element size and the LEM values.  The analysis was done based on 6 cutting experiment at 

90degrees cutting angle and cutting speed of 0.1cm/sec.  The Poisson’s ratio is 0.3 and the 

element used in this analysis is linear quadratic element (ABAQUS CPS8).  

 

Experiment 1 

 Number of nodes Number of 

elements 

Average LEM 

x104 N/m2 

1 440 120 3.03 

2 838 200 3.10 

3 1594 480 3.49 

4 6066 1920 3.87 

5 9382 3000 4.02 

Table 4.6 Average LEM at various element size for experiment 1 
 

Experiment 2 

 Number of nodes Number of 

elements 

Average LEM 

x104 N/m2 
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1 440 120 5.26 

2 838 200 5.36 

3 1594 480 6.02 

4 6066 1920 6.62 

5 9382 3000 6.82 

Table 4.7 Average LEM at various element size for experiment 2 
 

Experiment 3 

 Number of nodes Number of 

elements 

Average LEM 

x104 N/m2 

1 440 120 4.90 

2 838 200 5.04 

3 1594 480 5.57 

4 6066 1920 6.15 

5 9382 3000 6.35 

Table 4.8 Average LEM at various element size for experiment 3 
 

Experiment 4 

 Number of nodes Number of 

elements 

Average LEM 

x104 N/m2 

1 440 120 5.21 

2 838 200 5.26 

3 1594 480 5.91 

4 6066 1920 6.51 

5 9382 3000 6.72 

Table 4.9 Average LEM at various element size for experiment 4 
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Experiment 5 

 Number of nodes Number of 

elements 

Average LEM 

x104 N/m2 

1 440 120 6.33 

2 838 200 6.50 

3 1594 480 7.20 

4 6066 1920 7.93 

5 9382 3000 8.17 

Table 4.10 Average LEM at various element size for experiment 5 
 

Experiment 6 

 Number of nodes Number of 

elements 

Average LEM 

x104 N/m2 

1 440 120 5.80 

2 838 200 5.89 

3 1594 480 6.62 

4 6066 1920 7.28 

5 9382 3000 7.51 

Table 4.11 Average LEM at various element size for experiment 6 
 

The result from 6 cutting experiments at different mesh size shows the value of the LEM 

increased as the element size got smaller and smaller.   

Details about element size: 

 Number of nodes Number of 

elements 

Area of each 

element (unit) 

Number of 

element per unit 

area 
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1 440 120 1 1 

2 838 200 0.5 2 

3 1594 480 0.25 4 

4 6066 1920 0.0625 16 

5 9382 3000 0.04 25 

Table 4.12 Element size per unit area 
 

Refining the finite element mesh allowed us to be able to scale the LEM values once the size of 

the mesh is changed.  In reality, very small element size would reflect the closest approximation 

to the real property of material.  However, our goal is to use to most simplified finite element 

model (coarse mesh) to achieve real time simulation at the same time provide the end user with 

the realistic force feedback. As from our analysis, the LEM values are consistent with the 

element size.  Therefore, the element size versus LEM values analysis in this part can be used 

as a scaling factor once the element size varied.   

 

4.5 Discussion 

For real-time medical simulation requiring accurate haptic feedback, it is important to have 

reality-based models that are fast (computationally non-intensive) but still preserve the actual 

overall force-displacement behavior. Several 3D and 2D finite element models with three levels 

of model order reduction were studied. These model order reductions simplify the internal 

complexities of the model while preserving the overall input-output (displacement-force) 

behavior. All these models can determine the local effective modulus equally well, and the 

results of the 3D model are bracketed by results from the 2D plane-stress model and 2D plane-

strain model.  

 A plane-stress FE model is most appropriate for simulating the cutting of very thin liver 

specimens in which the through-thickness stress is negligible (i.e. completely unconstrained in 
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the thickness dimension and allows free through-thickness deformation).  A plane-strain FE 

model is most appropriate for very thick liver specimens in which the through-thickness strain is 

negligible (i.e. fully constrained in the thickness dimension and does not allowed to through-

thickness deformation).  It is reasonable that the results of the 3D model falls in-between the 

results from the two limiting case of plane-stress and plane-strain models.  With regard to 

computation effort required, there is a significant difference among these models.  The 

computation effort required for the 2D-quadratic-element model is one order of magnitude less 

that required for the 3D-quadratic-element model.  The computation effort for the 2D-linear-

element model is two orders of magnitude smaller than that of the 3D-quadratic-element model.   
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Chapter 5: Parametric study: Effect of cutting speed and cutting angle on the LEM 

 
Characterizing and modeling of soft tissue deformation during cutting is important for 

developing a reality based haptic interaction model for surgical training and simulation.   In this 

chapter, experiments were performed for soft tissue cutting (ex-vivo) monitoring the cutting 

forces and blade displacement for various cutting speeds (ranging from 0.1cm/sec-2.54cm/sec) 

and cutting angles (for 0o and 45o cutting angle).  The measured force-displacement curves in 

all cases exhibit a characteristic pattern:  repeating units formed by a segment of linear loading 

(deformation of tissue) immediately followed by a segment of sudden unloading (localized crack 

extension in the tissue).  This chapter addresses the characterization of the deformation 

resistance during the deformation segment. The variation of this deformation resistance with 

cutting parameters is also determined. The deformation resistance to the cutting blade was 

characterized via a quantity designed as the local effective modulus (LEM) of the tissue.   

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5.1:  a) Cutting angle at 90o (vertical) and b) Cutting angle 
at 45o (conventional cut). 
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We studied the effect of cutting speed and cutting angles on the LEM.  We conducted six 

liver cutting experiments at 90o cutting angle (see Figure 5.1) for each of seven cutting speeds 

(0.1cm/sec, 0.38cm/sec, 0.89cm/sec, 1.27cm/sec, 1.65cm/sec, 2.16cm/sec, and 2.54cm/sec.)  

Again, the force-displacement data revealed that the cutting process consisted of a sequence of 

repeating units each comprising of a linear loading deformation phase followed by a localized 

crack extension phase (load drop) in the tissue.  We seek to characterize the deformation 

resistance of the loading deformation segment.   

We first present results from our experiments for liver cutting with 45o cutting angle at quasi-

static cutting speed (0.1cm/sec), intermediate cutting speed (1.27cm/sec), and normal cutting 

speed (2.54cm/sec).  This is followed by presenting the analyzed data for multiple cutting 

speeds at 90o cutting angle (blade was vertical) and 45o cutting angle (preferred angle in 

surgery).  Figure 5.1 shows the blade orientation of 90o and 45o used in the experiments. 

 

5.1 Cutting at 45o blade angle 

In this part, we performed 6 cuttings at 45o cutting angle (see figure 5.1b) at quasi-static 

cutting speed (0.1cm/sec), intermediate cutting speed (1.27cm/sec), and normal cutting speed 

(2.54cm/sec).  Figure 5.2 shows the plot of LEM versus the distance from constrained edge of 

specimen for a typical liver cutting experiment.  Results from cutting at 0.1cm/sec, 1.27cm/sec, 

and 2.54cm/sec are shown in Figure 5.3 and Table 5.1.  Using the approach described in 

section 2.3, quasi-static cutting resulted in the average LEM in the neighborhood of 63,000 N/m2 

with standard deviation of 13,000 N/m2 in the plane stress model and 59,000 N/m2 with standard 

deviation of 14,000 N/m2 in the plane strain model.  At cutting speed of 1.27cm/sec, the average 

LEM value was 19,000 N/m2 with standard deviation of 4,000 N/m2 in the plane stress model 

and 18,000 N/m2 with standard deviation of 4,000 N/m2 in the plane strain model.  Finally, at 

normal cutting speed of 2.54cm/sec, the average LEM value was 18,000 N/m2 with standard 

deviation of 4,000 N/m2 in plane stress model and 16,000 N/m2 with standard deviation of 4,000 
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N/m2 in plane strain model.   It is apparent that the deformation resistance of the tissue 

decreases with increasing cutting speed. 

 

 

Figure 5.2: Local effective modulus for the loading segments for a typical cut at 
450 blade angle (plane stress and plane strain analysis) 
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Figure 5.3:  The average of the local effective modulus of six cuts and the 
corresponding standard deviation at 0.1cm/sec, 1.27cm/sec, and 2.54cm/sec 
cutting speed at 45o blade angle. 

 

 

5.2 Cutting at 90o blade angle 
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At 90o
 blade angle, we performed 12 liver cuttings at 0.1cm/sec, 1.27cm/sec, and 

2.54cm/sec.  The results are summarized in Figures 5.4.  The associated numerical data is 

listed in Tables 5.2, 5.3, and 5.4.  These results reveal that the local effective modulus varied 

from location to location in the liver, but the spatial variation was within reasonable bounds at 

each cutting speed.   

 Plane stress model Plane strain model 

Test # 
Average LEM 

X103 N/m2 

Standard 
deviation 
X103 N/m2 

Average LEM 
X103 N/m2 

Standard 
deviation 
X103 N/m2 

1 59 24 55 23 

2 48 15 44 14 

3 64 24 60 23 

4 72 23 67 21 

5 62 23 57 22 

6 52 16 49 15 

7 100 34 94 33 

8 57 21 53 19 

9 65 23 60 21 

10 56 20 52 19 

11 40 19 37 16 

12 37 21 34 19 

Average 59 16 55 15 

Table 5.2 Table of the average local effective modulus for each cut on the 
liver and the corresponding standard deviation for cutting speed of 
0.1cm/sec. 

 

 Plane stress model Plane strain model 

Test # 
Average LEM 

X103 N/m2 

Standard 
deviation
X103 N/m2

Average LEM 
X103 N/m2 

Standard 
deviation 
X103 N/m2 

1 57 29 53 27 



 

 

63

2 59 25 55 23 

3 46 22 43 21 

4 68 32 63 30 

5 58 30 54 28 

6 55 23 51 22 

7 72 40 67 37 

8 52 27 48 25 

9 52 28 48 26 

10 49 20 46 19 

11 31 12 29 11 

12 26 13 25 12 

Average 52 13 49 12 

Table 5.3 Table of the average local effective modulus for each cut on the 
liver and the corresponding standard deviation for cutting speed of 
1.27cm/sec 

 

 Plane stress model Plane strain model 

Test # 
Average LEM 

X103 N/m2 

Standard 
deviation 
X103 N/m2

Average LEM 
X103 N/m2 

Standard 
deviation 
X103 N/m2

1 37 19 35 17 

2 34 15 32 14 

3 45 21 43 18 

4 24 11 23 10 

5 37 15 35 14 

6 49 29 45 27 

7 53 31 50 29 

8 42 18 39 17 

9 38 17 35 16 

10 37 21 34 19 

11 42 19 39 17 

12 49 21 46 20 
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Average 41 7.5 38 7 

Table 5.4 Table of the average local effective modulus for each cut on the 
liver and the corresponding standard deviation for cutting speed of 
2.54cm/sec 

 

To compare the local effective modulus estimated at 1.27cm/sec cutting speed, for example, 

we always performed two additional cuts on the same liver sample at 0.1cm/sec and 

2.54cm/sec cutting speed. A similar protocol was followed at 2.54cm/sec cutting speed. 

Estimating the values of the local effective modulus from these two additional cuts to those 

determined by 12 cuts for a given cutting speed, provided us with a basis for comparing the 

LEM across different liver samples at different cutting speeds. We concluded that the LEM 

estimated from the additional cuts was within reasonable bounds compared to the data obtained 

from the 12 cuts for a given cutting speed of the blade. This procedure ensured that the 

comparison of the LEM at various cutting speeds from each sample and across samples was 

valid. 

For cutting speed of 0.1cm/sec, the average LEM was in the neighborhood of 59,000 N/m2 

for use with plane-stress model, and 55,000 N/m2 for use with plane-strain model.  Table 5.2 

shows that for a given liver specimen, the standard deviation of the average LEM ranged 

between 14,000 N/m2 and up to 34,000 N/m2 in some cuts.  This is expected since the liver 

tissue is highly non-homogeneous and the initial model was two-dimensional. 

For cutting speed of 1.27cm/sec, the average LEM was in the neighborhood of 52,000 N/m2 

in plane stress analysis with standard deviation of 13,000 N/m2 and 49,000 N/m2 in plane strain 

analysis with standard deviation of 12,000 N/m2.  For cutting speed of 2.54cm/sec, the results 

revealed that the average LEM was in the neighborhood of 41,000 N/m2 in plane stress analysis  
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Figure 5.4:  The average of the local effective modulus of twelve cuts and the 
corresponding standard deviation at 0.1cm/sec, 1.27cm/sec, and 2.54cm/sec 
cutting speed at 90o blade angle. 
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with standard deviation of 7,500 N/m2 and 38,000 N/m2 in plane strain analysis with standard 

deviation of 7,000 N/m2. We also observed that as the cutting speed increased, the values of 

the LEM and the corresponding standard deviation decreased.   

 

5.3 Cutting at 90o versus 45o without normalizing the cutting force 

Without normalizing the cutting, we performed experiments at 7 preset cutting speeds of 0.1, 

0.38, 0.89, 1.27, 1.65, 2.16, and 2.54cm/second with a blade angle of 90o. Each liver sample 

(size of 8x12x2.5 cm) could accommodate four parallel cutting lines. During the cutting process, 

we obtained the force versus distance from the constrained boundary characteristics of liver 

tissue. We used the JR3 force sensor to measure the X, Y, and Z components of the cutting 

force and the norm of these forces was plotted versus the displacement of the cutting blade.  

We conducted 12 liver cutting experiments for 90o cutting angle.  Similar to cutting at 90o blade 

angle, we performed 6 liver cutting experiments at 45o cutting angle at various cutting speeds, 

namely, 0.1, 0.38, 0.89, 1.27, 1.65, and 2.54cm/sec. As shown in Figure 5.5, Figure 5.6, and 

Table 5.5, the LEM of the pig liver decreased with increasing cutting speed.   

The relationship between LEM and cutting speed at 90o angle was observed to be linear in 

both plane stress (Figure 5.5) and plane strain models (Figure 5.6). The observed linear 

relationship between the LEM (Eeffective x103 N/m2) and cutting speed (v cm/sec) for 0o cutting 

angle was observed to be: 

)2.5(sec/cm54.2vsec/cm1.018.59v70.8E

)1.5(sec/cm54.2vsec/cm1.026.63v21.9E
effective

effective

≤≤+−=

≤≤+−=
 

This implied that during slow cutting, there was more deformation resistance encountered by the 

blade than at higher cutting speeds.  The linear model could thus be used to predict the 

characteristic of the liver tissue for 90o cutting angle at different cutting speeds. Results also 

show that the range of LEM values for both plane stress and plane strain analysis for 90 

degrees cutting angle and variable cutting speeds were within close bounds.  
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From results for 45o cutting angle (see Table 5.5), it is apparent that the LEM decreases with 

increasing cutting speed.  However, unlike the 90o cutting angle results, the variation of LEM 

with cutting speed is nonlinear at 45o cutting angle.  The nonlinear relationship describing the 

variation of LEM (Eeffective x103 N/m2) versus the cutting speed (v cm/sec) for 45o cutting angle 

can be expressed as:  

)4.5(sec/cm54.2vsec/cm1.0)v(17.22E

)3.5(sec/cm54.2vsec/cm1.0)v(21.24E
43.0effective

42.0effective

≤≤=

≤≤=
−

−

 

Equations (5.1) and (5.3) correspond to plane stress model for 90o and 45o cutting angle 

respectively, while equations (5.2) and (5.4) correspond to plane strain model for 90o and 45o 

cutting angle respectively.  These models can be used for determining the LEM at other cutting 

speeds for either 90o or 45o cutting angle in surgical tissue cutting simulation. 

 

 Plane stress 
model 

(90o angle) 

Plane strain 
model  

(90o angle) 

Plane stress 
model 

(45o angle) 

Plane strain 
model 

(45o angle) 

Cutting 

speed 

cm/sec 

Average 

LEM 

x103 

N/m2 

Standard 

deviation 

x103 

N/m2 

Average 

LEM 

x103 

N/m2 

Standard 

deviation 

x103 

N/m2 

Average 

LEM 

x103 

N/m2 

Standard 

deviation 

x103 

N/m2 

Average 

LEM 

x103 

N/m2 

Standard 

deviation 

x103 

N/m2 

0.1 59 16 55 15 64 14 59 14 

0.38 61 13 57 12 40 11 37 10 

0.89 58 13 54 12 24 13 22 8 

1.27 52 13 49 12 19 4 18 4 

1.65 50 9 47 9 20 2 18 5 

2.16 39 10 36 9 - - - - 

2.54 41 8 38 7 18 4 16 4 

Table 5.5 Average LEM values for various cutting speeds and cutting angles at Poisson’s ratio 
of 0.3 based on non-normalized force 
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Figure 5.6: Plot of local effective modulus versus cutting speed for 90o and 
45o cutting angle with plane strain model.  
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Figure 5.5: Plot of local effective modulus versus cutting speed for 90o and 
45o cutting angle with plane stress model.  
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5.4 Cutting at 90o versus 45o based on normalized cutting force 

In our experiments, the depth of cut (blade length embedded in the tissue) varied as the 

scalpel travels to different locations in the liver of non-uniform thickness.  For a typical liver 

specimen, the depth of cut ranged from 0cm to about 2cm.   To incorporate the depth of cut in 

the analysis, results presented in this section were based on depth-of-cut normalized cutting 

force increment. The deformation resistance of the soft tissue characterized was denoted as the 

normalized local effective modulus (LEM) of the soft tissue. The relationship between LEM and 

cutting speed at 90o angle was observed to be linear in both plane stress (Figure 5.7) and plane 

strain models (Figure 5.8). The observed linear relationship between the LEM (Eeffective x103 

N/m2) and cutting speed (v cm/sec) for 90o cutting angle was observed to be: 

)6.5(sec/cm54.2vsec/cm1.09.30v2.7E:StrainPlane
)5.5(sec/cm54.2vsec/cm1.04.48v6.11E :Stress -Plane

effective

effective

≤≤+−=−

≤≤+−=  

 

 

 

 

 

 

 

 

 

 

 

 

 

0 0.5 1 1.5 2 2.5 3
0

10

20

30

40

50

60

70

Cutting speed (cm/sec)

Lo
ca

l e
ffe

ct
iv

e 
m

od
ul

us
 (x

10
3  N

/m
2 )

2D Plane-Stress
Linear fit at 90degrees
LEM at 90degrees
standard deviation at 45degrees
LEM at 45degrees
standard deviation at 90degrees
Linear fit at 45degrees

 
Figure 5.7: Plot of local effective modulus versus cutting speed for 90o and 45o 

cutting angle with plane stress model. 
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Figure 5.8: Plot of local effective modulus versus cutting speed for 90o and 
45o cutting angle with plane strain model. 

 

The results implied that during slow cutting, there was more deformation resistance 

encountered by the blade than at higher cutting speeds. The linear model could thus be used to 

predict the characteristic of the liver tissue for 90o cutting angle at different cutting speeds. 

Results also show that the range of LEM values for both plane stress and plane strain analysis 

for 90o cutting angle and variable cutting speeds were within close bounds. From results for 45o 

cutting angle (see Table 5.6), it was apparent that the LEM decreases with increasing cutting 

speed. Similar to the 90o cutting angle results, the variation of LEM with cutting speed was linear 

at 45o cutting angle.  The linear relationship describing the variation of LEM (Eeffective x103 N/m2) 

versus the cutting speed (v cm/sec) for 45o cutting angle can be expressed as:  

)8.5(sec/cm54.2vsec/cm1.028.26.4v-E:StrainPlane

)7.5(sec/cm54.2vsec/cm1.05.44v6.10E :Stress-Plane
effective

effective

≤≤+=−

≤≤+−=  
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Equations (5.5) and (5.7) correspond to plane stress model for 90o and 45o cutting angle 

respectively, while equations (5.6) and (5.8) correspond to plane strain model for 90o and 45o 

cutting angle respectively.  These models can be used for determining the LEM at other cutting 

speeds for either 90o or 45o cutting angle in surgical tissue cutting simulation. 

 

 

5.5 Cutting at 90o versus 45o with normalized cutting force at Poisson’s ratio 0.5 

Since the liver tissue is considered incompressible, we repeated the similar analysis based 

on previous force/displacement data from cutting experiment at Poisson’s ratio of 0.5.  The 

Poisson’s ratio of the pig’s liver found 31 based on elongation experiment was 0.43±0.16 and 

compression experiment was 0.47±0.15. 

Results show that, as the cutting speed increased, the tissue offered less apparent 

resistance to deformation. As a result the magnitude of LEM decreased. Figure 5.9 shows the 

values of LEM at seven cutting speeds. The average LEM is shown in Table 5.7. At 0.1cm/sec 

 Plane stress 
model 

(90o angle) 

Plane strain 
model  

(90o angle) 

Plane stress 
model 

(45o angle) 

Plane strain model 
(45o angle) 

Cutting 

speed 

cm/sec 

Average 

LEM 

x103 

N/m2 

Standard 

deviation 

x103 

N/m2 

Average 

LEM 

x103 

N/m2 

Standard 

deviation 

x103 

N/m2 

Average 

LEM 

x103 

N/m2 

Standard 

deviation 

x103 

N/m2 

Average 

LEM 

x103 

N/m2 

Standard 

deviation  

x103 N/m2 

0.1 51 11 47 10 29 17 26 16 

0.38 40 10 37 9 30 8 27 7 

0.89 38 11 35 10 27 15 26 13 

1.27 39 6 36 6 16 10 15 9 

1.65 22 9 20 3 22 7 20 7 

2.16 20 7 18 6 15 10 14 9 

2.54 24 5 23 4 13 8 12 7 

Table 5.6 Average LEM values for various cutting speeds and cutting angles at Poisson’s ratio of 
0.3 based on normalized force 



 

 

72

cutting speed, the average LEM was 82x103 N/m2 with standard deviation of 17x103 as 

determined from plane-stress model.  At cutting speed of 1.27cm/sec, the average LEM was 

69x103 N/m2 with standard deviation of 12x103as determined from plane-stress model. Finally, 

at cutting speed of 2.54cm/sec (1inch/sec), the average LEM value was 38x103 N/m2 with 

standard deviation of 9x103 as determined from plane-stress model. In order to study the effect 

of cutting angle on the LEM, we performed additional experiments at 45 degrees cutting angle 

(see Figure 5.9).  We conducted experiments at 7 preset cutting speeds of 0.1, 0.38, 0.89, 1.27, 

1.65, 2.16, and 2.54cm/second with a blade angle of 45o. As shown in Figure 5.9 and Table 5.7, 

the LEM of the pig liver decreased with increasing cutting speed.   

The relationship between LEM and cutting speed at 90o angle was observed to be linear 

(Figure 5.9). The observed linear relationship between the LEM (Eeffective x103 N/m2) and cutting 

speed (v cm/sec) for 90o cutting angle was observed to be: 

)9.5(sec/cm54.2vsec/cm1.012.79v22.18E :Stress -Plane effective ≤≤+−=  

This implied that during slow cutting, there was more deformation resistance encountered by the 

blade than at higher cutting speeds.  The linear model could thus be used to predict the 

characteristic of the liver tissue for 90o cutting angle at different cutting speeds. Results also 

show that the range of LEM values for both plane stress and plane strain analysis for 90o cutting 

angle and variable cutting speeds were within close bounds. From results for 45o cutting angle 

(see Table 5.7), it was apparent that the LEM decreases with increasing cutting speed. Similar 

to the 90o cutting angle results, the variation of LEM with cutting speed was linear at 45o cutting 

angle.  The linear relationship describing the variation of LEM (Eeffective x103 N/m2) versus the 

cutting speed (v cm/sec) for 45o cutting angle can be expressed as:   

)10.5(sec/cm54.2vsec/cm1.059.49v59.11E :Stress-Plane effective ≤≤+−=  

These models can be used for determining the LEM at other cutting speeds for either 90o or 45o 

cutting angle in surgical tissue cutting simulation. 
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 Plane stress 
model 

(90o angle) 

Plane strain 
model 

(90o angle) 

Plane stress 
model 

(45o angle) 

Plane strain 
model 

(45o angle) 

Cutting 

speed 

cm/sec 

Average 

LEM 

x103 

N/m2 

Standard 

deviation 

x103 

N/m2 

Average 

LEM 

x103 

N/m2 

Standard 

deviation 

x103 

N/m2 

Average 

LEM 

x103 

N/m2 

Standard 

deviation 

x103 

N/m2 

Average 

LEM 

x103 

N/m2 

Standard 

deviation

x103 

N/m2 

0.1 82 17 64 13 49 27 39 21 

0.38 67 18 52 13 46 9 36 7 

0.89 59 19 46 15 42 22 34 18 

1.27 69 12 54 10 26 16 20 12 

1.65 39 9 31 7 34 12 27 9 

2.16 36 8 29 5 26 16 21 15 

2.54 38 9 30 3 20 18 16 10 

Table 5.7 Average LEM values for various cutting speeds and cutting angles at Poisson’s ratio 
of 0.499 
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Figure 5.9: Variation of local effective modulus with cutting speed for 90o 
and 45o cutting angle (2D plane-stress model, Poisson’s ratio = 0.5). 
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5.6 Discussion 

Results from experiments reveal that the cutting force-displacement curves exhibit a 

characteristic pattern:  repeating units formed by a segment of linear loading (deformation of 

tissue) immediately followed by a segment of sudden unloading (localized crack extension in the 

tissue).  This chapter addresses the characterization of the deformation resistance during the 

deformation segment. A sequel chapter will characterize the fracture resistance during the 

localized crack extension segment.  A self-consistent local effective modulus (LEM) has been 

used as a vehicle to characterize the deformation resistance during the monotonic deformation 

segment of each repeating unit of the cutting force-displacement curve. This phenomenological 

measure of the resistance to deformation can reflect the overall effects of different physical 

mechanisms of tissue deformation encountered by the cutting blade under varies cutting 

conditions.  Results show that as measured in the form of LEM, the resistance to deformation of 

the tissue varies with cutting speed and the angle of cut.  The deformation resistance decreases 

as cutting speed increases.  For a fixed cutting speed, the resistance to deformation is lower at 

45o cutting angle than at 0o cutting angle.  This is consistent with visual observation that there 

was physically more tissue deformation encountered by the blade when the blade was 

perpendicular to the tissue surface (90o cutting angle).   The deformation resistance varies 

linearly with cutting speed for 90o cutting angle, while it varies non-linearly for 45o cutting angle.  

The values for LEM obtained with plane-stress finite element model and plane-strain finite 

element model were very close to each other, thereby justifying the use two-dimensional model 

to simulate cutting liver of various thickness.  The deformation resistance as characterized via 

LEM can be used in future finite element models to simulate the deformation segment occurring 

prior to the onset each localized cut (crack) growth.  On the other hand, to characterize the 

fracture resistance of the localized crack growth segment, a fracture mechanics formulation 

needs to be developed.  Application of linear elastic fracture mechanics (LEFM) with small-scale 

yielding assumption will be a start but probably will not be sufficient. The energy release rate of 
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traditional LEFM may not be a valid fracture characterizing parameter for nonlinear deforming 

soft tissue in surgery condition. For our circumstances, the fracture mechanics formulation also 

needs to accommodate tissue samples that are not preconditioned and maybe flexibly 

supported at its boundaries.  This is because in surgery the cutting forces experienced by the 

surgeon are from non-preconditioned tissues connected to other deformable organs. 
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Chapter 6: Fracture mechanics of biological tissue 

Fracture mechanics of soft biological tissue is analyzed based on energy balance between 

the external applied energy and the internal strain energy.  In this case, liver tissue is highly 

nonlinear and non-uniform using the energy balance method allows the analysis in both linear 

and nonlinear.   

6.1 Determination of fracture resistance 

 
 

 

 

 

 

 

 

 

 

 

Figure 6.1 shows schematically a liver specimen constrained at one end and the cutting path. 

Cutting starts from point 0, and proceeds to points 1, 2 and 3 etc.  F denotes the force sensed at 

the blade, dU denotes an infinitesimal increment of blade displacement, and “a” denotes the 

current cut (crack) length. 

 

 

 

 

 

Figure 6.1: Schematic showing a liver specimen constrained at one end 
and the cutting path.  Cutting starts from point 0, and proceeds to points 
1, 2 and 3 etc.  F denotes the force sensed at the blade, dU denotes an 
infinitesimal increment of blade displacement, and “a” denotes the 
current cut (crack) length. 
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Figure 6.2: Three stages for modeling fracture resistance of soft deformable tissue 
 

The fracture model was described by three stages starting from stage (1) which is the un-

deform tissue.  Stages (2) corresponded to the deformation of the tissue by the surgical blade.  

During this stage, the work done by the external force is stored as the internal strain energy 

stored in the liver specimen.  Finally, at stage (3), the internal strain energy stored during tissue 

deformation in stage (2) is used up for fracture or crack growth. 

Figure 6.2 shows the measured force versus the cut length (displacement of the blade). At 

stage(2) or during tissue deformation, at the instant when the cutting force “F” while the blade 

moves an additional infinitesimal displacement of dU, the increment of externally exerted work 

done dWext is given by: 

.1)........(6....................FdU.......dWext =  

The externally applied work to move the cutting blade from the starting point to a final point over 

a total displacement of length ‘a’ is 

∫ ∫==
a

0
extext )......(6.2..........FdU.......dWW  

Graphically, Wext is depicted by the area beneath the force versus displacement curve in Figure 

6.2.   
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If we assume that all this externally applied work Wext is used to pay for the fracture work 

(energy) barrier (stage 3) Wfracture that is required to enable the crack (the cut) grow from zero 

length to the length of ‘a’, then    

∫==
a

0
extfracture )......(6.3..........FdU.......WW  

The force F shown in Figure 6.3 is from raw experimental data where the blade was embedded 

at different depths in the soft tissue during cutting.  We can normalize the magnitude F with the 

instantaneous depth of cut to obtain the normalized cutting force for a soft tissue sample of unit 

thickness.  From the resulting plot, we can obtain the work of fracture for cutting a crack of 

length ‘a’ in a soft tissue sample of unit thickness, W*.  The resistance to fracture of the soft 

tissue, R, can be defined as the amount of required fracture work to cause a cut (crack) to 

extend for a unit length in a soft-tissue sample of unit thickness.   

Figure 6.3: The measured force versus displacement (cut length) data 
during cutting 
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.....(6.4)..............................      
a

W
 R

*
fracture=  

The resistance to fracture, R, is a measure of the materials resistance to the extension 

(propagation) of a crack. The fracture resistance of a material is frequently also labeled as the 

fracture toughness of the material. 

 

6.2 Results 

We performed 40 cutting experiments for various cutting lengths ranging from 0.5-4 inches.   

These experiments were designed to determine the magnitude of the fracture resistance 

(fracture toughness), and to study whether the fracture resistance in this soft tissue varies with 

the crack length (the length of cut) as is the case in some ductile engineered materials.   

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.4 and Table 6.1 depict results of the fracture resistance of 40 liver cuttings 

determined at various cut length ranging between 0.127-0.1016 m (0.5-4 inches).  The results 

show that the magnitude of the average fracture resistance of the liver is ranging between 187 
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Figure 6.4: The relationship between cut length and the fracture 
resistance 
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J/m2 and 225 J/m2.   It is also apparent that the fracture resistance of this soft tissue is not 

sensitive to crack length.   

  

 

 

 

 

 

 

 

 

 

 

 

Next we performed 10 experiments in each of which the blade traveled forward and 

backward for two cycles.  In each experiment, we first let the blade move forward to cut the liver 

for 1 inch.  After the blade moved forward and reached the specified cut length of one inch, the 

blade reversed its direction of travel and backward moved along the previous path to the 

starting point.  In the backward (return) trip, the blade was not cutting but was traveling in the 

previously created one-inch “crack”.    

After reaching the starting point, the blade then moved forward a second time  ---- this time 

to travel forward for 2 inches.  During this second forward travel, the blade first traveled for 1 

inch in the previously-created “crack”, and then the blade cut for 1 inch in previously uncut liver 

tissue.  At the end of the 2 inches travel, the blade stopped.  The blade then reversed its 

direction of travel and returned to the starting point by traveling along the two-inch “crack” just 

created.  

Cut length 

Inch m 

Average fracture 

resistance “R” (J/m2) 

Standard 

deviation 

1 0.0254 186.98 48.26 

1.5 0.0381 201.72 13.67 

2 0.0508 223.06 68.93 

2.5 0.0635 216.64 47.24 

3 0.0762 207.08 57.60 

3.5 0.0889 215.39 93.35 

4 0.1016 224.83 142.01 

Table 6.1 The average fracture toughness and the standard deviation 
from 40 cutting experiments 
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Figure 6.5 shows the travel profile of the blade displacement.  The corresponding force 

versus displacement profiles is portrayed in Figure 6.6 and 6.7.   The red lines depict the first 1-

inch loading-unloading (forward-backward movement) cycle.  The blue curve corresponded to 

the second cycle with a travel distance of 2 inches.  Figures 6.6 and 6.7 reveal two interesting 

features.  During the return travel in the first cycle, the blade was traveling in a previously 

created crack, but there was still force sensed by the blade.  Apparently, the crack surfaces 

were in contact with the blade surface and exerted frictional force on the blade.   
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Figure 6.5: The travel profile of the displacement of the blade 
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Figure 6.6 The force and displacement profiles during two cycles of 
forward-backward travel of the cutting blade.  
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Figure 6.7: The force and displacement profile during the second cycle 
of the two forward-backward travel cycles of the cutting blade 
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In the second cycle, during the first inch of travel when the blade traveled forward in the crack, 

the blade experienced the same magnitude and variation of frictional force as it had 

experienced during the backward travel in the crack in the first cycle.  After the first inch of travel 

in the crack, the force versus displacement curve reached approximately the unloading point of 

the first cycle.  The subsequent cutting during the next inch of blade travel resulted in a loading 

force-displacement curve continuing approximately where the loading part of the first cycle left 

off. 

To compare with previous work in determining fracture resistance of biological tissue, we 

summarized in table 6.2 the toughness of biological tissue found based on various method such 

as cyclic tension test and cutting with scissor.  None of the previous work in the past studied 

fracture resistance of soft biological using scalpel cutting.  We believe our work is the first to 

explore the tissue interaction with the scalpel blade.  

Authors Specimen Test Criterion Linear/Nonlinear Toughness 

(kJ/m²) 

Doran etc. Chicken skin Cutting energy Linear 2.32±0.40 

Mahvash etc. Liver Cutting energy Linear n/a 

Adeeb etc. Tendon tension(cyclic) stress 

intensity 

Linear n/a 

Pereira etc. (four kinds) Cutting energy Linear (four values) 

Oyen-Tiesma 

etc. 

Cultured 

neocartilage 

tension(cyclic) energy nonlinear 

(cycle by cycle) 

0.32±0.17 

Chin-Purcell 

etc. 

Articular 

cartilage 

tension(MSEN) stress 

intensity 

Linear 1.07±0.08 

Chin-Purcell 

etc. 

Articular 

cartilage 

trouser tear energy Linear 1.10±0.29 

Purslow etc. rat skin Tear energy nonlinear 19.5±1.99 

Simha etc. Cartilage indentation/ 

penetration 

energy nonlinear 0.98±0.14 

Table 6.2: Fracture resistance from various experiments 
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6.3 Discussion 

We presented the experiments and methods to determine the fracture characteristics of soft 

deformable liver tissue in scalpel cutting.  Using an energy balance approach to fracture 

mechanics, the resistance to fracture (the toughness) of the soft tissue was quantified by the 

measure R defined as the amount of mechanical work needed to extend the cut for a unit length 

in a soft-tissue sample of unit thickness.  In this approach, the fracture resistance R 

incorporated the effects of all the physical mechanisms taking place in the cracking process.  No 

simplifying assumptions such as those limiting the deformation to be small, linear and time-

independent were used.  The experiments and method are applicable for all soft tissue.  The 

specific magnitude of the fracture resistance and its trend reported here were derived from 

experiments using pig liver for soft-tissue samples. 
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Chapter 7: Displacement field by tracking beads using C-arm fluoroscopes 

To verify that our finite element model works properly, we performed an experiment to track 

the movement of the embedded beads inside the liver specimen during a particular cutting path.  

Dual C-arm fluoroscopes were used to capture the motion of the embedded radio-opaque 

markers inside the liver specimen.  Fluoroscopy allows the real time image captured of the 

embedded beads and the motion was post analyzed using Matlab image processing toolbox.   

 
7.1 Experimental Method 

The cutting experiment was setup under the dual C-arm fluoroscopes for real time x-ray 

imaging.  The C-arms were positioned in which the imaging planes were orthogonal to each 

other.   

 

 

Figure 7.1: Experimental set up with dual C-arm fluoroscope 
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The video from each C-arm was captured onto a hard disk using a video capture device 

(Pinnacle Systems) at 29.97 frames per second at a resolution of 720x480 pixels.  Before the 

experiment, the 1 mm diameter stainless steel beads were inserted into the specimen.  The 

beads are radiopacity and the size along with the weight of the beads is small enough not to 

affect the property of the liver tissue.  The pattern that the beads were inserted was a 7x14 grid 

and each bead is approximately 1 cm apart.  The experimental set up along with the cutting 

machine is shown in Figure 7.1.  The liver specimen was placed on a flat plate and clamped on 

one end of the specimen.  It is necessary for the setup to be radiolucent therefore the clamp 

was held secure onto the tissue using surgical tape.  The C-arms were used to image implanted 

markers inside the tissue on both top view and side view (Figure 7.2).   

 

After obtained the image from C-arm fluoroscope, we perform a sketch of the liver specimen 

from the side image.  We used Pro Engineer to trace the profile of the liver specimen and 

obtained a solid model.  The model was imported and meshed using ABAQUS finite element 

 

 

Figure 7.2:  Images of the top and the side view of the liver specimen from C-arms 
fluoroscopes 
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software.  The images of the liver specimen along with the fiducials were shown in figure 7.2.  

To track the fiducial during a particular cutting experiment, the process was done through 

Matlab image processing toolbox.   

 

7.2 Image calibration 

To extract the accurate motion of the beads under the dual C-arm fluoroscopes, we have to 

take into account the two effects which are pincushion distortion and the magnification 

correction 11.  The accuracy of the image tracking based on C-arm images is suffered by the two 

main causes of distortions: the pincushion and S curve distortion.  Pincushion distortion is a 

consequence of mapping of a flat surface onto a curved input phosphor of the image intensifier 

(detector). The S curve distortion is caused by the deflection of the electrons due to the earth’s 

magnetic field and it is dependent on the angle of the image intensifier in the magnetic field.  

Both C-arm fluoroscopes for top view and side view were calibrated by imaging the calibration 

grid followed by determination of the distance from the centroid of the grid image (Figure 7.3-a) 

and the centroid of the pattern holes (red dot) at each location away from the center.  The patter 

in the center of the image is undistorted and therefore the radial distance from the closest hole 

to the centroid was used as the true distance.  The error was plotted versus the radial distance 

from the center of the image as shown in Figure 7.4. 

To take into account the pincushion effect, the distance between the centroid of each red 

circle along the radius was measured (Figure7.3-a).  The distance between two circles then was 

compared to the radius between the circle in the middle of the image and the closest circle (the 

true distance).   As we moved along the radius outward the circular boundary, we found the 

error increased (due to distortion).  The error between the distorted distance and true distance 

(Figure 7.4) was plotted and fitted with a polynomial curve fitting.  For each C-arm fluoroscope, 

the equation for correction the pincushion distortion are as follow: 
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where y is the pixel errors and x is the radial distance from the image centroid. 

a) Before pincushion correction 

 
b) After pincushion 

 
 

Figure 7.3: The grid images used during C-arm calibration a) the radial 
errors from the center of the imaged were used to perform the pincushion 
correction b) image after pincushion correction 
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Each C-arm required separate correction for both pincushion distortion and the magnification.  

Magnification calibration of the C-arm fluoroscopes was done by imaging a radio-opaque ruler 

at various distances from the x-ray source.  As for the distance from the x-ray source increases, 

the pixel to mm conversion was fit with linear (Figure 7.5) for the top view C-arm and a second 

order polynomial for the C-arm used for side view (OEC9600).  Magnification calibration is as 

follow:  

)4.7(1358.5d1093.0d000784.0m:viewSide

)3.7(3411.0d0008.0m:viewTop
2 +−=

+−=
 

where m is the magnification of the image along with d which is the distance from the 

fluoroscope detector. 

The correlation of the beads appeared in the images between the top view and the side view 

was done through the full rotation of the C-arm from 90 to 180 degrees.  During the rotation, 

each bead was tracked as it moved in the image from the top view to the side view.  The 

rotation was done prior to the cutting experiment. 
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Figure 7.4: Polynomial fit between the error along the distance away 
from the centroid of the image for calibration of the top view C-arm 
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Figure 7.5: Linear fit of the magnification calibration for the C-arm at 
distance away from the x-ray source 

 

After the registration and C-arm calibration, the cutting experiment was performed as described 

early in chapter 6.  The depth of the cut was also observed through the Bumble Bee stereo 

camera system along with the force and displacement during the cutting process. 

 

7.3 Result 

The cutting experiment was done at 0.1cm/sec cutting speed at 90 degrees angle cutting.  

The real time x-ray images obtained from the C-arm was analyzed post experiment for the 

purpose of model verification.  During a particular cutting experiment, the cutting force was 

segmented into each local deformation and followed by determination of the local effective 

modulus (LEM) as similar to what was done in Chapter 3.   
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a) 

 

b) 

 

Figure 7.6: a) Side view image of the liver specimen from the C-arm.  b) 
Finite element model replicate half symmetric model of the liver specimen 
used in the experiment. 
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7.3.1 Finite element model  

The finite element model used to determine the LEM was the replication of the liver 

specimen used during the experiment as was reconstructed through the images and Pro 

Engineering software.  The model as rendered through the Pro-Engineering software was then 

imported to ABAQUS for meshing (Figure 7.6).   The mesh used in the analysis is the 3D linear 

element.  Since each deformation along a particular cutting path resulted in different LEM, the 

finished model was therefore partitioned into sections (Figure 7.7) as assigned the LEM as 

obtained from each local deformation.   

Based on the finished model (Figure 7.7), the cutting force and displacement during of a 

particular deformation section from the cutting profile was applied to the model.  The node 

displacement of the FE model was compared to the experimental observed displacement of the 

beads. 

 

Figure 7.7: LEMs were assigned on each local deformation during a 
particular cutting path as the model was analyzed in ABAQUS 

 

7.3.2 Bead movement based on C-arm images 
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The movement of the beads was observed through image analysis using Matlab imaging 

toolbox.  Figure 7.8 shows the top view of a particular bead near the cutting path (in pixel) and 

the 3D view on the global coordinate (in centimeter) is shown in Figure 7.9.   

Tracking the same bead in finite element model, the movement of the bead in x-y-z direction 

along with the magnitude plot is shown in Figure 7.10.  The experimentally observed 

displacement is compared to the finite element displacement (Figure 7.11) shows the 

displacement of that particular bead is the same trend as the finite element calculation.   

Figure 7.11 shows the experimentally observed bead displacement compared with the finite 

element model, while the results in table 7.1 shows the agreement between the experiment and 

the simulated results.  As observed from table 7.1, beads closest to the cutting path appeared 

with the largest range of movement while the movement of beads farther away from the cutting 

path was less.  
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Figure 7.8: Top view of a particular bead during a cutting path of 
approximately 7cm 
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Figure 7.9: The movement of a bead as shown in x-y-z direction  
 

 

Figure 7.10: Displacement of a bead in x-y-z direction during a local deformation 
 



 

 

95

0 2 4 6 8 10 12 14 16
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Time  (sec)

D
is

pl
ac

em
en

t (
cm

)

Bead1, first deformation

       FEM
displacement

Experimental
displacement

 

Figure 7.11: The experimental measured movement of the a bead during 
the first deformation section compared to FEM result 

 

 

Figure 7.12: Schematic diagram for bead number  
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Bead # FEM displacement (cm) Experimental 

displacement (cm) 

1 0.16 0.21 

2 0.24 0.30 

3 0.27 0.30 

4 0.30 0.60 

5 0.15 0.20 

6 0.18 0.42 

7 0.22 0.01 

8 0.26 0.03 

Table 7.1 Experimental and finite element simulated movement of 
the beads 

 

7.4 Simplified model with the assigned LEMavg 

To prove the concept of applying the local effective modulus or the LEM In this part, we 

performed 6 cutting experiments at 0.1cm/sec cutting speed.  Based on 5 cuts using the same 

pig liver, we determined the average LEM (LEMavg = 81x103 N/m2).  At the 6th cut, we 

determined the loading deformation sections to determine ∆FEXP and ∆Uexp which are the 

change of force and the displacement.  We applied ∆Uexp along with ABAQUS 2D model and 

the LEMavg to simulate for the ∆FFEM
 and compared that to ∆FEXP.   

As shown in Figure7.12-a, the normalized force versus displacement profile obtained from 

an experiment is relatively close to the forces determined through finite element model (∆FFEM) 

and LEMavg.  Then, we performed a cut on the liver specimen which obtained from different pig.  

Using the experimental normalized force and displacement profile, we compared to the result 

obtained from finite element model (Figure7.13-b) based on the same LEMavg.  The LEM based 

on the liver from the same pig (Figure7.13-a) is a better approximation compared to LEM  
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a) 

 
b) 

 
Figure 7.13:  a) The plot of normalized force versus displacement of a particular 
cut compared to the simulated results based on LEMavg.  b) The plot of normalized 
force/displacement of a particular cut from different liver specimen compared to 
force/displacement profile obtained based on the LEMavg. 
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determined from liver from different pig (Figure7.13-b).  The Fexp and displacement profile 

matches better with the FFEM and displacement profile when the specimen is from the same pig.  

This assures the property of the pig liver varied widely from one pig liver to another. 

 

7.5 Discussion 

Image analysis based on real-time x-ray image by dual C-arm fluoroscopes was used for 

tracking the beads inside the liver tissue during cutting experiment.  The bead tracking is part of 

the model verification which shows the internal displacement field of the model compared to the 

experimental measured displacement.    

Finally, we applied the average LEM determined from a liver specimen along with the 

displacement to the finite element model.  The force computed based on average LEM appears 

to be relatively close to the force profile obtained from the experiment.  This implies the average 

LEM from one liver specimen can be a good approximation for the global modulus of the same 

liver specimen.   
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Chapter 8: Concluding remarks and future works 

 

Results from experiments reveal that the cutting force versus displacement curves exhibit a 

characteristic pattern: repeating units formed by a segment of linear loading (deformation of 

tissue) immediately followed by a segment of sudden unloading (localized crack extension in the 

tissue).  This thesis addresses the characterization of the deformation resistance during the 

deformation segment and the fracture resistance during the localized crack extension segment.  

A local effective modulus (LEM) which is self-consistent with the finite element model has been 

computed to characterize the deformation resistance during the monotonic deformation 

segment of each repeating unit of the cutting force-displacement curve. This phenomenological 

measure of the apparent resistance to deformation lumps the overall effects of complex physical 

mechanisms of tissue deformation encountered by the cutting blade.  It would be ideal if we can 

seek model the details of anisotropic elastic and visco-elastic responses, with time varying 

frictional-sliding contact, and incorporating locally large strains at tool-tissue interaction points 

(surface) and other physical mechanisms occurring in the soft tissue cutting process. However, 

with the current state of limited knowledge, it is prudent to proceed to build up one block at a 

time.  We used the effective measure of apparent deformation resistance, the LEM, as a vehicle 

to enable using simple elastic finite element analysis to capture and reproduce the 

experimentally measured overall force-displacement characteristics caused by complex 

mechanisms.   

For real-time or near-real-time medical simulation requiring accurate haptic feedback, it is 

important to have reality-based models that are fast (computationally non-intensive) but still 

preserve the actual overall force-displacement behavior. Several 3D and 2D finite element 

models with three levels of model order reduction were studied. These model order reductions 

simplify the internal complexities of the model while preserving the overall input-output 

(displacement-force) behavior. All these models can determine the local effective modulus 
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equally well, and the results of the 3D model are bracketed by results from the 2D plane-stress 

model and 2D plane-strain model.   

With regard to computation effort required, there is a significant difference among these 

models.  The computation effort required for the 2D-quadratic-element model is one order of 

magnitude less than that required for the 3D-quadratic-element model.  The computation effort 

for the 2D-linear-element model is two orders of magnitude smaller than that of the 3D-

quadratic-element model.   

Results show that the LEM varies with cutting speed and the angle of cut. The deformation 

resistance decreases as cutting speed increases. The deformation resistance varies linearly 

with cutting speed for 90o cutting angle, and so does the results from 45o cutting angle.   For a 

fixed cutting speed, the resistance to deformation is lower at 45o cutting angle than at 90o 

cutting angle. This is consistent with visual observation that there was physically more tissue 

deformation encountered by the blade when the blade was perpendicular to the tissue surface 

(90o cutting angle).   

The values for LEM obtained with plane-stress finite element model and plane-strain finite 

element model were very close to each other, thereby justifying the use of a two-dimensional 

model to simulate a three dimensional process in reality.  The deformation resistance as 

characterized via LEM can be used in future finite element models to simulate the deformation 

segment occurring prior to the onset each localized cut (crack) growth.  

The local effective modulus (LEM) lumps the overall effects of complex physical 

mechanisms into one “effective” characterizing parameter.  It is useful in tasks consistent with of 

its assumption:  for computational models to capture and reproduce overall force-displacement 

characteristics as actually felt by the scalpel (or hand of the surgeon).   It is however not 

appropriate to be used to discern the details of spatial distribution of local stress and strain field, 

the sliding friction-contact of tool-tissue interaction, and variation due to localized 

inhomogeneous and anisotropic tissue properties.    
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The finite element models developed can be used for Poisson’s ratios covering the entire 

range of tissue compressibility.  The actual compressibility of a soft tissue depends on the level 

of pressure applied and the condition of the tissue.  Results for other Poisson’s ratio can be 

routinely generated.   

Finally, the concept of local effective modulus was verified through the internal beads 

tracking using dual C-arm fluoroscopes.  The displacement of the beads embedded inside the 

liver specimen during a particular cutting path was compared to the displacement of the point 

node in finite element and the result shows a good approximation of the finite element which 

LEM was assigned. 

 

8.1 Thesis contribution 

• Developed cutting equipment which capable of real-time measuring of force and 

displacement along with an image processing algorithm to track the depth of cut during 

cutting experiment in real-time using stereo-vision for soft tissue characterization.   

• Cutting soft tissue consists of sequence of local deformation followed by crack growth.  

The property of soft tissue is studied based on tool (surgical blade)-tissue interaction.  

The property “Local effective modulus” or the LEM is valid only local area and the 

property itself is consistent with the finite element model used to calculate the LEM. 

• Reduced order finite element model is applicable for faster simulation for force feedback 

computation during surgical simulation.  Along with that, 2D plane stress and plane 

strain models provide good approximation for 3D model.  

• The resistance of the liver tissue to the cutting blade appeared to be less during faster 

cutting speed compared to slow cutting speed.  In addition, cutting at 90 degrees 

blade/tissue angle result is less resistance. 
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• Fracture resistance of soft tissue was determined based on energy approach.  The 

resistance to fracture of pig’s liver tissue appeared to be independent of the crack 

length.   

• Model verification was done using C-arm fluoroscopes.  The displacement field 

determined through finite element model and the experimentally determined 

displacement of the beads prove that finite element model along with the local effective 

modulus could be used as a tool to determine the realistic force feedback during 

simulation. 

 

8.2 Future work 

The main focus of this thesis is on characterizing soft tissue during cutting.  There are 

limitations of the work in this thesis.  The local effective modulus (LEM) lumps the overall effects 

of complex physical mechanisms into one “effective” characterizing parameter.  It is useful in 

tasks consistent with of its assumption:  for computational models to capture and reproduce 

overall force-displacement characteristics as actually felt by the scalpel (or hand of the 

surgeon).   It is however not appropriate to be used to discern the details of spatial distribution 

of local stress and strain field, the sliding friction-contact of tool-tissue interaction, and variation 

due to localized inhomogeneous and anisotropic tissue properties.    

• The local effective modulus (LEM) of the liver tissue was determined by cutting it 

partially in the thickness dimension.  The uncut layer located underneath the cutting path 

of the liver specimen affects the tissue resistance to the cutting blade.  In this thesis, we 

did not take into account the influence of the uncut layer to the resistance of the liver 

tissue.  Further study should consider taking into account the resistance of the liver 

tissue in the uncut layer or carefully examine the boundary criterion of the liver specimen 

while determining the LEM. 
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• To determine the local effective modulus, the analysis was done based on quasi-static 

analysis assuming the cutting speed is relatively slow.  However, in real surgery, normal 

cutting speeds vary among surgeons.  During the determination of the fracture 

resistance of the liver tissue, the cutting speed will appear in term of kinetic energy in the 

energy balance approach.  Therefore, a further study should take into account the crack 

growth of liver tissue cutting at higher cutting speed. 

• In order to determine the fracture resistance of the liver tissue, we performed the 

analysis based on quasi-static analysis, and total external force was used up as strain 

energy released during crack growth.  These are reasonable assumptions while there is 

no proof that the assumption is true for all soft deformable tissue. 

• The results reported here are from a pig liver sample without blood circulation.  Results 

for a living tissue with blood circulation may differ. Further study should include 

comparison of the mechanical response of soft tissue samples without blood circulation 

with that from living tissue with blood circulation. 

•  Like many soft tissue, the real mechanical properties of liver is anisotropic. The degree 

of anisotropy depends on local microstructure and condition of the liver, and will vary 

from liver to liver.  The actual force-displacement curve measured in the experiment has 

incorporated the real material response, but the model to determine LEM has not 

considered anisotropy.  In a crude way, this LEM may be considered as a spatial 

average of the actual anisotropic moduli.  More study needs be conducted if one wishes 

to discern anisotropic response of the liver.   
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Appendix A 

Plane stress and Plane strain model 
 

 
 

 
In case of the material is isotropic and is described by the Young’s modulus of “E” and 

Poisson’s Ratio of “ν”. 

Plane stress is suitable for thin specimen because the through thickness is small.  The stress in 

the through thickness direction cannot vary (σzz , σyz , σxz = 0).  The stiffness matrix of plane 

stress is given by: 
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Plane strain is good for thick specimen.  The body is constrained in the z direction which implies 

ezz, exz, eyz = 0.  The stiffness matrix for plane strain is: 
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Appendix B 

 Compressible versus Incompressible material 

The displacement based finite element method is a simple and yet effective way to solve.  

However, in the case of incompressible material and the analysis of plates and shells, the 

displacement-based finite element is not sufficiently effective.   

Poisson’s ratio represents material property in term of compressible and incompressible.  The 

Poisson’s ratio usually varies between –1 to 0.5.  Most steel has Poisson’s ratio of 0.33 and 

completely incompressible has Poisson’s ratio of 0.5.      
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