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wirebonding then allow these circuits to be coupled to the rest of our electronic apparatus. 48
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3.1 A theoretical current vs. voltage curve for a hysteric Josephson tunnel junction. As the
current through the junction is increased from zero, the junction remains superconduct-
ing, with the I − V curve tracing the supercurrent branch. When the junction current
approaches the critical current I0, the junction switches to the resistive state, at which
time the voltage suddenly jumps from zero to near the gap voltage Vg = ∆1+∆2

e . The
inverse of the slope of the resistive branch equals the normal-state resistance RN . As the
current is then reduced, the voltage remains near Vg until the subgap region is reached,
where the voltage rapidly falls toward zero. The inverse of the slope of the subgap region
equals the subgap resistance Rsg. Each of these values is useful in characterizing the
junction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.2 The semiconductor model for conduction in an idealized Josephson junction. For each
figure, the BCS density of states N(E) for superconductors of two different gap energies
∆1 and ∆2 is shown horizontally, with energy on the vertical axis. In this picture,
applying a voltage across the junction corresponds to shifting the Fermi level of one of
the electrodes relative to the other. At any temperature, for |eV | � ∆1 +∆2, the overlap
of electron states of one electrode with hole states in the other will change nearly linearly
with voltage, leading to a nearly Ohmic response at large voltages. (a) At T = 0, all the
available states below the Fermi level EF are filled; above it, they are empty. As a result,
no current flows when |eV | < (∆1 + ∆2). At |eV | = (∆1 + ∆2), the sharp peak in filled
states in electrode 1 (2) meets the sharp peak in empty available states in electrode 2
(1), leading to a discontinuous jump in current. (b) For T > 0, thermal energy breaks up
some Cooper pairs, causing some electron states above the Fermi level to be occupied,
leaving behind hole states below EF . These thermally-excited quasiparticles carry some
current throughout the range |V | < Vg (Vg ≡ ∆1+∆2

e ). Its contribution is greatest at
|eV | = (∆1 −∆2), where the peak in the (relatively small) population of thermally-
excited electrons (holes) of one electrode meets the large peak in available hole (electron)
states of the other electrode. Even so, the jump in current at |eV | = (∆1 + ∆2) will be
much greater, at most temperatures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.3 (a) The BCS density of states, as in Equation 3.3. (b) Theoretical normalized current vs.
voltage and (c) conductance vs. voltage at T = 0, from Equation 3.1, for a junction where
∆1 = 0.6 meV and ∆2 = 1.8 meV. This assumes that the BCS density of states N(E)
applies for both superconductors. Note the sharp conductance peak at the gap voltage
Vg = ∆1+∆2

e . (d) and (e) are the corresponding curves at T = 2.5K. The conductance

peak at ∆2−∆1

e is dramatic at this elevated temperature, when using the infinitely-sharp
BCS density of states. In (a), (c) and (e), the plot area has been limited; the peaks are
infinitely high. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.4 (a) The BCS density of states broadened by Γ, as described in the text. For this curve,
∆ = 1.8meV and Γ = 0.2meV. (b) Theoretical normalized current vs. voltage and (c)
conductance vs. voltage at T = 0, for a junction where ∆1 = 0.6 meV and ∆2 = 1.8 meV
(as in Figure 3.3), but Γ1 = 0.01meV and Γ2 = 0.2meV. (d) and (e): the corresponding
curves at T = 2.5K. The conductance peak at the gap voltage Vg = ∆1+∆2

e remains
the most prominent feature at both temperatures, though it is more rounded compared
with Figure 3.3. Two new features appear in the subgap region at T = 0: at ∆1

e and
∆2

e . The peak at ∆2

e is barely distinguishable, due to its broadening and proximity to
the broadened peak at Vg. At T = 2.5K, both are broadened beyond recognition, for
these settings; they persist to somewhat higher temperatures when (∆1 + ∆2) is larger.
The peak at ∆2−∆1

e again appears at 2.5K (and not at T = 0), although it is far less
pronounced than in Figure 3.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
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3.5 (a) Experimental and (b) theoretical normalized conductance vs. voltage curves at 53mK,
3.05K, and 3.9K of an MgB2/I/Sn junction, using a 4-gap model. Curves have been
offset for clarity. The ability to resolve features improves dramatically as the junction
transitions from T > Tc Sn (forming an NS junction) to T < Tc Sn ∼3.7K (forming an
SIS′ junction). Above Tc Sn, the features of the 4-gap model are sufficiently broadened
that only two peaks are apparent. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.6 A typical block diagram used for current-voltage measurements. All red and blue lines
outside of the OVC correspond to coaxial BNC cables. Within the OVC, lines outside of
the sample box are the inner conductors of Thermocoax cables, and within the sample
box, they are fine silver wires. The junction being measured is grounded to the sample
box itself, allowing the entire cryostat to serve as the current return line. All other
components are discussed in the text. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.7 Data taken on the “terraced” MgB2/I/Sn junction at T=23mK. (a) Raw voltage data
recorded by the DAQ. (b) The resulting I − V curve, after applying all corrections. . . . 66

3.8 Results for a Nb/I/Nb junction. (a) I-V data I acquired, after correcting for the DC
offset and series resistance. (b) The resulting conductance dI/dV -V curve, using the
simple differencing method described in Section 3.2.3. As described there, stray points
near V = 0 and dI/dV = 0 are artifacts, due to the supercurrent branch. (c) Results
published by another group [9], revealing similar features. The region shown in (c)
corresponds roughly with the black box indicated in (b). ((c) reproduced with permission
from [9] c©IOP Publishing.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.9 4-gap models of normalized conductance, for an MgB2/I/Pb junction with varying weights
associated with the π and σ gaps. At high V , the normalized conductance approaches 1,
regardless of the relative gap weights. (See the shaded region ∼14 mV.) The conductance
of data in this region is used to normalize the conductance data of all three junctions.
Between the gap voltages, the conductance decreases as wσ increases. (See the shaded
region ∼6-7 mV.) This provides a measure of wπ and wσ, independent of features of the
gap peaks themselves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.10 Conductance data for two different counterelectrode materials and three film geometries.
These data were used to determine the gap weights. (a) MgB2/I/Pb results with a
“columnar” MgB2 film. wσ ∼20%, indicating significant tunneling along the a-b plane.
(b) MgB2/I/Sn results, with wσ ∼6%. (c) MgB2/I/Pb results with a planar “c-axis”
MgB2 film, with negligible contribution from the σ gap. Peaks in these three curves are
shifted in voltage due to the difference between the energy gaps of lead (∆Pb '1.4meV)
and tin (∆Sn '0.57meV). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.11 Conductance data in the subgap region, for a “terraced” MgB2/I/Sn junction with Rn =
15 Ω and Rsg & 600 Ω, from 53 mK to 2.9 K. Curves have been offset for clarity. The
sharp peak at ∆Sn/e (full width < 0.07 mV) is used to establish ∆Sn in my analysis.
This is superior to using the thermally-broadened peak at (∆MgB2π −∆Sn)/e. . . . . . 72

3.12 Conductance data in the subgap region, for a c-axis MgB2/I/Pb junction with Rn = 104
Ω, from 23 mK to 6 K. The most prominent low-temperature peak appears at ∆Pb/e.
The sharpness of this peak (full width < 0.1 mV), and the small conductance at voltages
below this peak (G/Gn < 0.002), are indications of a small ΓPb. A broader peak at
∆MgB2π

/e is also evident, exhibiting far less temperature dependence, which is expected
for MgB2 (Tc = 39 K). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
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3.13 Normalized conductance, showing the π gap for the MgB2/I/Pb “columnar” junction.
The data are well-modeled using two π gaps at 1.78 and 2.32 meV (with additional gaps
for sigma), while a single π peak is unable to capture significant portions of the data. . 75

3.14 Normalized conductance, showing the π gap for the MgB2/I/Sn “terraced” junction. The
prominent shoulder at ∼3 mV indicates that a single gap energy is not appropriate for
the π gap. A better fit is given by a four-gap model with π gap values of π1 = 1.77 meV
and π2 = 2.3 meV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.15 Normalized conductance, showing the π gap for a MgB2/I/Pb c-axis junction. By tun-
neling purely along the c-axis of MgB2, far less of the Fermi surface is explored. As a
result, the gap distribution is not apparent. Even so, a single π gap (broadened via Γ)
is unable to match the data. A sample model, using two π gap energies, is shown for
illustration only. Because there is neither a shoulder nor a second peak, a wide range of
parameters fits the data similarly well, in a 2-gap model. . . . . . . . . . . . . . . . . . . 79

3.16 Normalized conductance, showing the σ gap for the MgB2/I/Pb “columnar” junction. A
series of features, including a prominent shoulder at a lower voltage than the main peak,
indicate that the σ gap is more complex than a single broadened peak. . . . . . . . . . . 81

3.17 Normalized conductance, showing the σ gap for the MgB2/I/Sn “terraced” junction. As
above, a prominent shoulder appears at a voltage below that of the main peak. Therefore,
the σ gap cannot consist of a single peak. Note that, due to junction self-heating near
the σ gap voltage, the lowest stable temperature for observing the σ peak was 53 mK. . 82

3.18 My normalized conductance data of MgB2, obtained using MgB2/I/Pb and MgB2/I/Sn
junctions, compared with theory. Curves are offset for clarity. For the data, the coun-
terelectrode gap energy has been subtracted, leaving only the contribution from MgB2.
Theory I [5] and Theory II [10] show the local density of states vs. gap energy at low
temperature. Theory III [11] shows the superconducting energy gap, for energies within
0.01 eV of the Fermi energy at T=0. A histogram of its points, at the Fermi energy,
would produce distributions analogous to Theories I and II. The data resolve features
that may be useful in refining theoretical models. . . . . . . . . . . . . . . . . . . . . . . 84

4.1 The RCSJ model of a Josephson junction. An external driving bias current Ib is divided
among all channels. The cross represents the “pure junction” channel, described by the
Josephson relations. The resistive and capacitive channels are provided by the junction
geometry, with some contributions from parallel circuitry. The current source If denotes
any current fluctuations, whether due to thermal noise, electronic noise, or intentional
excitations, such as via microwaves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.2 The washboard potential for an ideal tunnel junction. The behavior of a “phase particle”
in this potential mimics that of a Josephson tunnel junction. The mass of the phase
particle is proportional to the junction capacitance, a damping force is inversely propor-
tional to the junction resistance, and the speed of the phase particle is proportional to
the junction voltage. When I < I0, local minima exist, allowing the phase particle to be
“trapped”, giving an average voltage of zero across the junction. However, for 0 < I < I0,
these states are metastable, as there is always a lower potential beyond the barrier ∆U .
As the bias current increases, the barrier height ∆U and resonant frequency ωp decrease.
For I > I0, there are no potential minima, meaning the phase particle must be “running”
down the washboard potential, resulting in a finite voltage across the junction. . . . . . 91
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4.3 Switching data taken on the “terraced” MgB2/I/Sn junction at 23 mK. (a) Raw switch-
ing times, recorded for 200000 events. (b) The resulting histogram, with the current
calculated as (switching time - time offset)×dI/dt. (c) The escape rate, calculated from
Eq. 4.7, with statistical uncertainties computed from Eq. 4.10. The probability of es-
cape increases roughly exponentially with current. By recording so many events, we are
able to obtain reasonable results for the escape rate far from the densest portion of the
histogram. When fewer events are captured, the escape rate is reasonably certain over a
much smaller range. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.4 Theoretical escape rates (a) and probability distributions (b) vs. normalized current for
classical (thermal) escape of the phase particle from the washboard potential, computed
from Eq. 4.12 and 4.9, respectively. (b) is equivalent to experimental histograms of
switching events. Each curve corresponds to a temperature 1/3 lower than the previous
curve. As the temperature decreases, the mean switching current increases and the
standard deviation decreases, in the probability distribution (b). The curvature in the
escape rate (a) is due to running out of high-energy phase particles. Notice that above
the most probable switching current, the probability distribution (b) decreases, even as
the escape rate (a) continues to increase. This is because, with an ensemble of phase
particles initially in the local minimum “well,” most of the particles will have escaped
prior to the escape rate reaching its maximum. With few particles available to escape,
few counts will be observed, no matter how rapidly they would escape if present. This
figure assumes that the critical current I0 is not itself a function of temperature. This
is a reasonable approximation when the temperature remains below roughly 1/3 of the
critical temperatures of both superconducting electrodes. . . . . . . . . . . . . . . . . . 99

4.5 A schematic of the washboard potential, for a phase particle in the ground state when
the bias current is sufficiently high that only two quantum states are available in the
well. The states are not equally spaced in energy because the potential is anharmonic.
When E0 is an appreciable fraction of ∆U , the barrier is sufficiently short and narrow
that quantum tunneling provides a significant contribution to the escape rate. Note that
the states shown are not true stationary states, since the potential continually decreases
as γ increases. Prior to escape, however, the phase particles are highly likely to be in
one of these metastable states. Exciting the phase particle to a higher quantum energy
level causes the phase particle to see a smaller barrier, greatly increasing the escape rate.
This is discussed in Section 4.1.5. In contrast, when the local minimum is much deeper
than the energy level spacing, there is effectively a continuum of states, and the system
behaves classically. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

4.6 Raw switching times, and the resulting histogram, for the MgB2/I/Sn junction at T =
24 mK, when driven by microwaves at frequency 0.90 GHz and power 42.5 dBm. The
double-peaked structure, with both primary and resonant peaks, is apparent. . . . . . . 103

4.7 Microwave driving frequency f vs. resonant current Ir for the MgB2/I/Sn junction, fit
according to Equation 4.5. Only two parameters, I0 and C, are needed to generate the
fit. In this case, I0 = 106.78± 0.05µA and C = 1523± 14 pF. . . . . . . . . . . . . . . . 104
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4.8 Quantum-mechanical and classical enhancement plots, using data from two Nb/AlOx/Nb
junctions taken by our research group (excerpted from [12]). (a) Well below Tcr, a single
Lorentzian peak appears at the current corresponding to ω01. As the temperature is
increased, we observe an additional peak at ω12. At sufficiently high temperatures, the
classical plateau appears. (b) Data taken on a second Nb/AlOx/Nb junction above its
crossover temperature reveals the classical plateau at each of the temperatures shown.
The intersection between this plateau and the sloped shoulder occurs at the current
corresponding to the classical ωp. As the temperature increases, the histogram shifts to
lower current (as discussed in Section 4.1.4), increasing the plasma frequency ωp (Eq.
4.5) required to excite a resonance on the RF Off histogram. . . . . . . . . . . . . . . . 107

4.9 Dependence of the switching current on microwave power, according to Equation 4.16,
assuming harmonic oscillator energy levels, and matrix elements in the cubic approxima-
tion. For the particular curve shown here, ωµw/ω0 = 0.4 and α/ω0 = 0.03. At low power,
only the primary peak (red) is observed; at high power, only the resonant peak (blue)
appears. In a certain range of microwave powers (gray), we expect to observe both the
primary and resonant histogram peaks in a switching current distribution. . . . . . . . . 109

4.10 A progression of histograms with increasing microwave power. These data were taken
on the c-axis MgB2/I/Pb junction at T = 23 mK, when driven by microwaves at 1.35
GHz. Each probability P (I) vs. switching current Isw histogram is acquired at a single
power, forming a slice of the main perspective plot. Along the floor of this plot, the same
data are plotted in analogy to Figure 4.9. Each histogram in this plot is computed from
5000 switching events. By applying a range of microwave powers, the transition from the
primary to the resonant peak becomes apparent. The overlap in histograms, with both
primary and resonant peaks, occurs over a relatively narrow range of powers – roughly
-31 to -27 dBm. The Nominal Power is that at the microwave source; it is attenuated
somewhat prior to reaching the junction. . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.11 (a) Microwave driving frequency vs. resonant current for an Nb/AlOx/Nb reference
junction. The dots represent resonances observed in our experiment; the curves are
fits to these data according to Equation 4.5 and its subharmonics, with I0 = 21.74µA
and C = 5.65 pF. At a current somewhat higher than the maximum observed resonant
current, only a single quantum state is available in the local minimum of the washboard
potential. (b) A resonant escape may be observed when a single photon at the plasma
frequency fp drives the phase particle from the ground state to the first excited state,
thereby dramatically increasing the probability of tunneling. At sufficiently high powers,
two photons each at fp/2 (c), or three photons each at fp/3 (d), may also excite the
phase particle to this same level, similarly producing resonant escapes. . . . . . . . . . . 112

4.12 Resonances at subharmonics of the plasma frequency fp may also be explained classically.
(a) Switching current vs. microwave power analogous to Figure 4.10 for an Nb/AlOx/Nb
junction at 26 mK with C = 5.8 pF and I0 = 47.2µA driven by microwaves at 5.30 GHz.
(b, c) Histograms and escape rates near the threshold power for resonance at one-half
(b) and one-third (c) the plasma frequency fp. (d) The washboard potential (black)
and equivalent harmonic potential (red), when the plasma frequency of the washboard
is equal to the driving frequency. This resonance is not observed experimentally because
the photon energy at the plasma frequency ~ωp is greater than the barrier height ∆U .
(e, f) The washboard potential when the plasma frequency is one half or one third of the
driving frequency, respectively (black), and harmonic potentials for one half or one third
of the plasma frequency (red). These resonances at both fp/2 and fp/3 are observed in
(a), at progressively higher powers. Note that (d - f) are plotted to dramatically different
energy scales. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
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4.13 Measured current vs. voltage, current vs. time, and voltage vs. time for the MgB2/I/Sn
junction. (a) From the I-V curve, the strongly hysteretic nature of the junction is clear.
(b) The current ramp proceeds in three stages: (i) a linear increase from 0 through the
critical current (ii) a smooth reduction to slightly negative values, to ensure retrapping
of the phase particle (iii) the current remains zero, to allow the system to equilibrate.
(c) The voltage across the junction suddenly jumps to a finite value at the switching
current. This signals the timer to stop, allowing us to compute the switching current to
high precision. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

4.14 Block diagram for our superconducting-to-normal state switching measurements. The
bias and pulse function generators are each Agilent 33220A function generators, just
as used for the current and conductance vs. voltage experiments of Chapter 3. The
voltage ramp (Fig. 4.13) is sent from the bias function generator through the same
electronics as in Chapter 3, effectively acting as a current source. At the start of each
ramp, a sync pulse is sent to the SR620 timer, initializing each time measurement. For
those experiments requiring a microwave signal at the junction, a sync pulse is sent
simultaneously to the “pulse function generator,” which ensures that microwaves are
transmitted only during the ramp, thereby reducing any unnecessary heat load. Each
switching event is detected when the voltage across the junction passes a threshold. For
additional stability and sensitivity, we use two stages of amplification: the four-JFET
amplifier used in Chapter 3, and a battery-powered SR 560 voltage preamplifier (typically
set ×50). Its output is sent to a Schmitt trigger circuit, which sends a digital signal to
a fiber optic transmitter/receiver. The fiber optic line eliminates the conducting path
between current bias and voltage measurement sides of the experiment. The digital signal
from the fiber optic receiver stops each timer measurement. This total time, times the
known ramp rate dI/dt, is equal to the current at which the junction switched from the
superconducting to the normal (resistive) state Isw. . . . . . . . . . . . . . . . . . . . . 117

4.15 The effect of adjusting independently each of the four parameters of Equation 4.12: the
critical current I0, escape temperature Tesc, capacitance C, and resistance R. Note that
in an experiment, only a limited range of escape rates is experimentally accessible; for
these parameters, ∼ 104 through ∼ 106 is typical. (a) Varying I0 (while keeping Tesc, C,
and R constant) mainly shifts the entire curve left or right, to higher or lower currents.
There is also a very slight change in slope, barely detectable at this scale. (b) Varying
only Tesc produces a substantial change in slope of the escape rate vs. current, while also
shifting the center of the experimentally-accessible portion of the curve to higher or lower
currents. (c) Varying only C mainly serves to raise or lower the entire escape rate curve,
though there is also some change in slope. (d) Varying only R has an effect similar to
changing C, although the effects become somewhat less at very low R. The black curve
in each of (a) through (d) uses the same parameters. . . . . . . . . . . . . . . . . . . . . 129

4.16 Theoretical histograms (bottom) and escape rates (top), for four very different sets of pa-
rameters, using Equations 4.12 and 4.9. At a particular ramp rate (0.053 A/s in this case),
only a portion of the escape rate curve is sampled by the statistically-significant portion
of the histogram. As a result, widely varying parameters can match an experimental
histogram and escape rate curve extremely well. For all curves above, the capacitance C
= 480 pF. For curve A, the remaining fit parameters are R = 440Ω, I0 = 19.61µ A, and
Tescape = 0.62 K. For curve B, R = 120Ω, I0 = 19.8µ A, and Tescape = 0.82 K. For curve
C, R = 22Ω, I0 = 20.0µ A, and Tescape = 1.00 K. For curve D, R = 0.39Ω, I0 = 20.2µ A,
and Tescape = 1.20 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
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4.17 Theoretical 1-, 2-, and 3-photon curves for applied microwave frequency vs. resonant
current, for parameters similar to those for the c-axis MgB2/I/Pb junction. (a) Varying
I0 (while keeping C constant) mainly shifts the entire curve left or right, to higher or
lower currents. (b) Varying C (while keeping I0 constant) produces a change in the slope
of each curve. Because there are only two parameters, each producing different effects on
the curve, they may both be determined with high accuracy from experimental results.
The black curves in each figure use the same parameters. . . . . . . . . . . . . . . . . . 133

4.18 Escape rates and histograms of counts vs. current at powers near the critical power
for resonance, for the c-axis MgB2/I/Pb (a), (b) and “terraced” MgB2/I/Sn (c), (d)
junctions, respectively. At low power, only the primary peak is visible. As the microwave
power increases, the resonant peak grows, until it dominates the histogram. The resonant
current Ir is chosen as the current of the resonant peak, when both the primary and
resonant peaks are the same height. The current of the resonant histogram peak decreases
rapidly as microwave power increases; the local maximum in the escape rate is far less
sensitive to changes in microwave power. Therefore, for all double-peaked histograms,
we used the local maximum in escape rate as the resonant current. . . . . . . . . . . . . 135

4.19 Switching current vs. power (a) for the “terraced” MgB2/I/Sn junction at 23 mK, when
excited by microwaves at 1.70 GHz and (b) for the c-axis MgB2/I/Pb junction at 22 mK,
when excited by microwaves at 1.35 GHz. The counts are on a log scale to make features
with relatively small statistics more apparent. The highest-current feature (at ∼106 µA
in (a) and ∼19.3 µA in (b)) is the primary peak. Four “families” of resonant peaks are
visible. (1) A typical single-photon resonance. Multi-photon resonances are similarly
curved on this type of plot. (2) A resonance for which the resonant current does not
match Equation 4.5 or its harmonics. It is distinguished by appearing at a lower current
than the lower n-resonance (for equal f) or higher power than the lower n-resonance (for
equal I). (3) Two further resonances not predicted by Equation 4.5 or its harmonics.
(4) Additional resonant peaks, where the resonant current Ir is difficult to determine.
These do not appear in (b) at this frequency, though similar features appear at other
frequencies for the c-axis MgB2/I/Pb junction. . . . . . . . . . . . . . . . . . . . . . . . 137

4.20 Applied microwave frequency vs. switching current, for the “terraced” MgB2/I/Sn junc-
tion. Resonances at the plasma frequency fp = ωp/2π and integer subharmonics (solid
lines) appear, and may be explained either as classical responses to driving a particle in
an anharmonic potential, or as quantum-mechanical multiphoton processes. Resonances
at higher harmonics (dashed lines) are explained only classically. As expected, resonances
at lower currents, corresponding to a deeper washboard potential well ∆U , require higher
powers. Some of the differences in nominal power (i.e. power as indicated by the mi-
crowave generator) may also be explained by increasing attenuation with frequency of
the microwave lines (see Table 4.1). All curves are produced from the two parameters I0
= 106.78 ± 0.05 µA and C = 1523 ± 14 pF. . . . . . . . . . . . . . . . . . . . . . . . . 139

4.21 Applied microwave frequency vs. switching current, for the c-axis MgB2/I/Pb junction,
fit according to Equation 4.5 (and harmonics), with I0 = 19.93 ± 0.04 µA and C = 478.6
± 18.6 pF. The plasma frequency and integer subharmonics are shown as solid lines;
higher harmonics and non-integer subharmonics are indicated as dashed lines. For a
given current, resonances at higher harmonics and subharmonics require more microwave
power to excite than those at fp, as expected. A number of the resonant peaks are
not predicted by classical or quantum-mechanical processes, and are discussed in Section
4.5.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
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Abstract
Experimental Investigations of Magnesium Diboride Josephson Junctions

Steven A. Carabello
Advisors: Shyamalendu Bose, Ph. D. and Roberto Ramos, Ph. D.

In this thesis, I present the results of experiments on Josephson tunnel junctions that incorporate

magnesium diboride (MgB2) as one of the superconducting electrodes. Through explorations of

their current vs. voltage and conductance vs. voltage characteristics, I produced high-resolution

distributions of the energy gap structure of MgB2. I also explored their resonant modes by performing

the first superconducting-to-normal state switching experiments on such “hybrid” junctions.

Magnesium diboride exhibits two superconducting energy gaps, σ and π. The Josephson junc-

tions measured for this thesis used clean MgB2 thin films grown by hybrid physical-chemical vapor

deposition on single-crystal silicon carbide substrates. For some films, only the c-axis is exposed,

allowing direct tunneling to the π gap. In others, the a-b plane is exposed, allowing us to explore

the σ gap as well. Lead or tin were evaporated to form the superconducting counterelectrodes.

I performed high-resolution tunneling spectroscopy measurements of these junctions. Their re-

sults demonstrate that, for films with little scattering, it is not possible to model the density of

states with only two superconducting energy gaps. Instead, at least four gaps are needed and a

distribution is more appropriate, as anticipated by several theoretical results.

The switching of Josephson junctions from the superconducting to normal states reveals addi-

tional interesting physics. There has been some recent theoretical interest in the switching behavior

of “hybrid” junctions – those consisting of one single-gap electrode and one multi-gap electrode,

separated by a tunneling barrier.

I observed several features of the superconducting-to-normal switching behavior that are not

yet explained by theory. However, most of my results are consistent with theories developed for

conventional single-gap/single-gap Josephson junctions, suggesting that switching in these junctions

is dominated by a single tunneling mode. By measuring the switching behavior across temperatures,
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with and without microwave excitation, I was able to characterize the resistance, capacitance, critical

current, and quality factor of these junctions. Each junction proved to be highly underdamped

(quality factor Q � 1). Because my results also exhibit several signatures of quantum-mechanical

behavior, similar junctions may be suitable for quantum device applications.

Abstract
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Chapter 1: Introduction

This thesis presents the results of experiments I performed in the ultra-low temperature laboratory at

Drexel University, using Josephson junctions that incorporate magnesium diboride (MgB2). Through

these experiments, I found several novel results for this type of system.

Magnesium diboride, sometimes described as the “queen of superconductivity’s personality traits”

[15, 16], provides an excellent platform for studying multi-gap superconductivity - a field widely ap-

plicable to a variety of superconducting materials and systems. Several of these are the subject of

very active exploration today, but have a less sure theoretical foundation than for MgB2.

Chapter 2 describes the procedures common to each of these experiments. This includes how we

reach the very low temperatures needed, not just for superconductivity, but very low thermal noise

and macroscopic quantum tunneling. To take advantage of the low thermal noise, I also needed to

minimize several sources of electronic noise. Details of the devices measured for this thesis are also

discussed here.

Contrary to earlier theoretical and experimental expectations, I find that it is insufficient to treat

MgB2 purely as a two-gap superconductor; I discuss these results in Chapter 3, which I determined

from measurements of current vs. voltage and conductance vs. voltage. Additionally, I find that

the switching of such a “hybrid” junction from the superconducting to the normal state is largely

consistent with the theory for conventional junctions, but with some as-yet unexplained features. I

discuss this in Chapter 4.

The remainder of this introduction provides some useful context for these results. First, I broadly

review the history of superconductivity, highlighting results of particular relevance to this thesis.

Next, I describe a variety of theoretical findings applicable to superconducting systems, with a focus

on those of interest in our devices. A brief discussion of superconductivity in magnesium diboride

follows. Of course, all of these provide a simplified view. Further information may be found in a

variety of textbooks (e.g. [17, 18, 19, 20]) and several excellent review articles (e.g. [4, 21, 22, 23, 24]).
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1.1 Superconductivity

1.1.1 Historical Background

Superconductivity was discovered by Heike Kamerlingh Onnes in 1911 [25]. These first experiments

used pure mercury, which shows a superconducting transition at 4.20 K. Soon, researchers explored

many materials, both to understand superconductivity more fully and to find superconducting ma-

terials more suitable for practical applications.

Prior to Onnes, measurements of conductors had shown a decrease in resistivity as temperature

decreased. This is a result of a decrease in the amplitude of lattice vibrations. Some early theories

suggested that the resistivity should gradually drop to zero as T approaches zero. Others suggested

that, after reaching a minimum value, the resistivity should grow to infinity at absolute zero. Still

others predicted a residual resistance. This last is observed for many conductors, including copper

(see Figure 1.1). This residual resistance depends on impurities and lattice defects, and is one reason

why Onnes chose pure mercury.

Onnes was exploring resistance at low temperature both to resolve this theoretical question,

and to develop thermometry useful at these low temperatures. Finding resistances experimentally

indistinguishable from zero was not so much of a surprise; the surprise came in the suddenness of

the transition - at a very clear “critical temperature” Tc.

Figure 1.1: Schematic of the resistivities ρ of copper and tin at low temperatures (adapted
from [2]). Below a certain temperature (dependent on its purity), the resistivity of copper
remains nearly constant; it never becomes superconducting. For superconductors such as tin,
however, the resistivity suddenly drops to zero below its critical temperature Tc.

There were additional surprises. Superconductivity is not a rare phenomenon: 30 elements are

Chapter 1: Introduction 1.1 Superconductivity



3

now known to superconduct at ambient pressure, and 23 more superconduct at high pressure [26].

The critical temperature Tc varies over a very wide range; for example, 0.01 K for tungsten through

9.3 K for Niobium. Additionally, some materials do not superconduct at all; these include some of

the most useful conductors, such as copper, silver, gold, and platinum.

But measurements of resistance alone are not able to distinguish whether the resistivity is simply

near zero or is truly zero. Fortunately, a far more sensitive method is available and was developed

by Onnes himself in 1914.

Consider a ring of superconducting material. While the system is above Tc, place a magnet inside

the ring. Then, cool the ring below Tc. Finally, remove the magnet. An induced current is set up

that maintains the magnetic flux through the ring; this current should decay with a time constant

τ = L
R where L and R are the inductance and resistance of the ring. A schematic of this process is

shown in Figure 1.2 (a).

Measurements of these induced fields show that the current, if it decays at all, does so excep-

tionally slowly. These “persistent currents” are so long-lived that the resistivity of a superconductor

must be at most about 18 orders of magnitude smaller than that of copper at room temperature. In

fact, no measurable decreases have been found for experiments as long as a year, and “under many

circumstances we expect absolutely no change in field or current to occur in times less than 101010

years!” [27]

In 1933, an additional effect was observed by Meissner and Ochsenfeld [28]. If resistanceless flow

were the only distinguishing feature of superconductivity, then performing a similar experiment on

a solid superconducting disk should likewise form persistent currents, keeping the magnetic field

inside the superconductor below Tc equal to what it had been above Tc. Instead, the magnetic field

is expelled entirely from the bulk of the superconductor, at any temperature below Tc, no matter

what the field had been above Tc. So, rather than trapping any existing flux in, flux is expelled in

“perfect diamagnetism” (apart from a thin surface layer through which the screening currents flow,

and small vortices in “Type 2” superconductors).

By the 1950’s, superconducting compounds were found with Tc on the order of 20 K, including

Chapter 1: Introduction 1.1 Superconductivity
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Figure 1.2: (a) Persistent currents: An external magnetic field is applied to a ring of a
superconducting material while it has resistance (T > Tc). This field is then removed while
the ring is superconducting (T < Tc). A current is induced around the superconducting ring
that maintains the magnetic flux through the ring. In the absence of dissipative effects, this
induced current will continue indefinitely. (b) The Meissner effect: Magnetic fields are expelled
from the bulk of the superconductor, whether the fields are initially applied above or below the
superconducting transition temperature Tc.

Nb3Sn and NbTi, widely used in superconducting magnets (such as those in MRI machines).

The theoretical understanding of superconductivity had been growing as well. A classical model

was proposed in 1935 by Fritz and Heinz London [29] based on empirical evidence, rather than a mi-

croscopic understanding of the materials. The implications of quantum mechanics were increasingly

appreciated during this time, and in 1948, Fritz London showed that the London equations resulted

from the quantum mechanical nature of superconductivity [30, 31]. In 1950, Vitaly Ginzburg and Lev

Landau further refined the theory [32] by incorporating thermodynamic as well as electromagnetic

properties of superconducting materials.

These theories described the behaviors of superconductors reasonably well, but did not explain

how superconductivity occurs. Then in 1957, John Bardeen, Leon Cooper, and Robert Schreiffer

presented a microscopic theory known as BCS theory [33]. In conventional BCS theory, supercon-

ductivity is the result of electrons forming “Cooper pairs” as a result of the slight attraction caused

by distortions in the ion lattice from the passing of an electron - phonon-mediated superconductivity.

I discuss this further in Section 1.1.3.

While BCS theory did explain measurements thus far and provided a mechanism for superconduc-

tivity to occur, it only offered suggestions of what materials should or should not be superconducting.

Chapter 1: Introduction 1.1 Superconductivity
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Some attempts were made to explore materials on this basis, but there were no major advances in

increasing Tc as a result of these efforts. And in 1972, theorists suggested that the highest Tc possible

for conventional BCS superconductors is approximately 30 K [34].

Knowledge and applications of the existing materials continued to advance, with little hope of

advancing Tc. Then in 1986, superconductivity was observed in copper-oxide materials (cuprates)

[35]. The first example exhibited a Tc of approximately 30 K; and within seven years, similar

compounds were found with Tc up to 133 K. Theorists quickly realized that these materials require

an unconventional mechanism for forming electron pairs, and explanations for their behavior remain

controversial. Reaching even higher values of Tc for other similar compounds remains stubbornly

elusive.

Although Tc for these materials is attractive, relatively few practical applications have been

developed for the cuprates. Mechanically, they are brittle; but a more significant issue is their

short coherence length. So, in order for any polycrystalline sample to be superconducting along its

length, grains must be atomically smooth. And, because the superconductivity is dominated by the

copper-oxygen planes, the grains must have their crystal axes aligned.

In 2001, superconductivity was observed at 40 K in magnesium diboride [36]. Rather than the

decades of theoretical uncertainty (and continuing controversy today) of the cuprates, theorists were

able to successfully explain its behavior as a conventional phonon-mediated BCS superconductor

within two years of this discovery. This was true in spite of the fact that several rules in the

conventional wisdom of phonon-mediated superconductivity were broken [15].

The physics of magnesium diboride includes a number of features that makes its superconducting

behavior substantially more complex than previously-known conventional superconductors. These

include its two distinct superconducting energy gaps (see Sections 1.1.3 and 1.3, and [4]).

This thesis is focused on the exploration of superconductivity in magnesium diboride; as a result,

more details are described below.

The field of superconductivity has continued to advance. For example, in 2008, superconduc-

tivity was discovered in iron-based materials (pnictides) [37] at 26 K. Due to the tendency for
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magnetic fields to inhibit superconductivity, it was once thought that iron would be antithetical to

superconductivity. These materials also exhibit some very interesting physics (including multi-gap

superconductivity, discussed below), and their properties have not yet been fully explained theoret-

ically. In 2016, theorists, inspired in part by magnesium diboride, suggested that two-dimensional

boron may be the only 2-dimensional material to superconduct at ambient pressure without doping

- and doing so at 10 - 20 K: quite high for an elemental material [38, 39].

Superconductivity remains an active and vibrant field, with ever-improving theoretical and ex-

perimental tools. The results presented in this thesis have revealed a bit more of the interesting

physics in superconducting systems.

1.1.2 Conduction in metals

Before the discussion of superconductivity, I present a review of conduction in normal metals and

the cause of electrical resistance.

Electrons, being Fermions, obey the Pauli exclusion principle. So, no two electrons may be in

the same state. In a single atom at T = 0, electrons fill the available energy levels from low to high

energy.

In a solid, the electrons are shared among the ions in the lattice. In order to obey the exclusion

principle, the discrete energy levels of a single atom are smeared into bands. The Fermi level is

defined as the highest energy level that can be occupied at T = 0; the valence band is the band

containing the Fermi level.

It is often useful to visualize the charge distribution in momentum space. The Fermi surface

represents all possible momentum vectors for electrons at the Fermi level. For free electrons, with

a well-defined energy and able to move equally in all directions, the Fermi surface is a sphere. For

some materials, the free-electron model works well and the Fermi surface is nearly spherical; for

others, the Fermi surface can be substantially more complex.

In an electrical conductor, the Fermi level is adjacent to full and empty band states. But in a

semiconductor, the valence band is full, with an energy gap to reach higher bands. Therefore, energy

is needed to promote an electron to an available state. So, unlike conduction in conductors, electrical
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conductivity in semiconductors increases with increasing temperature: thermal energy excites more

electrons across the gap.

A common model for electrical conduction is of electrons as ball bearings, with the ion lattice as

pegs in a board. When a voltage is applied, it seems intuitive that electrons would travel for only

short distances before hitting an ion, losing the energy gained from its interaction with the electric

field, resulting in a constant drift velocity and a transfer of thermal energy to the lattice. But this

intuitive picture is wrong.

In an ideal crystal lattice at rest, there are no collisions whatsoever. This is a natural result of

the Schrödinger equation applied to a periodic potential, but makes no sense in the particle picture.

Electrical resistance is the result of scattering, not from the lattice per se, but from imperfections

in the lattice. These imperfections may be due to impurities, lattice defects, or – far more important

at most temperatures – deviations of the ions in the lattice due to thermal oscillations. Low-

temperature measurements demonstrate that the ions in their unperturbed positions are not the

source of the scattering: the mean free path of conduction electrons may be a million times longer

than the distance between adjacent ions [2].

1.1.3 The Superconducting Energy Gap

In order to understand superconductivity, particularly superconductivity in magnesium diboride,

it is useful to gain an understanding of the superconducting energy gap and the BCS theory that

provides the microscopic explanation of superconductivity.

In a superconductor, electrons near the Fermi level form pairs of opposite spin and opposite

momentum. Individually, each electron is still a Fermion (thus the need for opposite spin); but

the pair behaves as a Boson. So, they have a net spin of 0 and are capable of Bose-Einstein

condensation into an infinite number of “Cooper pairs” (each having twice the mass and charge of

a single electron) in same state, with same energy. And, a single wavefunction defines them all – a

macroscopic quantum wavefunction, similar to that of superfluid.

Of course, the electrons will only do so if it is energetically favorable. Cooper considered the

addition of two electrons with slightly higher energy than the Fermi energy, with equal but opposite
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momenta (and opposite spin) [40]. He showed that if there was any net attraction between these

electrons, however slight, then the energy of the pair was less than two times the Fermi energy.

Therefore, electrons near the Fermi level will naturally form pairs and collapse to a single wavefunc-

tion Ψ, until only electrons too far from the Fermi level remain. So, where there had once been

a continuum of available states near the Fermi level, there is now a gap: Any electron within an

energy distance ∆, either above or below the Fermi level, will form a Cooper pair, leaving those

states unavailable for normal resistive conduction.

This energy gap is useful for the BCS density of states, as indicated in Equation 1.1, which is

plotted in Figure 1.3.

N(E) = <

{√
E2

E2 −∆2

}
(1.1)

Here, < represents the real part of the bracketed term, and ∆ is the superconducting energy gap.

Figure 1.3: The BCS density of states, from Equation 1.1. Below E = −∆, all states are
filled with electrons, at T = 0. Above E = +∆, these are all empty (hole) states, at T = 0. In
between, there is a gap, corresponding to the tendency of electrons within this energy range to
combine into Cooper pairs. Therefore, some references use 2∆ as the superconducting energy
gap. However, in this thesis, I refer to ∆ itself as the energy gap (consistent with many other
references).
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This wavefunction has a ground state, but no excited state: an excitation is equivalent to breaking

the Cooper pairs into individual “normal” electrons. To do so, an energy of 2∆ is required. If this

is greater than the thermal energy available kBT , the electrons will tend to remain paired.

In this thesis, I refer to ∆ as the superconducting energy gap, consistent with most references.

However, because there is an energy distance ∆ from the highest available electron states to the

Fermi level, and another ∆ from the Fermi level to the lowest available hole states, some references

define 2∆ as the superconducting energy gap.

What could provide this net attraction? Although the direct electron-electron interaction is

repulsive and electron-ion interaction is attractive, this is not the primary concern: electrons at the

Fermi level are effectively screened by the distribution of charges. Instead, it is due to interactions

between electrons and the lattice.

As an electron moves through the lattice, it attracts the positive nuclei. Because of their inertia,

the nuclei cannot respond immediately; instead, the center of the response lags behind by a dis-

tance inversely proportional to highest possible lattice vibration frequency, also known as the Debye

frequency ωD. (See Figure 1.4.)

Figure 1.4: Schematic representation of the deformation of a crystal lattice, as the result of
a passing electron, adapted from [2]. By their inertia, the nuclei lag in their response, causing
a local concentration of positive charge in the wake of the passing electron.

This deformation of the lattice has a net positive charge, and is able to attract the second electron.

It is also relatively large, so that the electrons in Cooper pairs may be many lattice constants apart.
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This is related to the coherence length ξ in a superconductor. For example, ξPb = 90 nm, ξSn = 230

nm, and ξAl = 1600 nm [41].

The highest possible phonon energy is ~ωD. As a result, only those electrons within a shell

of thickness ±~ωD around the Fermi surface are able to be paired. Also, phonon-mediated super-

conductors with a higher phonon frequency tend to have a larger superconducting energy gap and

higher Tc.

Since lower-mass atoms oscillate at a higher frequency (all else being equal), replacing atoms in

a lattice with lighter or heavier isotopes should have a clear effect on Tc. This isotope effect has

been found in all “conventional” superconductors. Its absence in other types (such as the cuprates

and pnictides) provides evidence of an unconventional pairing mechanism.

Thermal fluctuations in the lattice disrupt its ability to form localized positively charged regions

in the wake of a passing electron. Therefore, unlike the energy gap in a semiconductor, the super-

conducting energy gap is a function of temperature, and goes to zero at Tc. BCS theory provides a

quantitative prediction of this effect (Figure 1.5), and is a good approximation in most cases.

Figure 1.5: The dependence of the superconducting energy gap ∆ on temperature, according
to BCS theory.

It is interesting that vibrations, which cause an increase in resistivity as temperature increases in

most cases, also cause the resistivity to drop to zero below Tc for superconductors. This “phonon-
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mediated superconductivity” formed the explanation for conventional BCS superconductivity [33],

though any other effect providing a net attraction would also allow pairing, and thus superconduc-

tivity.

1.2 Josephson Junctions

By 1960, physicists were increasingly taking the concept of a macroscopic quantum-mechanical

wavefunction seriously, and contemplating its implications.

For a superconducting ring with a persistent current, in order for the Cooper pairs in the entire

superconductor to be described by a single wavefunction Ψ = |Ψ|eiθ, its phase θ must differ by ±2nπ

around the loop. And in fact, experiments proved that the magnetic flux is quantized in increments

of Φ0 = h
2e . Each increment in phase difference around the loop corresponds with a current around

the loop.

In 1962, Brian Josephson considered a system of two superconductors, each with its own wave-

function Ψ having its own phase θ [42]. If the two are coupled across a “weak link,” then the phase

difference γ = θ1−θ2 across the two superconductors has a physical meaning, and acquires a physical

significance.

Since the phase difference corresponds to a current in a loop of a single superconductor, Josephson

supposed that the phase difference across two coupled superconductors could likewise correspond to

a current. Ordinarily, the phases of two different superconductors can change independently; but

if brought in close enough proximity, there is the possibility of Cooper pairs tunneling from one

to the other. In this case, the phases are correlated, and the phase difference γ acquires meaning.

In a sense, the phase difference provides an asymmetry that can “tell the electrons which way to

go” [43]. So, although the phase is usually irrelevant to the analysis of most physical systems, and

the absolute phase cannot be measured, this phase difference is of great importance in this type of

system.

The type of system originally considered by Josephson consists of two superconducting electrodes

separated by a thin insulating barrier, and that is the form of the junctions considered in this thesis.

These are described as “tunnel junctions.” Many other geometries and materials also exhibit this
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class of behavior, including point-contact junctions, nanobridges, SNS junctions formed using a

normal metal between the superconducting electrodes, etc. (See, e.g. [44, 21].) Their behavior may

be somewhat different from those of tunnel junctions, and are not discussed in this thesis.

Figure 1.6: Schematic of a “cross-type” or “sandwich-type” junction, adapted from [3]. The
superconducting bottom electrode is placed on a substrate. A thin barrier separates it from
the top superconducting electrode. If this barrier is insulating, the junction is referred to as a
Josephson tunnel junction. In this case, the barrier must be sufficiently thin that Cooper pairs
may tunnel across the barrier.

A traditional realization of a tunnel junction is the “cross-type” or “sandwich-type” junction,

similar to those used in this study (see Figure 1.6). In such a junction, one superconducting electrode

is placed on a substrate. Then, a thin uniform insulating barrier is formed across it – sometimes as

the result of a deposition process, or, as in the case of the junctions used in this thesis, from the

formation of a native oxide. Typically, this barrier is on the order of nanometers thick. Finally,

the second superconducting electrode is deposited. These electrodes are then available for electrical

contact with other devices.

For tunnel junctions, for which there is a small transmission of normal electrons across the barrier,

Josephson derived a sinusoidal dependence on the phase difference for the current. This is the first

Josephson relation

I = I0sin (γ) (1.2)

Below a critical current I0, a current is able to flow, even in the absence of a voltage. In this

sense, the behavior of a Josephson junction in the zero-voltage state is similar to that of a single

superconducting sample.
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Above the critical current, there is a nonzero voltage across the junction. In this sense, it is said

to be in the “resistive state.” However, even there, the phase difference plays a role. The second

Josephson relation

dγ

dt
=

2eV

~
=

2π

Φ0
V (1.3)

shows, somewhat surprisingly, that in the presence of a constant applied voltage, the phase difference

across the junction must continuously change. And, from the first Josephson relation, an AC current

must exist in the junction. As a result, this is known as the AC Josephson effect.

Experimental confirmation of the Josephson effects came shortly thereafter [45, 46], and several

researchers suspected that what they had originally taken to be troublesome shorts in their junctions

at low temperature were actually indications of the Josephson supercurrent. Ever since, they have

been widely used in a variety of studies and practical applications.

For example, the AC Josephson effect demonstrates that external microwave signals may couple

to the junction. For some types of junctions, this results in steps in the current-voltage curves, first

observed by Shapiro [46], at Vn = n

(
h

2e

)
f , n = 0, 1, 2, .... Because of the clarity of these steps

and their clear connection to frequencies that can be determined to very high precision, Josephson

junctions have been used as a voltage standard [47].

Josephson junctions are used in tunneling spectroscopy, for a variety of purposes. These in-

clude characterizing the vibrational modes of materials placed in the barrier [48] and exploring the

superconducting energy gap in detail, as we have done in Chapter 3.

Since 1983 [49], Josephson junctions have also served as a test-bed for explorations of macroscopic

quantum mechanics, with sizes generally on the order of microns rather than single atom or single

photon systems. Studies of switching from the superconducting state to the resistive state, similar

to those discussed in Chapter 4, demonstrated the presence of energy levels [50]. Later, a current-

biased Josephson junction was proposed as a possible quantum bit [51], and two-qubit coupling has

been demonstrated [52].

Magnetic fields play an essential role in many important characteristics of Josephson junctions,
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both in theory and applications. However, since the magnetic field was kept at zero for all results

presented in this thesis, I do not discuss them here.

1.3 Two Superconducting Energy Gaps

Not long after the BCS superconductivity papers were published, Suhl et al. [53] and Moskalenko

[54, 55] presented theoretical explorations of the case where two bands cross the Fermi surface. This

work was inspired by the observation that superconductivity in the transition metals is not explained

well by conventional BCS theory (e.g. they do not exhibit a strong isotope effect), and that electrons

in both the s and d bands are at their Fermi surfaces.∗

In this analysis, different parts of the Fermi surface couple with different portions of the phonon

spectrum, leading to different gaps. In nearly all cases, these effects are anisotropic, so a number of

the early explorations of this concept highlight the anisotropy over the multi-gap nature.

Any interband coupling or impurity scattering causes the two-gap superconductor to exhibit a

single critical temperature (among other common properties), usually higher than the temperature

of either band alone in the absence of coupling [24].

Suhl et al. suggested that the presence of multiple gaps might explain some prior experimental

results on Pb and Hg [59]. A number of later experimental results also appeared strongly suggestive

of multi-gap superconductivity [60, 61, 62, 63, 64, 65].

But from the outset, there was theoretical uncertainty about the applicability of these results to

real superconducting systems. When there is enough impurity or defect scattering, indications of

two bands should vanish [66], and there were suggestions that this should necessarily be the case in

the transition metals [67]. Although the original paper [66] was confident that pure single crystals

of superconductors would exhibit a variation in the energy gap,† later researchers found reason to

doubt the applicability to real samples.

∗Later extensions of the BCS theory provided explanations of many of these behaviors that did not require multiple
gaps. In some cases, these can be understood with a fuller understanding of the interactions between electrons and
phonons in superconductors. (e.g. [56, 57, 58]) These “strong coupling” effects lead to an energy gap that has real and
imaginary parts which are energy-dependent. These effects are significant for a variety of superconductors, including
Pb and MgB2. Therefore, they should be studied for a full understanding of the theories referenced in this thesis.
However, the discussion presented here is sufficient for our experimental results.
†“...In pure single crystals of superconductors, one can very quickly show that the energy gap will be a strong

function of the momentum vector on the Fermi surface, because most superconductors have fairly complicated Fermi
surfaces, and it would be a miracle if the interactions were sufficiently constant to maintain a constant energy gap.”[66]
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The supporting experimental evidence also fell under controversy. Tunneling data was found to

be consistent with a voltage divider model, rather than the intrinsic properties of the superconductors

themselves [68]. And one study found that clean single-crystal niobium junctions did not exhibit

suggestions of multi-gap behavior, while those that had aged or formed an oxide layer exhibited

features previously taken to indicate the presence of multiple gaps in the niobium itself [69].

After that, the topic was largely abandoned. Some good evidence supporting the observation of

two gaps came in 1980 [70] and 1981 [71]. With the discovery of the cuprates, there was some resumed

theoretical interest [72, 73, 74, 75], but no experiments presented evidence of multiple gaps in these

systems. The scattering associated with the theory of “dirty” superconductors appears to explain

this result. And in 1998, the experimental results on Nb were reconsidered [76]. The arguments here

in support of evidence for multi-gap superconductivity were reasonably convincing, but appear not

to have been followed up on. So, for roughly 20 years, there were very few publications on the topic.

The situation changed completely after superconductivity was observed at 39 K in magnesium

diboride in 2001. Its electronic structure clearly suggested two gaps, and, once fabrication of films

and crystals advanced, experimental evidence soon confirmed it. This is discussed further in the

following section.

Since then, multiple gaps (not just two) have since been observed in other materials, including

the pnictide superconductors [21, 77]. And, theorists have reconsidered a variety of materials,

including transition metals such as Pb [78, 10], and the widely-studied NbSe2 [79, 80]. Improved

theoretical and experimental tools are advancing this effort, and it appears to be relevant for a better

understanding of many superconducting materials.

A new physical effect is also possible. In the lowest-energy state of a two-band superconductor,

the superconducting phases of the two bands may be either in phase, or perfectly out of phase with

each other. Leggett [81] considered fluctuations in the phase difference between the two bands, and

showed that these would cause fluctuations in the Cooper pair density. This may lead to collective

oscillations, known as Leggett modes. Although proposed in 1966, experimental evidence has been

rather elusive, with some experimental evidence in SmLa0.8Sr0.2CuO4−δ in 2001 [82] and in MgB2

Chapter 1: Introduction 1.3 Two Superconducting Energy Gaps
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in 2007 and later [83, 84]. Other experimental results have only been suggestive.

1.4 Magnesium Diboride

As discussed above, magnesium diboride is a superconducting material clearly exhibiting two su-

perconducting energy gaps. It also has the highest Tc among conventional phonon-mediated BCS

superconductors (at conventional pressures). Both of these properties can be understood on the

basis of its physical and electronic structure.

The presence of metal-boron and boron-boron bonds produces exceptional physical and chemical

properties in the entire metal boride family. Their melting points, hardness, and electrical and

thermal conductivities are high, making them suitable for a range of applications [85]. However, it

is the superconducting properties of magnesium diboride that are of interest in this thesis.

MgB2 was a well-known material by the early 1950s. In 1957, an experiment to measure its

heat capacity at low temperature had the potential to discover its superconducting nature [86];

unfortunately, given the sparse resolution of the data, this was not recognized. It was only in

January 2001 that the superconducting transition of MgB2 near 39 K was announced [36]. The

discovery of superconductivity in MgB2 was serendipitous, rather than the result of a systematic

search for superconducting materials. This is typical for discoveries of superconducting materials,

including the cuprates, pnictides, and fullerides.

This discovery set off such a flurry of theoretical and experimental work that, by 2003, it was

already better understood than high temperature cuprate superconductors. Although it is well-

explained by conventional theory, it is something special: “In fact, an agreement emerges that it is,

albeit still an electron-phonon superconductor, a case of genuinely novel physics, sufficiently unusual

to set it apart from all previous electron-phonon superconductors” [23].

Magnesium diboride has also proven attractive for applications. It is composed of common,

inexpensive elements, eliminating that as a limiting factor in production. Since its coherence length

is longer than that of the cuprates, crystallites do not need to be aligned to allow reasonable current

over macroscopic scales (e.g. for wires); in fact, crystal defects may actually help by pinning flux

vortices. And its normal state resistivity is much lower than most other superconductors, allowing
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magnet wires to withstand quenching (the sudden loss of superconductivity).

MgB2 wires have been demonstrated, and have produced a world-record 20 kA of current in

a superconductor at 24 K at CERN [87]. Persistent currents have been demonstrated in solid

nitrogen, eliminating the need for an expensive liquid helium bath, and allowing operation in areas

where power failures are common [88]. MgB2 coils have even been proposed for magnetic shielding

to protect crews in interplanetary spacecraft [89].

As indicated in Figure 1.7, MgB2 is made up of parallel hexagonal boron lattices, intercalated

by magnesium. In this sense, it appears similar to intercalated graphite. However, in this case, the

magnesium donates an electron to the boron planes, causing the layers to be held together by ionic

bonding. The c-axis is defined as the direction perpendicular to the boron plane. The a− b plane is

parallel to the boron lattice.

Figure 1.7: The crystal structure of MgB2 (from [4]). Parallel hexagonal Boron lattices
are intercalated by magnesium, which donates an electron to the boron planes. The c-axis is
perpendicular to the boron planes; the a− b plane is parallel to the Boron lattice. (Reproduced
with permission from [4] c©IOP Publishing.)

The boron atoms are held together by strong σ bonds formed from 2s and px,y orbitals, localized

in the boron planes, and by π bonds formed from the pz orbitals, perpendicular to the planes [90].
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Electrons at the Fermi level occupy both the σ and π orbitals – neither is completely filled. As

noted in reference [5], “MgB2 may be unique with partially occupied σ-bonding states in a layer

structure.”

These strong σ bonds coupled with the light boron atoms produce a high phonon frequency, and

thus a high energy. Certain resonant modes are able to couple strongly with the electrons, allowing

these electrons to be bound into Cooper pairs with a high energy gap. These are responsible for the

high Tc of magnesium diboride.

The π-bonding states are also partially filled, and permit conduction of electrons. However, they

form much weaker Cooper pairs. Therefore, it is logical that MgB2 would exhibit two separate

superconducting energy gaps.

By substituting different boron isotopes in the lattice, it became clear that phonons provide

the pairing mechanism for superconductivity in MgB2 [91, 92]. However, the much weaker isotope

effect for magnesium [91] showed that vibrations of the boron atoms are largely responsible for its

superconductivity. So, MgB2 is accepted as a phonon-mediated BCS superconductor (rather than

requiring an unconventional pairing mechanism). In this sense, it is “conventional;” however, the

presence of two gaps allows new and interesting physics to be observed.

Considering its Fermi surface can help to illustrate its features. The σ orbitals are largely confined

to the a−b plane. So, rather than the spherical surface for free electrons, the Fermi surface produced

by these orbitals forms cylinders, with no available endpoints along the c-axis. These are indicated

in orange at the corners of the zone shown in Figure 1.8(a). There are two sheets, one for electron

states, and the other for hole states.

The π orbitals, perpendicular to the a−b plane, have a more complex three-dimensional character.

This produces the tunnel-like structures shown in blue and green in Figure 1.8(a). There are again

two sheets for electron and hole states.

These σ bands, with strong bonds and strong coupling with the electrons, are the primary reason

for the high Tc of MgB2. The π bands also contribute, but to a lesser extent.

Impurity scattering will tend to equalize the gaps within each type of band, but not much between
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Figure 1.8: (a) Fermi surface of magnesium diboride, colored according to the value of the
superconducting energy gap at that portion of the surface. The two σ bands form cylinders
in orange at the corners, and are associated with the higher energy gap. The π bands are
indicated in blue and green, and are responsible for the lower energy gap. (b) Local density
of states for magnesium diboride. (Reprinted by permission from Macmillan Publishers Ltd:
Nature 418(6899):758-760, copyright 2002. [5])
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them [23]. This leads to the two distinct superconducting energy gaps, commonly referred to as ∆σ

and ∆π, reflecting their origin.

Thanks to these differing structures, superconductivity in MgB2 is highly anisotropic. This led

some of the early experiments to produce conflicting results. But the overall picture of two separate

gaps soon became clear, both in theory and experiment.

The nature and energy values of the two gaps are fairly consistent across the theoretical pre-

dictions. However, the study of Reference [5] was the first to display a “local gap distribution”

for MgB2: ρ(r,∆) = Σk|ψk(~r)|2δ(∆ − ∆k), where ψk(~r) is the electron wavefunction with crystal

momentum ~k. Figure 1.8(b) comes as a result of integrating this local distribution: each portion of

the Fermi surface provides its own unique contribution to the energy gap structure.

These results were controversial. Not only are there competing theoretical results, the papers [5,

93] were explicitly questioned as to their legitimacy. Reference [94] claims, among other objections,

that this “distribution of gaps within the σ and the π sheets” should not be observable in real

samples, due to the need for unreasonably small scattering rates. In response [95], it is agreed that

scattering will indeed tend to average out these features, though that is not an essential flaw in

the theory. In addition, “we hope that perhaps clever experiments in the future may observe these

variations in appropriate samples.”

To resolve the question of the presence of two gaps, and of any substructure within them, it

seems logical to measure the gap structure on the Fermi surface directly. As shown in Chapter 3,

the conductance of a Josephson tunnel junction bears a direct relationship with the density of states

and thus, the energy gap.

However, the situation is more complex than it may appear. The results of any tunneling spec-

troscopy measurement will be sample-dependent: thanks to the structure of the Fermi surface, not

all parts of Fermi surface are directly accessible to tunneling in any given sample. Even those parts

that are accessible will not appear in proportion to their theoretical influence on superconductivity.

So, the first experimental indications of two-gap superconductivity in magnesium diboride came

not from electronic measurements, but from measurements of the specific heat [96]. With better-
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characterized crystals, tunneling spectroscopy did reveal two gaps soon enough [97].

Observing substructure was a greater challenge, requiring the development of high-quality thin

films. This work was performed by our collaborators at Penn State and Temple University. Their

measurements [98] and ours [99] demonstrate that these substructures within each energy gap are

observable in real samples.

In Chapter 3, I present the results of our experiments, which show these features with high

resolution (Figure 3.18).
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Chapter 2: Experiment Overview

The goal of our experiments is two-fold: to study the useful electronic properties of the supercon-

ductor magnesium diboride through its energy gaps, and to determine the application potential of

Josephson junction devices based on MgB2 for switching and quantum state applications.

To do so, a current must pass through the junction, and the voltage across it must be measured.

We need very low levels of thermal and electric noise in order to achieve the high resolution we

desire: for some measurements, current fluctuations must be kept substantially under ∼10 nA. To

achieve this, we operated at very low temperatures (∼20 mK), and used several methods to minimize

electronic noise.

Each part of the experimental process presents its own challenges, as outlined in sections 2.1 and

2.2. The general principles and some components used in all of our experiments are discussed in

section 2.3.

We conducted two different categories of experiment: current and conductance vs. voltage

(Chapter 3), and superconducting-to-normal switching (Chapter 4). Because these are substantially

different experiments, further details are also addressed in Sections 3.2 and 4.2.

2.1 Helium Dilution Refrigeration

Helium dilution refrigeration is the conventional technique for achieving temperatures on the or-

der of 100 mK. It has several advantages over other methods of cooling. For example, although

Bose-Einstein condensates at nanoKelvin temperatures have been generated via laser cooling of

magnetically-confined atoms, these methods work on a countable number of atoms, rather than the

large mass of copper, aluminum, and electronic components that make up our system’s cold finger,

samples, sample boxes, and filtering. Additionally, electric currents running through the wiring,

including at the base temperature portion, provide a continuous source of heating. The helium dilu-

tion refrigerator is the only continuous-cycle method currently available to provide sufficient cooling
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power at these temperatures [100]. It is also a well-established technique, with the first continuously

operating dilution refrigerators reported in 1966 [101, 102].

However, it does have several disadvantages for some of our higher-temperature experiments.

Because the system is designed to operate below 1 K, it is difficult to maintain stable temperatures

above 4K, and the thermometer closest to the sample is calibrated for 6K and below. So, although

in principle temperatures up to ∼40 K would be of interest when studying MgB2, we only have data

up to 6 K.

Also, each round of experiments typically requires at least two 100-liter Dewars of liquid helium,

which required very careful planning compared with experiments using either dry dilution systems

or cryocoolers that can run continuously at substantially less expense.

An additional disadvantage is complexity. As described in Harvard University’s “Hitchhiker’s

Guide to the Dilution Refrigerator,”[103] “A dilution refrigerator, at first blush, appears to be a

horribly, intricately, awfully twisted labyrinth of tubes and valves and KF flanges designed with the

sole purpose of hastening a physics student’s descent into madness. This is, to a large extent, quite

true. Nonetheless, much of the mystery of dil fridge operation may be dispelled by a bit of hands-on

experience and a few helpful pointers.”

More detailed discussions of our fridge - an Oxford Instruments Kelvinox MX400 [104] - may be

found elsewhere [103, 105, 106, 107, 108]. Due to the complexity of the system, this section provides

only a brief overview of the operation and function of a 3He-4He refrigerator.

At the heart of a dilution refrigerator is the mixing chamber where milliKelvin temperatures are

achieved and where our devices our mounted. Within this chamber at a temperature above 0.87 K,

a mixture of 3He and 4He gas (“the Mix”) condenses into a homogeneous solution. Below 0.86K,

this mix separates into a “concentrated phase” that is rich in 3He, and a “dilute phase” that is more

rich in 4He. The concentrated phase, being less dense than the dilute phase, floats over the latter,

creating a “phase boundary” between them. The enthalpy of the 3He in the two phases is different,

making the concentrated phase much like liquid 3He, while the dilute phase is much like a gas

(surrounded by noninteracting 4He). Aided by a pump, 3He “evaporating” from the concentrated
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Figure 2.1: Schematic of our helium dilution refrigerator. The outer vacuum chamber (OVC)
isolates the 4LHe in the main bath from the room environment. The inner vacuum chamber
(IVC) is evacuated to allow its contents to reach temperatures below the 4.2 Kelvin of the main
bath. Pumping on the 4LHe in the 1K pot reduces its temperature to ∼1.2 K. Pumping on the
still, combined with the additional phase transition between the condensed phase and dilute
phase of the 3He and 4He mix allow the cold finger, and attached components, to reach our base
temperature of 23 milliKelvin. Our devices are placed in an aluminum sample box attached to
the cold finger, surrounded by electric and magnetic shielding.
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phase into the dilute phase provides the cooling required to reach mK temperatures. By circulating

the gases, 3He in the concentrated phase is replenished, and continuous cooling is realized.

The mixing chamber is surrounded by other stages that cool it to its operational temperature.

The “Outer Vacuum Chamber” (OVC), “Inner Vacuum Chamber” (IVC), and the dilution fridge

probe are kept under vacuum. The “Outer Vacuum Chamber” (OVC) consists of many layers of

aluminized mylar superinsulation, isolating the “main bath” from the ∼290 K environment. The

main bath is a 70.7 L Dewar surrounding the fridge.

A separate, closed-cycle system contains a mixture of 3He and 4He (“the Mix”). After passing

through nitrogen and helium traps that maintain the purity of the Mix, it is allowed to pass through

the 1K Pot. As it does so, it condenses to liquid. This then flows down into the Still and settles

in the mixing chamber. At the mixing chamber, an additional set of vacuum pumps reduces the

pressure of the condensed Mix. This sets up the cooling cycle within the mixing chamber, described

above.

Of course, there are many other essential aspects to properly conducting experiments with a

dilution fridge. The necessary skills are often best acquired by experience: first observing others

familiar with its operation, then assisting them, before finally taking charge (although many activities

require two or more people).

2.2 Noise Suppression

While many ultra-low temperature experiments are situated in basements of buildings, with the

entire cryostat inside a galvanized steel shielded room [109], our experiments were conducted in an

open room near a major transportation hub in Philadelphia, in an active classroom building, during

construction projects that took place just outside the window. As a result, we faced a number of

unusual challenges in reducing electrical and magnetic noise. It took a combination of systematic

troubleshooting and trial and error to reduce noise to acceptable levels. Even after we developed

solutions, we had to be very careful: slight bumps, mis-plugged in equipment, etc. disturbed the

configuration, leading to more hours of debugging. It is likely that we did not discover the optimal

configuration; however, once we found something that worked, we were careful not to change it.
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Figure 2.2: Our experimental system. (a) The Kelvinox MX400, which provides a cooling
power of 400µW at 100mK. Vibration isolation pillars isolate the cryostat from floor vibrations.
Note that this photograph was taken prior to placing the vacuum pumps in their acoustical
enclosure. (b) The inner vacuum chamber (IVC), removed from the cryostat for leak detection,
prior to conducting an experiment. (c) The contents of the IVC exposed, revealing the 1K pot,
still, and mixing chamber, which allow us to reach 23mK, and the cold finger, on which our
experiments are mounted. (d) A closer view of the copper cold finger, showing the two sample
boxes, and filtering for each.
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The following subsections outline some of the measures we took to reduce noise in the system.

2.2.1 Environmental Isolation

The cryostat itself must be kept isolated from the environment as much as possible. Three main

issues were addressed:

Vibration: The vacuum pumps required for a Helium dilution refrigerator are often placed in a

separate room from the cryostat. That was not possible due to limited space. In our lab, this

resulted in vibrations to the floor, as well as generating a lot of sound.

Additionally, many of the experiments reported in this thesis were conducted during the con-

struction of LeBow Hall, roughly 100 ft. away from our lab in Disque Hall - itself a busy

classroom building. A trolley line passes beneath the busy Market St., roughly 200 ft. away.

Vibrations from these multiple sources can complicate our experiments in three ways. First,

vibrations can couple directly to elements of the system we are trying to maintain at milli-

Kelvin temperatures. Second, typical cables can generate up to tens of nanoAmps of current

due to triboelectric effects: when the outer shield of a coaxial cable rubs against the cable’s

insulation, electrons may be stripped from the insulation and added to the current [110]. Third,

movement of the wires through magnetic fields generates an induced voltage. For example,

“In the earth’s field, a centimeter of line vibrating at 1kHz with an amplitude of 0.1 mm will

induce a signal of order a microvolt” [111].

We took several measures to minimize the negative effects of vibrations:

• The top flange of the cryostat is suspended by an aluminum plate supported by three

vibration-isolation pillars from VERE. These pillars, which contain bladders of com-

pressed air, isolate the cryostat quite well from vibrations in the floor: we were unable to

notice any effect from people walking, stomping, or even jumping, in the vicinity of the

cryostat.

• When the earliest data presented in this thesis was taken, the vacuum pumps were open

to the room (as shown in Figure 2.2), leading to a very loud working environment. Later,
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a wooden box lined with acoustical foam was built around the pumps and reduced the

sound level in the room dramatically. A fan was required to prevent the enclosure from

getting too hot.

• To damp vibrations, the still pumping line (with a 4” diameter) was clamped to the wall,

and foam rubber was placed around it at the wall clamp and under it where it connects

to the cryostat. Several smaller-diameter pumping and circulation lines in contact with

the cryostat were also surrounded by foam rubber, which not only damped vibrations,

but also prevented unwanted electrical contact.

• To minimize the movement of the coaxial signal lines, we employ several measures. We use

short cables to avoid “dangling” portions that are prone to swinging or getting bumped.

We stiffen the cables, both by twisting output and return cables together where possible,

and by wrapping cables in aluminum foil. Such recipes also reduce the area for pickup

loops, as discussed below. Finally, the stiffened cables rest, as much as possible, on foam

rubber, as recommended in [110]. In principle, semirigid coax and/or triax cable would

have been better options, but the methods we used were sufficient to reduce noise below

the level of our desired signals.

Magnetic Fields: Magnetic fields are well-known to suppress superconductivity in most supercon-

ductors [112], and are used to modulate and control critical currents in Josephson junctions

[113].

However, an external experimental magnetic field was not crucial for our experiments. More

importantly, any changes in the external magnetic field could obscure all of the effects we seek

to observe, or create features that would be impossible to disentangle from the features we use

as the foundations for our conclusions. Our results are most clear and compelling if we keep

the magnetic field constant, at zero.

In principle, this could be quite a challenge. As noted above, there is significant magnetic field

noise from the road and rail traffic nearby. Indeed, direct magnetometer measurements inside
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our cryostat by other members of our group reveal significant and periodic fluctuations of the

magnetic field (Figure 2.4).

Figure 2.4: Magnetic field (in mG) on a typical weekday, measured by a magnetometer
placed inside of the OVC of our cryostat. Fluctuations are substantially larger during active
times (when the subways are running, and when people are likely to be using Disque hall) than
in the early morning hours.

Despite this, we never observed difficulties due to this effect, due to measures taken prior to

conducting any experiments.

First, the interior of the tail of the inner vacuum chamber (IVC) can (which provides thermal

radiation and electromagnetic shielding to the cold finger) was lined with a 3-inch diameter

Cryoperm 10 cylinder from Amuneal Manufacturing Corp. A large, external µ-metal shield

at room temperature was concluded to be less effective than a smaller Cryoperm shield with

enhanced shielding at 4.2 K.

Second, the sample boxes containing the junctions were machined from aluminum. Due to the

Meissner effect, magnetic fields are entirely expelled from superconducting materials below

their critical temperature. Tc for aluminum is 1.2 K. As a result, we are confident that most

measurements made below Tc were in zero magnetic field. However, we did not notice any

dramatic change in the behavior of our junctions or the quality of our data (aside from that

expected by an increase in temperature) by passing through 1.2K. Therefore, it appears that

the shielding from the Cryoperm cylinder was sufficient.

Inductive Coupling: A wide variety of sources emit electromagnetic waves, largely at 60Hz. Any

conducting loop will act as a one-turn transformer or antenna that produces a voltage in

response to changing magnetic flux. Often referred to as “the dreaded ground-loop,” it behaves
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as a good constant voltage source, with an effective impedance << 1 µΩ [114, 115].

It is essential for the experiment to be grounded: otherwise, capacitive coupling between noise

sources and the signal lines introduces noise that is difficult to correct for. Even in the absence

of clear noise sources, the voltages will tend to “drift” due to capacitive coupling with a

changing environment.∗

If care is not taken, the ground connection may be made at two or more locations, forming large

loops. Additional conductive loops, such as those caused by contact with the outer shielding

of coaxial cables, must also be avoided. Due to the number of components connected in our

experiments (as shown in the block diagrams of Sections 3.2 and 4.2), this issue prevented us

from taking useful data in several of our earlier cooldowns. Ultimately, with great care, we

were able to eliminate this source of noise.

Since we designated the cryostat itself as our experiment ground, everything in contact with

the cryostat must be properly isolated. The stainless steel pumping lines that connect the

cryostat to the vacuum pumps form large pickup loops susceptible to electromagnetic signals,

and connect directly to the vacuum pumps which can provide significant electrical noise. To

eliminate these sources of noise, we replaced the metal clamps and centering rings with plastic

ones.

A massive aluminum top plate that suspended the cryostat rested on three vibration-isolation

metal pillars from VERE. Both the plate itself and the support structure of the pillars form

pickup loops. To prevent their signals from reaching the electronics in contact with cryostat,

white foam blocks were inserted between the plate and the electronics, as shown in Figure

2.3. The cryostat itself was electrically insulated from this plate by rubber tubing, which also

provided additional vibration damping.

Several of our electronic components were powered by rechargeable lead-acid batteries. While

these eliminated connections to wall ground, the battery’s bare aluminum case (connected to

∗I often encountered the frustrating situation when the data would look very good while standing on a stool,
looking over the apparatus; but the instant I stepped down, it was far worse. Or, there were times when I could
record a set of data, and decipher how I had walked around the room during that data run based on shifts in the
data. In retrospect, this occurred when the cryostat was isolated “too well,” thereby having a floating ground.
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the outer conductor of BNC connectors) served as its ground. To prevent unwanted electrical

connections, we used rigid foam between the aluminum plate and the batteries, and bubble

wrap between batteries.

Instrument ground was isolated from cryostat ground for all BNC cable connections by using

Stanford Research model 560 voltage preamplifiers, operating on battery power. By using

them in differential mode, any common-mode noise signals, appearing equally on the inner

and outer conductors of the BNC cables, are cancelled out. The split between inner conductor

and outer conductor is made as close to the amplifier as possible, to minimize the area of the

loop created there.

In cases where loops were unavoidable, equal-length coaxial cables were twisted together to

cancel out inductive coupling with the environment. This also stiffens the cables and reduced

vibrations.

Our recipe for overcoming these issues: First, diagram every physical connection anywhere,

even if it seems unlikely for it to cause a problem. Eliminate any loops found on this diagram,

and develop connections that lead to only one ground connection to the cryostat.

Second, isolate the grounds of all instruments (using 3-2 adapters). Then, choose one instru-

ment as “instrument ground,” and tie that to ground strap. (In our case, we chose the bias

function generator, as described below.) The grounds for all other instruments from a “star”

configuration, leading directly from that instrument to the rest, without forming loops. Note

that sometimes this ground comes via the output signal cable itself.

Third, using a battery-powered handheld multimeter, verify that the cryostat has no electrical

connection with instrument ground without that one final ground connection. Then, using the

diagram, ensure that the addition of that component has not produced a loop.

Resolving all of these issues, and ensuring they didn’t reappear, required tremendous attention

to detail, almost to the point of obsession.
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These methods proved very effective. Before making these changes, 60 Hz noise was very obvious

in current vs. voltage (I − V ) data; afterwards, no periodic signal was discernable. Likewise,

superconducting-to-normal switching data taken before these changes were prone to sudden shifts

in switching current, accompanied by drastic changes in the width of the switching histogram - key

features of the data I was seeking. But after resolving these issues, although there was some drift,

it tended to be far smaller; using subsets of the full data sets allowed completely satisfactory use, in

most cases.

2.2.2 High-Frequency Electronic Filtering

As with vibrations, high-frequency electromagnetic waves can result in heating. When coupled with

signal lines, they can significantly affect junction behavior. Therefore, the presence of cell phones,

wireless internet, and radio stations - all very strong in our lab - requires that signal lines to our

samples be filtered.

The ramp frequency in our I − V experiments is typically on the order of 1 Hz, and the ramp

frequency in our superconducting-to-normal switching experiments is on the order of 1 kHz. However,

a Josephson junction produces a highly nonlinear response to a source current. This results in fairly

sharp discontinuities. As a result, we require low-pass filtering with a typical cut-off frequency of

several MHz.

To achieve this, we used miniature coaxial cables which are lossy at high frequencies, typically

followed by LC filters, and closest to the sample, by copper powder filters.

For a thin coaxial cable, attenuation increases as the square root of the frequency, due to the

skin effect in its conductors. Originally designed as heater cables, Thermocoax R© cables (manufac-

tured by Philips) are widely used [116, 117] for filtering in cryogenic applications, providing about

100dB/meter at 5GHz. More precise characterizations of its filtering capabilities may be found in

[116, 117]. The cables we use have a Nichrome inner conductor, and an outer conductor of stainless

steel with an outer diameter of 0.5 mm. They are attractive for cryogenic applications because the

thermal conductivities of these metals are closely related and very low.

Copper powder filters also use the skin effect to filter microwave frequencies. In these filters, a
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thin wire is surrounded by fine-grained copper powder, embedded in Stycast epoxy which thermalizes

the wire. The small size of the grains makes the effective surface area near the wires very large, which

leads to strong skin-effect damping [116, 118]. These filters were enclosed in long boxes machined

from copper, which were on a cold finger bolted to the mixing chamber of our dilution refrigerator.

These filtering stages were designed and installed before I joined this research group at Drexel. To

allow for multiple experiments to be conducted during a single cooldown, I assisted in adding to the

system a new sample box, with its own filtering. The experiments on three of the samples reported

below (the “terraced” MgB2/I/Sn junction and c-axis MgB2/I/Pb junction, plus the Nb/AlOx/Nb

reference junction), were conducted in the “old” sample box, with the copper powder filters in place.

Those on the remaining sample (the “columnar” MgB2/I/Pb junction) were conducted in the “new”

sample box, with Mini Circuits miniature filters in place of bulky copper powder filters.

The “new” filter box contained a three node T-filter incorporating two 820 nH inductors and

one 620 pF capacitor. These have a 3dB cutoff frequency of about 10 MHz and impedance of about

50 ohms. To achieve better attenuation at higher frequencies, we connect it in series with a set of

three high frequency ceramic low pass filters from Mini Circuits [116]. Each has a cutoff frequency

of about 8 Mhz and a flat attenuation of about 20-30 dB per device, for a total of about 80dB

attenuation. All six components were designed for surface mounting, but I soldered them by hand,

to fit in the space available. Each of the cells in Figure 2.5(b) were filled with Stycast epoxy to

provide additional thermal anchoring of the bias and measurement lines. This epoxy was mixed

with copper powder to provide additional skin-effect damping, although we do not rely on it, given

the limited length of the wires.

2.3 Electronics

Block diagrams for current and conductance vs. voltage and superconducting-to-normal switching

experiments are shown in sections 3.2.1 and 4.2.1, respectively. However, it is useful to describe

major components common to both types of experiment here.

In each case, a current is ramped through the junction; the resulting voltage across the junction

is then measured.
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Figure 2.5: (a) A hand-soldered LC T-filter in series with three ceramic filters from Mini
Circuits. A dime is shown for scale. (b) Five sets of filters, arranged in the filter box. (c) The
output from the Thermocoax, LC, and ceramic filters, measured on a network analyzer. We
reach the -80dB noise floor of the analyzer over the entire 0.05-20.05GHz range.
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2.3.1 Current Bias

In all of our experiments, we used either one or two Agilent 33220A arbitrary waveform generator(s).

It proved to be a very reliable and durable element of our experiments, with noise levels below that

resolvable in our experiments.

For current-voltage experiments (Chapter 3), we used the built-in triangle ramp. This provided

highly linear changes in voltage (<0.1% of peak output [119]) through the sweep in voltage. With

a linear ramp, equal times were spent at any given voltage, which simplified our analysis programs.

For the superconducting-to-normal switching experiments (Chapter 4), we created a custom

waveform, shown in Figure 4.13. With 14 bits of precision in the digital-to-analog conversions from

the programmed waveform to the output voltage, the resolution of the function generator itself did

not limit the precision of our results.

By biasing the current through a resistor whose resistance is large in comparison with the junc-

tion, the 33220A function generator, which is a voltage source, is effectively converted to a current

source. In practice, we choose this bias resistor to be as large as possible, while still allowing the

desired maximum current to be reached. By placing this bias resistor between all other compo-

nents and the junction (while remaining at room temperature for ease in changing resistors), any

noise voltages are attenuated as they pass through the resistor before reaching the junction. This

attenuation was significant since the bias resistors were typically on the order of 1-100 kΩ.

One problem with the Agilent 33220A is that the outer conductors of its BNC output connectors

are not well isolated from other grounds. To resolve this problem, we sent the output signals

from the function generator directly to a battery-powered SR560 voltage preamplifier, operating in

differential mode with an amplification of 1, prior to passing through any other components (as

described above). The amplifier was tuned such that there was no voltage offset, so this did not

reduce the quality of our data in any way. However, it did reduce the quantity: we could only run

continuously for as long as the batteries provided consistent output. Since the signals continually

ramped from zero through the maximum ±5V output of the amplifier, this was a heavy load. Even

so, we could acquire data for several hours at a time, before needing to recharge the batteries.
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2.3.2 JFET Amplifier

For our current vs. voltage experiments, voltages across the junction reached ∼10 mV; to find

features within the signal, we needed resolutions better than 10 µV. Additionally, the current flowing

down the voltage measurement lines must be as near zero as possible. Finally, no noise of any kind

at any frequency may be allowed to pass down these lines to the extremely-sensitive Josephson

junction. An extremely low-noise amplifier with well-isolated grounds makes these measurements

possible.

For some early experiments, we used an SR560 voltage preamplifier, operating in differential

mode. While the resulting data were reasonable, they were noisier than those provided by a home-

built battery-powered JFET amplifier, a schematic of which is shown in Figure 2.6.

Figure 2.6: The JFET amplifier. (a) The full amplifier circuit. The 2SK117 JFET has its
gate (G) source (S) and drain (D) labeled. The internal source-drain resistance, which varies
for each JFET, is modeled as an internal resistance rS . The drain and source resistances RD

and (rS+RS) set the gain of the amplifier. For the 2SK117 JFET, rS ≈ 67 Ω [6], so in each of
our amplifiers, we use RS ≈ 0 (i.e. a simple wire). For our single-JFET amplifier, we used a
single 1.4 kΩ resistor for RD, giving a gain of ∼20. For our four-JFET amplifier, we used four
matched 2SK117 JFETs in parallel, resulting in an effective rS ≈ 67/4 Ω. RD was constructed
of six 67 Ω resistors in series, to reduce the heating by any one resistor, and resulting in a gain
of ∼24. (b) A schematic of the JFET itself. As indicated in the figure, this model of transistor
is symmetric, so that the performance is nearly equivalent whether the current flows D to S or
S to D.

A JFET (junction gate field-effect transistor) is a simple three-terminal field-effect transistor,

with pins denoted the “drain” D, the “source” S, and the “gate” G (Figure 2.6 (b)). A current

flowing between the source and drain is modulated by variations in the voltage applied at the gate.
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It can be visualized as a “pinched hose,” with the degree of “pinching” controlled by the addition

or removal of charge carriers at the gate. The internal resistance of the JFET itself is modeled by a

resistance at the source pin rs.

In our amplifier (Figure 2.6 (a)), we use a 2SK117 JFET from Toshiba, designed for low noise

audio amplifiers [6]. (Note that this model of transistor is symmetric, so that the performance is

nearly equivalent whether the current flows D to S or S to D.) A current runs continuously from

the +15V supply, through the drain resistor RD, through the transistor (D to S), and finally to

ground. Therefore, Vout is positive when Vin is zero. Applying a positive voltage to the gate further

removes charge carriers in its vicinity, expanding the depletion region around the gate, increasing the

transistor’s resistance; applying a negative voltage shrinks the depletion region, thereby decreasing

its resistance. As a result, positive gate voltages decrease the current through the transistor, while

negative voltages increase it. Therefore, Vout varies inversely with Vin. The expected gain of such an

amplifier is RD
rS+RS

. Some care must be taken: a sufficiently large positive input will cause the gate to

be positively biased relative to the source, which may burn out the JFET. We never approached that

level of signal in our experiments, though a positive input does give a slightly nonlinear amplification,

while a negative input is almost perfectly linear.

This type of amplifier is attractive for several reasons. First, its simplicity makes debugging the

system significantly easier. Second, JFETs in general have very high input impedances, with the

2SK117 having an input impedance of 3 × 1010 Ω [6]. This ensures that, as long as the ground

(attached to the source pin S) is properly isolated, any signals from the power supply or the devices

connected to the amplifier output cannot return to the junction being measured. Third, by using a

simple battery pack to provide the +15V connection, we eliminate a potential ground issue. Finally,

these types of amplifiers have been used with great success in similar experiments [1, 120].

While the 2SK117 JFET is already designed for low noise applications, I was able to improve

its performance even further by connecting several JFETs in parallel. The noise reduction should

ideally go as 1/
√
n, where n is the number of JFETs in parallel. So, in principle, the more JFETs

used, the better. In practice, it rarely works this well. First, transistors are never identical, so noise
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tends to be dominated by the poorest-performing component. Second, heating rapidly becomes an

issue. For multiple JFETs wired in parallel, all of the current passes through the same RD. So,

although the noise is reduced as 1/
√
n, the power dissipated by RD goes as n2. Since this resistor

is housed in the same project box with all the other components, any significant heating can have

adverse effects on the quality of the output signal. And from a practical perspective, this power

drain would limit our time for experiments, with the battery life decreasing roughly as n2.

It is important to note that, even in the absence of a signal to amplify, this amplifier design

still draws current through RD, rS , and RS . As a result, when no experiments are running, it is

important to turn off the power to the amplifier: otherwise, the batteries may become drained by

the time the experiment is ready.

Some of my early experiments were conducted with only the SR560 voltage preamplifier. In

others, I used an amplifier with a single JFET (with or without additional amplification by the

SR560). But my best results were achieved with an amplifier employing four JFETs in parallel.

I constructed these amplifiers after measuring over 20 individual JFETs, looking for ones with

appealing characteristics, and finding a reasonably matched set (for the four-JFET amplifier). A 16-

JFET amplifier, which had been made before I joined the group, never produced acceptable results,

largely due to excessive heating.

Although the JFET amplifiers did perform very well, the analysis was somewhat more compli-

cated than for an ideal amplifier. These required different adjustments for each type of experiment,

and are therefore discussed in Sections 3.2.3 and 4.2.1. Still, in each case, the resulting data was

superior than that using only the SR560 amplifier to amplify the measured voltage across the junc-

tion.

2.3.3 Low-Noise Power Supply

As is apparent from the diagram for the JFET amplifier (Figure 2.6 (a)), any fluctuations in the

+15 V power supply will appear directly on the measured output. So, although this source of noise

does not feed back to the junction itself, it will pollute all measurements of the junction. And, since

a variety of noise sources may be associated with the coaxial cable connecting the battery to the
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project box containing the JFET amplifier, in addition to changes in the battery output as it is

drained, additional circuitry is needed to ensure minimal noise from the power supply.

Therefore, I built an ultra-low-noise power supply, following the designs in [1, 120]. The circuit

has two main components: A +15V voltage regulator to provide long-term stability and eliminate

low-frequency changes to the supplied voltage, and a feedback circuit centered on an NPN transistor,

to eliminate higher-frequency signals. Some critical features of this circuit are not described in

[1, 120]; I outline these below.

Figure 2.7: Ultra-low-noise power supply. The +15V voltage regulator provides long-term
stability and eliminates low-frequency changes to the supplied voltage. Its coupling capacitors
attenuate high-frequency signals from the input power cables. The remaining feedback circuit
using the 2N2222 NPN transistor eliminates any remaining high-frequency signals. The variable
resistor R1 must be tuned for optimal performance of the feedback circuit; values from 5-20 Ω
are typical.

The 7815 +15V voltage regulator, while seemingly a simple IC component, is a critical element

which must be chosen carefully. The quality of the output varies from regulator to regulator, so they

must be tested. My method for selection is as follows: First, I connect the input pin of the voltage

regulator to the +24V lead-acid battery pack that we use in our experiments. Then, I connect

the output of the voltage regulator to a Keithley model 2000 Multimeter, and observe the output

voltage. The exact value of the voltage is not critical (so long as it is generally near +15V); stability

in holding that voltage is far more important. This procedure allows me to see variations as low
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as 1µV when scaled to observe 15V output, so any fluctuations are obvious. The voltage should

experience minimal drift as the IC heats, with minimal rapid fluctuations. Poorly-performing voltage

regulators vary in the 10mV range, while the most stable have fluctuations (both slow and fast) in

only the µV digit. Roughly 5% of the 7815 chips we tested had this quality, so we needed to test a

large number prior to using them in each of our circuits. After assembling the circuit, I screwed the

heatsink of the 7815 IC to the aluminum project box for grounding and thermal anchoring. (Note

that I also tested three voltage regulators in Texas Instruments’ TL780 series. One was of sufficient

quality for the JFET amplifier; the others were not.)

I also had the misfortune to discover, in the midst of a cooldown, that the performance of these

voltage regulators may degrade with the heavy use we put them through - so it is important to test

each power supply circuit before the 4LHe arrives (when the time available for experiments becomes

limited).

The feedback circuit uses the 2N2222 NPN bipolar junction transistor. Any fluctuations in the

output from the voltage regulator are coupled to the base electrode of the transistor. This causes

the current through the transistor to change inversely to this change in voltage, leading to a change

in the voltage drop across the 15 Ω resistor. If the variable resistor R1 is tuned properly, the voltage

change in the 15 Ω resistor will exactly cancel the initial change in the voltage regulator’s output,

and the output voltage from the entire circuit will be kept constant.

Because each transistor is unique, each assembled circuit must be tuned. This is not described

in [1, 120], so I developed the following procedure. First, superpose a small-amplitude square wave

on a +15V DC voltage. Then, send that signal through only the feedback portion of the power

supply circuit, and observe both the input and output voltages on an oscilloscope. (In Figure 2.8, a

500mV square wave at 3kHz is shown.) No matter how R1 is set, the amplitude of the fluctuation

always reduced. But if this resistance is too high, the changes in current are not enough to cancel

the fluctuation, causing the input and output waves to be in phase. If too low, the changes in

current overcompensate, causing the signals to appear out of phase. But with the correct resistance,

the fluctuations are eliminated: even after zooming in significantly on one step of the square wave,
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minimal residual signal remains. A variable resistor from 0-100 Ω was used for R1, with resistance

of roughly 15 Ω typically used.

Figure 2.8: Tuning the feedback circuit. In yellow is the signal fed into the feedback circuit:
a square wave superimposed on the +15V DC signal. In blue is the output from the feedback
circuit. Curves have been offset for clarity. At left, the variable resistor R1 is set to too high
a value, leading insufficient current to flow through the feedback circuit to completely cancel
the high-frequency signal. At right, R1 is set properly. Further zooming in time and in voltage
reveals a similarly flat response, even at the near-discontinuous step edges of the square wave
input signal.

In Section 4.2.1, additional components are described, which require +5V, -5V, and -15V. These

follow an identical circuit, except that voltage regulator ICs for the proper voltages are used, and the

negative voltage circuits use a 2N4403 PNP transistor in place of the 2N2222 NPN transistor in the

feedback circuit. Also, one must be careful, because the heat sinks in the negative voltage regulator

ICs must not touch the enclosing project box; otherwise, they violently short out the battery packs.

2.4 Junction Fabrication

All of the hybrid MgB2/insulator/counterelectrode Josephson junctions reported in this thesis were

fabricated by our collaborators: Wenqing Dai at Penn State University (working under Dr. Qi Li),

and Dan Cunnane at Temple University (working under Dr. Xiaoxing Xi). We are very grateful

for all of their efforts, and their skill in producing such high-quality junctions. Because most of the

details regarding fabrication are addressed well elsewhere [121, 122, 8], this section will summarize

the process, paying special attention to those properties that affect our results.
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Figure 2.9: The fully assembled amplifier circuit, before inserting into the project box. Out-
lined in blue is the ultra-low-noise power supply. The voltage regulator and 2N2222 transistor
were placed in a chip holder to allow them to be swapped easily. Outlined in orange is the
JFET amplifier circuit, incorporating four 2SK117 JFETs in parallel. The resistor RD is made
up of six resistors in series to distribute the heat load evenly. As described in Figure 2.6, no
external resistor RS is required; the internal source resistance rS was sufficient.

2.4.1 Magnesium Diboride Thin Films

The MgB2 electrodes of all the junctions used in this study consist of thin MgB2 deposited via hybrid

physical-chemical vapor deposition (HPCVD) on single-crystal silicon carbide (SiC) substrates. This

method produced very high-quality films on the order of 100 nm thick, over the entire surface of each

∼7-mm × 7-mm SiC chip. Although the same technique was used to grow MgB2 films on the same

substrate material, three substantially different film geometries were produced: c-axis, “terraced”,

and “columnar.”

As found by Dai et. al. [7], on smooth 0◦ SiC, a largely-planar MgB2 film forms, exposing pri-

marily the c-axis for tunneling. On SiC whose polished surface is tilted 8◦ from the c-axis, the MgB2

film takes on a “terraced” shape, exposing the a-b plane. On rough 0◦ SiC, the growth of the MgB2

film forms columnar structures, exposing even more of the a-b plane, while still maintaining clean

high-quality films. (See Figure 2.10.)
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Figure 2.10: AFM images of representative MgB2 films on SiC (Reprinted from J. Appl.
Phys. 113, 083902. Copyright 2013, with the permission of AIP Publishing. [7]). Each image
represents a 2-µm × 2-µm area. (a) A “terraced” film on 8◦ SiC, similar to that used for the
MgB2/I/Sn junction discussed below. (b) A “columnar” film on rough c-axis SiC, similar to
that used for a MgB2/I/Pb junction discussed below. Note that similar AFM images for a film
that exposes only the c-axis are nearly featureless [8], and are not reproduced here.

These HPCVD MgB2 films begin their growth as isolated hexagonal crystallite islands. As the

film grows thicker, the islands coalesce [8]. Tensile strain associated with the coalescence is thought

to be one reason that the critical temperature Tc of HPCVD MgB2 films is higher than that of than

bulk samples (∼39 K). An additional tensile strain is provided by the thermal contraction of the

MgB2 film relative to the substrate, as the sample cools. Similar experiments using similar samples

find that both the π and σ gap energies of MgB2 are significantly elevated when using SiC as the

substrate for the MgB2 film, when compared with MgO [7, 98]. This is logical, because MgO has a

much smaller mismatch in thermal expansion coefficients with MgB2 than with SiC.

2.4.2 Josephson Junction Fabrication

As described in Section 1.2, a Josephson tunnel junction requires two superconducting electrodes

separated by an insulating barrier. In our junctions, the counterelectrode was Pb or Sn, while the

barrier was formed by a native oxide - a thin oxide that forms naturally on the surface when exposed

to air.
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Reference [8] describes the barrier formation process (“Process B”). The MgB2 film is initially

grown on SiC at 710◦C, then exposed to nitrogen gas which is used to repressurize the reaction

chamber and cool the sample, and finally removed from the reactor and exposed to ambient air.

Remarkably, this process produced the most reliable barriers with best junction properties, compared

with the controlled deposition of a barrier layer [8, 123].

In order to control the area of contact between the top electrode and the MgB2 film, and to allow

the creation of a conventional cross-stripe geometry, a thin layer of Duco cement was applied to the

film immediately after the barrier had formed, leaving only a narrow strip uncovered by cement. The

Pb or Sn top electrode was thermally evaporated through a shadow mask. Depending on the mask

used, four or five junctions were formed on the same MgB2 film, each with an area of ∼ 0.3 × 0.3

mm. (See Figure 2.12.)

The relatively “gentle” thermal evaporation of the Pb or Sn counterelectrode preserved the ∼2-

nm native oxide as a good barrier. We also tested some MgB2/I/Nb and MgB2/I/MgB2 junctions,

with less success, likely due to degradation of the barrier. The results of these tests are not presented

in this thesis.

Success with Pb and Sn as electrode materials is not uncommon. These soft metals, widely used

since the early pioneering experiments on superconductive tunneling, have been found to be very

easy to handle and produce junctions whose experimental behavior generally allows “excellent and

straightforward comparison with the theory” [124].

2.4.3 Junction Degradation

Soft metals like tin and lead are not typically recommended for applications where long life and

thermal cyclability are important. Under thermal cycling between room and liquid helium tempera-

tures (4 - 300K), they undergo mechanical stresses that lead to dislocation flow and grain boundary

deformations. The resulting film imperfections, such as hillocks and whiskers, can protrude from

the film and pierce the oxide layer [124].

Most of the junctions we tested performed very well for our purposes. They provided an excellent

insulating barrier (see Section 3.3), and a moderately high quality factor (see Section 4.4).
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The MgB2 films themselves degraded over time since they are very sensitive to water and moisture

[8]. Some other fabrication techniques produce MgB2 samples that show no noticeable degradation

with exposure to atmosphere for many months, and have large amounts of impurities. However, we

encountered significant issues over a much shorter timescale. The MgB2-based junctions we tested

did not have an observable degradation after months of time in ultra-high vacuum. However, weeks

in a desiccator or days exposed to room air led the MgB2 films to degrade beyond the point of

usability. Since these effects were cumulative, and we received our devices after they’d been tested

several times at Temple or Penn State, we were limited to only 3-4 rounds of experiments with each

device.

2.5 Mounting Samples for Measurement

I mounted each ∼7-mm×7-mm SiC chip containing the MgB2 junctions to the sample box using

silver paint applied to the entire rear of the chip. This secure physical connection withstood thermal

cycling and provided thermal anchoring to the sample box.

Figure 2.11: (a) “Old” sample box, containing the higher-resistance c-axis MgB2/I/Pb junc-
tion and the reference Nb/I/Nb junction. Note that the microwave antenna has been moved
aside for sample mounting and wiring; it hovers over both chips during an experiment. (b)
“New” sample box, containing the “columnar” MgB2/I/Pb junction (and another that did not
provide any useful data).

For electronic contact to the top Pb/Sn electrodes, I used 0.1-mm diameter silver wires and silver
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paint. In principle, it would have been better to have one wire contact the Pb/Sn top electrode, and

another directly to the MgB2 film. But as described above, the MgB2 film had an oxide layer, and

the samples had been exposed for an unknown time before we received them. So, the properties of

the film, in areas unprotected by the junction top electrodes, were unknown. Therefore, silver paint

was likely to encounter a thick insulator rather than conducting to the MgB2 film. Even without

such a barrier, it may have formed a superconductor/insulator/normal-metal (SIN) junction. With

too thick an insulating barrier, we would have been unable to take any measurements whatsoever;

having a SIN junction to the MgB2 film would have complicated our results beyond our ability to

disentangle the effects.

In practice, we did not encounter problems by using only the Pb/Sn top electrodes. As shown

in Figure 2.12, the only area in common between the current bias and voltage measurement lines

is the junction being measured, plus Ohmic contact resistances and the silver wire connecting the

measured junction’s top electrode to the sample box. This Ohmic resistance is easy to correct for,

in our analysis. And, since the bias resistor has a resistance much larger than junction resistances,

having an extra junction in series on the current measurement side does not affect measurement of

current.

As shown in Figure 2.11, a microwave antenna allows microwaves to excite the junctions (see

Section 4.4). These are capacitively coupled to the junction, since there is no direct physical contact.

This design is simpler than those that couple the microwaves in with the current bias and was

sufficient for our purposes [1, 120].

2.6 Nb/AlOx/Nb Comparison Junctions

In order to demonstrate that the effects were observed were due to the material properties of MgB2,

rather than junction geometry or artifacts of our experimental system, we qualified each type of

data by taking equivalent measurements on Nb/AlOx/Nb junctions.

These junctions were manufactured by Hypres, Inc., and designed at the University of Maryland’s

Center for Superconductivity Research. This design includes an on-chip LC isolation circuit, to allow

the operation of the junction as a phase qubit, well-decoupled from the environment. Similar devices
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Figure 2.12: A schematic of the samples we measured, and how they were connected to
the electronics. The bias current passes from the room-temperature and low-temperature ca-
bles, through the Current Bias junction, through the MgB2 film, before passing through the
measured junction to ground. The measured junction and wires to ground are the only current-
carrying portions of the system that are measured on the detection side. Additional filtering
and amplification stages are not shown here, for simplicity.

have demonstrated the ability to couple two phase qubits [125].

Nb/AlOx/Nb junctions have been widely studied, so their properties are well-understood. Also,

this junction design is geometrically much smaller than the MgB2 junctions used in this study: 10

µm × 10 µm. This is much more common for the study of superconducting-to-normal switching ex-

periments (Chapter 4). Therefore, these junctions are well-suited for establishing the characteristics

of our measurement system.

Figure 2.13: Close-up view of a Nb/AlOx/Nb junction, of the same design as that used in this
thesis (reproduced from [1]). Two niobium electrodes are separated by a thick insulating layer,
except in a 10 µm × 10 µm region with a thin aluminum oxide barrier. These electrodes pass
to an on-chip LC isolation circuit on the order of 100 µm away. Contact pads for wirebonding
then allow these circuits to be coupled to the rest of our electronic apparatus.
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2.7 Conclusion

This chapter contains a broad view of our experiments, after many iterations of study and improve-

ments. As is true for much experimental work, I spent far more hours understanding, building, and

debugging the equipment than in acquiring or analyzing data.

With these systems and high-quality samples in place, I was able to make the highest-resolution

conductance measurements yet made on MgB2, and conducted the first superconductor-to-normal

state switching experiments on a hybrid 2-gap/single gap Josephson junction.
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Chapter 3: Current and Conductance vs. Voltage

Measuring the current vs. voltage (I −V ) and conductance vs. voltage (dI/dV −V ) characteristics

are widely-used techniques to study many important properties of Josephson junctions and the

materials of which they’re made. I have used these methods to explore the two superconducting

energy gaps of magnesium diboride and structures within each gap.

In this chapter, I review the theory describing electrical conduction from one material to another

and apply it to hysteretic superconducting tunnel junctions. I then expand the theory to include

multiple energy gaps and a phenomenological broadening parameter to allow a discrete set of gaps

to model a more complex distribution. Next, I describe the experiment design particular to this type

of measurement and review how I processed the resulting data. Finally, I present high-resolution

results on three separate devices with three very different film geometries.

My results demonstrate that, in order to fully characterize experimental tunneling results on

high-quality magnesium diboride films, more than two discrete gaps are necessary.

Note that substantial portions of this chapter are reproduced from the publication: S. Carabello,

J. G. Lambert, J. Mlack, W. Dai, Q. Li, K. Chen, D. Cunnane, C.G. Zhuang, X. X. Xi, and

R. C. Ramos, “Energy gap substructures in conductance measurements of MgB2-based Josephson

junctions: beyond the two-gap model”, Superconductor Science and Technology, 28(5):055015, 2015.

[99]

3.1 Theory

3.1.1 Superconducting Tunnel Junctions

The current-voltage characteristics of a generalized junction between two materials may be expressed

as

I(V ) = Gn

∫ ∞
−∞

N1(E)N2(E + eV )[f(E)− f(E + eV )] dE (3.1)
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Figure 3.1: A theoretical current vs. voltage curve for a hysteric Josephson tunnel junction.
As the current through the junction is increased from zero, the junction remains supercon-
ducting, with the I − V curve tracing the supercurrent branch. When the junction current
approaches the critical current I0, the junction switches to the resistive state, at which time the
voltage suddenly jumps from zero to near the gap voltage Vg = ∆1+∆2

e . The inverse of the slope
of the resistive branch equals the normal-state resistance RN . As the current is then reduced,
the voltage remains near Vg until the subgap region is reached, where the voltage rapidly falls
toward zero. The inverse of the slope of the subgap region equals the subgap resistance Rsg.
Each of these values is useful in characterizing the junction.
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where Gn is the normal-state conductance of the junction (assumed constant), Ni(E) is the density

of states for the ith electrode, and f(E) is the Fermi distribution

f(E) = 1/
(
e(E−EF )/kBT + 1

)
(3.2)

where EF is the Fermi energy.

Note that the conductance G may be computed from the derivative of the current with respect

to the voltage dI/dV . The normal-state conductance Gn may be visualized as the slope of the I−V

curve for V � Vg, or the inverse of the normal-state resistance RN (see Figure 3.1).

The density of states of a normal metal is usually approximated by a constant value up to

the Fermi level, above which it equals zero. This leads to a perfectly linear increase in current

with voltage, as expected for an Ohmic system. However, when one or both of the materials is

superconducting, the situation becomes more interesting.

When considering a pure tunnel junction between two superconductors, the BCS density of states

for a superconducting material is used,

N(E) = <

{√
E2

E2 −∆2

}
(3.3)

where E is the energy distance from the Fermi level, and ∆ is the superconducting energy gap of

the superconductor, and < refers to the real part of the bracketed term. This function is plotted in

Figure 3.3(a). Since we measure junctions made from two different electrode materials, each density

of states will use a different energy gap ∆1 and ∆2, where ∆1 (∆2) represents the lower (higher) of

the two gaps.

The combination of these equations gives the current-voltage characteristics of a pure tunnel

junction for V 6= 0. At V = 0, Cooper-pair tunneling gives rise to the Josephson supercurrent, as

described in section 4.1. For a voltage above the gap voltage |V | > Vg ≡ ∆1+∆2

e , sufficient energy

is provided by the applied voltage to break Cooper pairs into their component electrons, and the

electron current is nearly Ohmic. For |V | < Vg, known as the “subgap” region, the current is carried
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by quasiparticles, some mechanisms of which are outlined below.

The effect of these expressions may be understood by applying the semiconductor model for a

Josephson junction.

In Figure 3.2, the vertical scale is energy, while the horizontal distance from the center line

corresponds to the density of states in each electrode. As indicated in Equation 3.3, the density of

states is sharply peaked at E = ∆, and has no states available for |E| < ∆. At T = 0, all of the

states below E = 0 are filled, while all states above E = 0 are empty.

The effect of the Fermi distributions in equation 3.1 is to promote some electrons from E < ∆

to E > ∆. This becomes especially prominent for kBT > eVg.

Considering Equation 3.1, the effect of an applied voltage V may be thought of as sliding one of

the density-of-states curves up or down relative to the other. No current may flow until filled states

from one electrode reach available empty states in the other.

It is clear that, at T = 0, this will not happen until |eV | ≥ (∆1 + ∆2), at which point there

will be a discontinuous jump in the current, and an infinite conductance. For |eV | � (∆1 + ∆2),

the access of filled states in one electrode to available states in the other grows in a nearly linear

fashion, leading to a linear increase in current, as in an Ohmic resistor. The normal-state resistance

Rn is defined as the inverse of the slope of the I − V curve for |eV | � (∆1 + ∆2), or the inverse of

the normal-state conductance Gn.

At finite temperatures, some Cooper pairs are broken up, creating available electron states (above

the energy gap) and hole states (below it). These thermally-excited quasiparticles carry some current

throughout the range |V | < Vg. Its contribution is greatest at |V | = ∆1−∆2

e , where the peak in the

(relatively small) population of thermally-excited electrons (holes) of one electrode meets the peak

in available hole (electron) states of the other electrode. This gives a smaller conductance peak at

|eV | = |∆1 − ∆2|, which will grow in magnitude as the temperature increases. Additionally, the

peak at |eV | = (∆1 + ∆2) becomes broadened, with the Fermi distribution effectively “smearing

out” that peak. As T →∞, the electron populations are so thoroughly spread above and below the

gap that Ohmic behavior is again observed.
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Figure 3.2: The semiconductor model for conduction in an idealized Josephson junction. For
each figure, the BCS density of states N(E) for superconductors of two different gap energies ∆1

and ∆2 is shown horizontally, with energy on the vertical axis. In this picture, applying a voltage
across the junction corresponds to shifting the Fermi level of one of the electrodes relative to the
other. At any temperature, for |eV | � ∆1 + ∆2, the overlap of electron states of one electrode
with hole states in the other will change nearly linearly with voltage, leading to a nearly Ohmic
response at large voltages. (a) At T = 0, all the available states below the Fermi level EF
are filled; above it, they are empty. As a result, no current flows when |eV | < (∆1 + ∆2). At
|eV | = (∆1 + ∆2), the sharp peak in filled states in electrode 1 (2) meets the sharp peak in empty
available states in electrode 2 (1), leading to a discontinuous jump in current. (b) For T > 0,
thermal energy breaks up some Cooper pairs, causing some electron states above the Fermi level
to be occupied, leaving behind hole states below EF . These thermally-excited quasiparticles
carry some current throughout the range |V | < Vg (Vg ≡ ∆1+∆2

e ). Its contribution is greatest
at |eV | = (∆1 −∆2), where the peak in the (relatively small) population of thermally-excited
electrons (holes) of one electrode meets the large peak in available hole (electron) states of the
other electrode. Even so, the jump in current at |eV | = (∆1 + ∆2) will be much greater, at
most temperatures.
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Each of these behaviors can be observed in Figure 3.3.

3.1.2 A Model for Multiple Energy Gaps

The material I study in this thesis is magnesium diboride, which is often considered to be a two-

gap superconductor. However, as discussed in Section 1.4, several theoretical models suggest a

distribution within each gap. Perhaps the simplest model for these distributions is four broadened

gaps, with differing weights.

Therefore, in my analysis, I compare and contrast my data with two-gap and four-gap theoretical

fits. The fits are not an attempt to create a complete physical model of the dynamics of the junctions.

Instead, I chose the simplest possible models, with the fewest free parameters - models which were

sufficient for much of the published data revealing two gaps (see, e.g. [22]). My data clearly resolve

the difference between these simple models and the true nature of the energy gap distribution of

MgB2. As a result, these findings are one of only a few published data sets [98, 7, 126, 127, 128]

able to help distinguish between competing theoretical models. (See Figure 3.18 for a comparison

between these detailed theoretical models and our data.)

In the simplified model I used for a multi-gap superconductor (matching that described in [22]),

two additional effects are incorporated:

Broadening Factor Γ: Dynes et al. [129] found a broadening in conductance peaks that could

not be attributed to temperature. Instead, the quasiparticle lifetime provides a broadening that can

be accounted for by replacing all instances of E with E + iΓ in the BCS density of states.

Γ has also been used to simulate the effect of a convolution of the theoretical conductance with

a distribution of gap values [22]. In this thesis, I model the gap distribution as distinct gap energies,

with a broadening that phenomenologically matches the experimental gap distribution from our

experiments.

Including a constant Γ reveals a feature in the subgap region of the I − V curve, which I have

observed and used in my analysis. When Γ is included, the modified BCS density of states is nonzero

even at E = 0, whether or not the transparency of the junction is zero. This allows the formation

of peaks at ∆1 and ∆2 in the subgap region, down to T = 0, in the absence of Andreev reflections
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(which require a finite transparency). Because of their strong sensitivity to thermal broadening, the

peaks virtually disappear above 3 K in theoretical calculations using values similar to those of our

junctions. But, the peak at ∆1 becomes quite sharp as T → 0.

The effects of Γ can be seen by comparing Figures 3.3 and 3.4.

Weighting for multiple gaps: An additional refinement must be made when considering a

multi-gap superconductor. For a model including both the π and σ gaps of MgB2, the density of

states becomes:

N(E) = wπNπ(E) + wσNσ(E) (3.4)

Because the sum of the weights must equal 1, a single weighting factor may be used (substituting

wσ = 1− wπ). If additional peaks are observed, they can be modeled as additional gaps, each with

its own gap energy ∆, its own broadening factor Γ, and its own weight w, as long as the sum of the

weights equals 1.

For MgB2, two gaps are usually assumed. The weighting factors depend on junction geometry,

with wσ = 1−wπ ranging from less than 1% for pure c-axis tunneling, to ∼ 33% for pure a-b plane

tunneling [130, 22].

However, as indicated by the theories shown in Figure 3.18, two smoothly-broadened gaps (one

each for π and σ) are not sufficient to represent the density of states of MgB2. As a result, within

the π (or σ) gap, substructures are necessary, each with its own weighting factor. For simplicity, I

have chosen to model each structure as its own gap, with its own broadening. This will lead to a

conductance peak for each of the chosen gap values.

From the Fermi surface of MgB2 (Figure 1.8 (a)), it is evident that the observable contributions to

each gap will be dependent on the tunneling direction. Therefore, the weights for each substructure

should differ for different samples fabricated in different ways and on different substrates.

I have chosen to compare and contrast the data with a simple 2-gap model (one gap for π and

one for σ) vs. a model consisting of four gaps (two each for π and σ). I have observed that a 4-gap

model is superior below Tc of the Pb or Sn single-gap counterelectrode. Above that temperature,

the features are sufficiently broadened that only two peaks may be distinguished, whether a 2-gap

Chapter 3: Current and Conductance vs. Voltage 3.1 Theory



57

Figure 3.3: (a) The BCS density of states, as in Equation 3.3. (b) Theoretical normalized
current vs. voltage and (c) conductance vs. voltage at T = 0, from Equation 3.1, for a
junction where ∆1 = 0.6 meV and ∆2 = 1.8 meV. This assumes that the BCS density of states
N(E) applies for both superconductors. Note the sharp conductance peak at the gap voltage
Vg = ∆1+∆2

e . (d) and (e) are the corresponding curves at T = 2.5K. The conductance peak at
∆2−∆1

e is dramatic at this elevated temperature, when using the infinitely-sharp BCS density
of states. In (a), (c) and (e), the plot area has been limited; the peaks are infinitely high.
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Figure 3.4: (a) The BCS density of states broadened by Γ, as described in the text. For
this curve, ∆ = 1.8meV and Γ = 0.2meV. (b) Theoretical normalized current vs. voltage and
(c) conductance vs. voltage at T = 0, for a junction where ∆1 = 0.6 meV and ∆2 = 1.8
meV (as in Figure 3.3), but Γ1 = 0.01meV and Γ2 = 0.2meV. (d) and (e): the corresponding
curves at T = 2.5K. The conductance peak at the gap voltage Vg = ∆1+∆2

e remains the most
prominent feature at both temperatures, though it is more rounded compared with Figure 3.3.
Two new features appear in the subgap region at T = 0: at ∆1

e and ∆2

e . The peak at ∆2

e is
barely distinguishable, due to its broadening and proximity to the broadened peak at Vg. At
T = 2.5K, both are broadened beyond recognition, for these settings; they persist to somewhat
higher temperatures when (∆1 + ∆2) is larger. The peak at ∆2−∆1

e again appears at 2.5K (and
not at T = 0), although it is far less pronounced than in Figure 3.3.
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or 4-gap model is used (see Figure 3.5).

Figure 3.5: (a) Experimental and (b) theoretical normalized conductance vs. voltage curves
at 53mK, 3.05K, and 3.9K of an MgB2/I/Sn junction, using a 4-gap model. Curves have
been offset for clarity. The ability to resolve features improves dramatically as the junction
transitions from T > Tc Sn (forming an NS junction) to T < Tc Sn ∼3.7K (forming an SIS′

junction). Above Tc Sn, the features of the 4-gap model are sufficiently broadened that only two
peaks are apparent.

Hereafter, I will refer to these gaps as π1, π2, σ1, and σ2, with subscripts 1 (2) referring to the

lower- (higher-) energy sub-peaks of the π and σ gaps. I assume a single sample-dependent gap

value ∆, broadening parameter Γ, and weight w for each gap. I emphasize that I am not suggesting

a physical source for these gap values. Instead, they serve as a convenient phenomenological model

for the true gap distribution.

3.2 Experiment Design

Chapter 2 provided an overview of the operation of our helium dilution refrigerator, and some

components used in all of our experiments. In this section, I describe elements particular to this

class of tunneling spectroscopy experiments.

3.2.1 Electronic Apparatus

A block diagram of a typical experiment is shown in Figure 3.6. As described in Section 2.3.1,

an Agilent 33220A function generator provides a triangular wave output voltage, used to ramp the

junction current. For quickly characterizing the junctions, the bias current was swept at 10 Hz. For
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much of the data below, excellent results were achieved with a sweep frequency of 1 Hz. To resolve

dI/dV to finer detail, a frequency of 10-50 mHz was helpful.

As noted in Section 2.2.1, an SR560 voltage preamplifier operating in differential mode (with

unity gain) isolated the ground of the function generator from that of the rest of the experiment.

In order to operate in differential mode, we built a splitter box, which takes the inner and outer

conductors of a single BNC cable and separates them into the inner conductors of two separate BNC

connectors.

This isolated voltage is then placed across the remaining elements of the system: the bias resistor,

filters, and sample. The circuit is completed through the ground connection of the measured junction

to the sample box: the entire body of the cryostat then serves as the ground connection, in contact

with the outer conductors of all room-temperature BNC cables. Note that experiments with the

“columnar” junction used the newer, more compact LC and Mini Circuits filters, while experiments

with the c-axis and “terraced” samples used the older LC and copper powder filters.

The bias resistor is chosen to have a resistance as high as possible while still allowing the desired

currents to be reached. A high resistance serves two purposes: 1. By using a bias resistor very large

in comparison with the (nonlinear) resistance of the junction itself, the voltage source is effectively

converted to a current source. 2. Because the bias resistor is the closest component to the cryostat,

any noise from sources further “upstream” is attenuated.

One channel of the data acquisition card (DAQ) is used to measure the voltage across the bias

resistor. Simply dividing this voltage by the resistance of the bias resistor gives us the current. We

always use 5-band (1%) resistors tested for temperature stability, and always measure its resistance

prior to taking data (rather than using the label values).

To measure the voltage, the signal is first amplified. The c-axis and “terraced” junctions used the

custom-built JFET amplifier, as shown in Figure 3.6; the “columnar” junction used the commercial

SR560 voltage preamplifier in its place. In both cases, the amplified signal is sent to a second channel

of the DAQ.

The user is able to select the sampling rate of the DAQ. When quickly characterizing the junction,
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Figure 3.6: A typical block diagram used for current-voltage measurements. All red and blue
lines outside of the OVC correspond to coaxial BNC cables. Within the OVC, lines outside of
the sample box are the inner conductors of Thermocoax cables, and within the sample box, they
are fine silver wires. The junction being measured is grounded to the sample box itself, allowing
the entire cryostat to serve as the current return line. All other components are discussed in
the text.
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sample rates of 100-1000 samples/s worked well. Most of the publication-quality data were acquired

at 10,000 samples/s, although some at 1000 samples/s up to 50,000 samples/s were used.

For the “columnar” junction, a 16-bit National Instruments (NI) 9215 DAQ was used. Although

the results were reasonably good, the outer conductors of its separate channels are not isolated from

each other. As can be seen in Figure 3.6, this allowed the outer conductors to form a large loop,

resulting in significant 60 Hz noise. With sufficient averaging, good results were achieved, especially

with data gathered at 10 mHz. I tried a number of different averaging schemes, and compared

the results from multiple data runs acquired at 10 Hz, 1 Hz, and 10 mHz; in each case, all of the

features shown in the figures below appeared at the same voltages. So, I am very confident that the

results were not adversely affected by this noise and that they did not include artifacts of my data

processing techniques.

For the c-axis and “terraced” junctions, I used an NI 9239 DAQ, purchased using a grant I

received from Sigma Xi. The outer conductors of its separate channels are well-isolated, and it has

24 bits of precision. With it in place, no periodic noise was observed, leading to simpler analysis

and superior results. This is the primary reason why data in the subgap region are presented for

the c-axis and “terraced” junctions, but not for the “columnar” junction, in Section 3.3.2 (although

the benefits of the JFET amplifier contributed as well).

Using this arrangement, we had to be extremely careful about the grounding of the cryostat,

because all exposed metal is at the experiment ground. Additionally, we are unable to perform a

true 4-wire measurement, which requires additional corrections to be made in analyzing the data

(described in Section 3.2.3). But the method provided significant advantages. By requiring the use

of only two lines from room temperature to the sample box (rather than four), we are able to measure

twice as many devices per cooldown. Additionally, the heat load increases with an increasing number

of lines, so keeping the lines to a minimum allows us to reach a lower stable base temperature.

Additionally, Figure 3.6 shows that the current passes through one top Pb or Sn electrode,

through one Josephson junction to the MgB2 film below, then up through a second junction to a

separate Pb or Sn top electrode, before flowing to ground. Similarly, the voltage measurement line is
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actually across two junctions rather than just the one being measured. As described in Section 2.5,

we did this because it was a relatively simple matter to contact the top electrodes, while there was

substantial risk that we would have been unable to obtain any useful data had we tried to contact

the MgB2 film directly. This did not require any additional corrections in my I − V results. The

current was found by measuring the voltage across the bias resistor; this is independent of any other

portions of the circuit. As long as no other elements are in parallel with the measured junction, the

current through it will be equal to the current through the bias resistor.

For the voltage measurement side, in principle, we are measuring the voltage across the measured

junction plus the junction contacted by the voltage measurement line (together with the Ohmic con-

nection to ground). However, the extremely high input impedance of the JFET amplifier guarantees

that a negligible current will run through both the voltage measurement line and the junction it

contacts directly. So, because we do not exceed the critical current of that junction, making the

voltage across it is exactly zero. But even if that junction were to have a finite resistance, the tiny

current will lead to a similarly tiny voltage - far below the level of our signals.

3.2.2 Data Acquisition

In the seminal experimental papers on Josephson junctions, results were often reported as pho-

tographs of traces on oscilloscopes or plotter paper. We were able to do significantly more sophisti-

cated analysis, by acquiring data files to the computer using LabVIEW programs, and using Python

programs to process them.

When we first started work with the NI 9215 DAQ, we used the SignalExpress software from

National Instruments. While this was successful in recording the raw voltages across each channel,

it did not allow us to view real-time voltage traces as we could on an oscilloscope. In addition, we

needed a separate file containing essential information, such as which device was being measured,

the device temperature, the value of the bias resistor, etc. Without these values, it is impossible to

make sense of the data files.

As a result, I supervised and collaborated with Mariyan Stoyanov, an undergraduate student

working in our group. This resulted in a program that was fast and easy to work with, capable of
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adjusting many settings through the program rather than manually, and ensuring that proper values

needed for future analysis were recorded. It also required both of us to learn how to program in

LabVIEW, a skill I’ve already found helpful in other settings.

3.2.3 Data Analysis

The current vs. voltage curve allows us to directly establish several useful junction parameters:

critical current, gap voltage Vg, normal state resistance Rn and subgap resistance Rsg. However,

when seeking more detailed features of the gaps and within the subgap region, the conductance

G = dI/dV is more helpful.

We determined the voltage across the junction by dividing the voltage measured by the DAQ

by the total amplification factor. We found the current by dividing the measured voltage across the

bias resistor by the resistance. This gives us a series of discrete current and voltage data points.

One might expect to find the conductance by taking differences between the currents of consecutive

data points, and dividing by the difference between the voltages at those points. However, we

ramp the current at 10mHz to 10Hz, while acquiring data at 100Hz to 50kHz. As a result, even

the slightest random noise would completely overwhelm any features within the conductance curve,

using this method. Reasonable results could be achieved by sampling the data at a far slower rate,

although this would dramatically reduce the maximum possible resolution, and would prevent the

more advanced analysis possible with oversampling.

To improve the speed and ease in data analysis, I wrote Excel spreadsheets that took differences

between data points some fixed number of data points apart, rather than immediately adjacent data

points. And, rather than discarding the intervening data points, this process is repeated for each

consecutive data point in the file.

In order to ensure that the raw I − V data files would reveal the conductance peaks as desired,

I often used these spreadsheets immediately after gathering the data. The results proved extremely

valuable in optimizing settings and in illustrating when noise had re-emerged in the system (via

e.g. a “touch” between cable outer conductors, leaving an SR560 amplifier plugged in, etc.). The

spreadsheets also produced results suitable for presentation at conferences and for verifying that our
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system is capable of observing fine details in conductance curves (as shown in Section 3.2.4).

However, the results presented below required a more sophisticated method, for several reasons.

First, the amplification provided by our JFET amplifier is not perfectly linear, so a careful correction

is needed. Second, the current-voltage curve itself is highly nonlinear. So, any time the difference is

taken across the discontinuous superconducting-to-normal switch, extraneous points appear in the

conductance curve. Additionally, because the current changed at a steady rate, the voltage must

change at a varying rate for a nonlinear device. Since the amplitude of the voltage noise remained

roughly constant, that noise has a disproportionately large effect when the voltage changes slowly,

such as near the gap voltage Vg. So, no single step size can provide optimal results for all regions of

the conductance curve, for nonlinear devices such as these Josephson tunnel junctions.

As a result, I wrote a program in Python capable of averaging data points in a way that produces

useful results for the entire data set.

First, the program excludes data points near V = 0, and those immediately following them, so

that points on the supercurrent branch are never averaged with points after the junction has switched

to the resistive state. Then, at each point, it estimates how quickly the voltage is changing. If the

voltage is changing quickly, fewer points are averaged together; if the voltage is changing slowly,

more points are averaged together. The averaged currents and voltages are then stored, and all

data points used in that average are set aside, never to be used in any other average (so that one

aberrant point in the raw data file will affect no more than one point in the resulting output).

Differences between adjacent currents and voltages averaged in this way are then used to determine

the conductance dI/dV . This process was used to produce all of the plots shown in Section 3.3.

Before this process can be done, the raw data must be corrected. As noted above, the current is

the voltage across the bias resistor (recorded in the raw data file) divided by its resistance. But the

voltage recorded from the output of the JFET amplifier required three corrections prior to being

used in averaging.

• As described in Section 2.3.2, the voltage out of the amplifier is positive when the input voltage

is zero - i.e. there is a DC offset (in our case, roughly 3.2 Volts). This is a simple matter to
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Figure 3.7: Data taken on the “terraced” MgB2/I/Sn junction at T=23mK. (a) Raw voltage
data recorded by the DAQ. (b) The resulting I − V curve, after applying all corrections.

correct. In all of the results shown below, the junctions exhibited a supercurrent, which must

appear at V = 0. So, I plotted each raw data file, and recorded the voltage of the supercurrent

branch; this voltage was subtracted from the raw voltages for each point, prior to all other

processing.

• Section 2.3.2 also shows that the amplification of the JFET amplifier is slightly nonlinear, for

negative input to (positive output from) the amplifier. To resolve this, I took I −V data with

both the SR560 and JFET amplifiers for the “terraced” MgB2/I/Sn junction, which exhibited

features over the entire voltage range of interest. I then developed a simple function to correct

the slight nonlinearity. The results compared quite favorably with data measured across a

room-temperature resistor: as expected, the amplification was slightly nonlinear for positive

input to the amplifier. Each voltage was divided by this nonlinear amplification factor before

applying the final correction.

• Section 3.2.1 shows that our experiment has an Ohmic resistance in series with the junction; its

effects must be removed. Once again, the observation of a supercurrent made this correction

simple: as long as the current changes “slowly” (typically, less than MHz), the voltage across

the junction will remain zero for any current below the critical current I0. This leads to a

perfectly vertical slope on the I − V curve. The series resistance causes the supercurrent

branch to have a constant slope instead. So, for each data set, I found the resistance such
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that subtracting IR resulted in a vertical supercurrent branch. Then, for each data point, its

current I times this same resistance R is subtracted from each voltage.

3.2.4 System Qualification

In order to characterize the quality of our measurement system, after acquiring the 9239 DAQ

and installing the plastic clamps and centering rings, I gathered data on a conventional Nb/I/Nb

Josephson junction. As shown in Figure 3.8, even using the simple differencing analysis from my

Excel spreadsheet (described above), I was able to observe a series of Andreev reflections, which

compare quite favorably with published high-resolution results on a similar type of device [9].

Figure 3.8: Results for a Nb/I/Nb junction. (a) I-V data I acquired, after correcting for
the DC offset and series resistance. (b) The resulting conductance dI/dV -V curve, using the
simple differencing method described in Section 3.2.3. As described there, stray points near
V = 0 and dI/dV = 0 are artifacts, due to the supercurrent branch. (c) Results published by
another group [9], revealing similar features. The region shown in (c) corresponds roughly with
the black box indicated in (b). ((c) reproduced with permission from [9] c©IOP Publishing.)

Therefore, I am quite confident in the ability of our system to resolve fine features in the con-

ductance curves of Josephson junctions.
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3.3 Results

I seek to identify substructure within each of the energy gap peaks of conductance data of MgB2-

based junctions, by contrasting fits using only two peaks (i.e. in the absence of these structures)

with fits using four peaks (a gross simplification of the theoretical gap distributions shown in Figure

3.18).

The distinguishing features will be far more prominent at the energy gap peaks (∆Pb/Sn +

∆MgB2i)/e than at any other part of the conductance curves (as indicated in Figures 3.13, 3.14, 3.16,

and 3.17, below). However, by making use of other portions of these curves, I gain confidence that

these features within each energy gap are indeed properties of MgB2 (and not the counterelectrode

material), and significantly reduce the parameter space for fitting the data.

A 2-gap fit for these SIS’ junctions has seven independent parameters. Two are associated with

the counterelectrode material: its energy gap ∆ and broadening factor Γ. Then, each of the two

energy gaps of MgB2 has a characteristic gap energy (∆MgB2π and ∆MgB2σ) and a broadening factor

(ΓMgB2π and ΓMgB2σ). Finally, there is one independent weighting factor wσ = 1− wπ.

Similarly, a 4-gap fit has 13 parameters: gap energies and broadening factors for the counterelec-

trode and each of the four energy gaps of MgB2, together with three independent weighting factors

(where wπ1 + wπ2 + wσ1 + wσ2 = 1).

I can derive three of these parameters from data, before using any feature of the energy gap

peaks (∆Pb/Sn + ∆MgB2i)/e:

1. From the region between the π and σ peaks, I determine (to moderate precision) the relative

weights of the MgB2 π and σ gaps.

2. From peaks within the subgap region, I determine the energy gap ∆ and the broadening factor

Γ of the counterelectrode material (Pb or Sn).

3.3.1 Calculating Gap Weights

When properly normalized, both theoretical and experimental conductance curves must approach

1 as V approaches infinity. As indicated in Figure 3.9, the normalized conductance is very nearly
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1 at V ∼ 14mV for the MgB2/I/Pb junction shown in this model. I use the conductance at the

maximum acquired voltage, well above the σ peak at
(
∆MgB2σ + ∆Pb/Sn

)
/e, as the normalization

factor Gn.

Figure 3.9: 4-gap models of normalized conductance, for an MgB2/I/Pb junction with varying
weights associated with the π and σ gaps. At high V , the normalized conductance approaches
1, regardless of the relative gap weights. (See the shaded region ∼14 mV.) The conductance of
data in this region is used to normalize the conductance data of all three junctions. Between
the gap voltages, the conductance decreases as wσ increases. (See the shaded region ∼6-7 mV.)
This provides a measure of wπ and wσ, independent of features of the gap peaks themselves.

When two- or four-gap models are used, the conductance in between the gap voltages is lower

than it otherwise would have been, if there had been only a single gap at the lower gap energy.

(See the shaded region near 6-7 mV in Figure 3.9.) The greater the weight that is assigned to the

higher gap, the greater this suppression in the conductance will be, in this region. This provides a

moderately sensitive measure for the gap weights, regardless of the features attributed to the π and

σ gap distributions themselves.

Applying this method to the “columnar” MgB2/I/Pb junction, whose conductance is shown in
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Figure 3.10: Conductance data for two different counterelectrode materials and three film
geometries. These data were used to determine the gap weights. (a) MgB2/I/Pb results with
a “columnar” MgB2 film. wσ ∼20%, indicating significant tunneling along the a-b plane. (b)
MgB2/I/Sn results, with wσ ∼6%. (c) MgB2/I/Pb results with a planar “c-axis” MgB2 film,
with negligible contribution from the σ gap. Peaks in these three curves are shifted in voltage
due to the difference between the energy gaps of lead (∆Pb '1.4meV) and tin (∆Sn '0.57meV).
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Figure 3.10(a), I find wσ ' 20%. This value is remarkably high, considering that the MgB2 film

was deposited on 0◦ SiC, and the theoretical maximum for pure a-b plane tunneling is ∼ 33%. The

“terraced” MgB2/I/Sn junction I studied has wσ ∼ 6% (Figure 3.10(b)). And, as expected, for

tunneling to a pure c-axis MgB2 film, the σ peak was indistinguishable (wσ < 1%) (Figure 3.10 (c)).

Although these weights are not exact, they are sufficient to narrow the parameter space when

fitting for our desired values (∆π1, ∆π2, ∆σ1, ∆σ2). With these weights thus approximated, uncer-

tainty in the weights has negligible impact on the uncertainties in the energy gap values.

3.3.2 Obtaining ∆Pb and ∆Sn from Subgap Features

As discussed above, when a nonzero Γ is used, conductance peaks are expected to appear at the gap

voltages ∆/e of each superconductor (Pb or Sn in our case). It is unusual to observe this peak in a

low-transparency/high-barrier junction. It is especially unusual for it to be sharp enough to use for

establishing an energy gap value. My data in the subgap region of the conductance curves, shown in

Figures 3.11 and 3.12 attest to the high purity of the samples, the low transparency of the contacts,

and the low noise inherent in our measurement system.

These peaks are extremely useful for three reasons. First, they allow us to determine the gap

energy of the Pb and Sn counterelectrode to high precision, particularly as T → 0. Second, because

these subgap peaks are sharp and narrow, I am confident that the features I observe in the (∆MgB2
+

∆Pb/Sn)/e peaks (below) are due to MgB2 rather than the counterelectrode material. Finally, they

establish that Γ for the counterelectrode material is small.

I also note that the peak at ∆MgB2π/e is quite broad, which is appropriate for the distribution

in gap values expected in MgB2.

At higher T , the peak at (∆MgB2π −∆Pb/Sn)/e appears (above 1.69 K in Figure 3.11 and above

4.5 K in Figure 3.12). This peak is due to quasiparticles thermally excited across the energy gap

[17], as discussed in Section 3.1.1. The well-defined peaks at both (∆2 + ∆1)/e and (∆2−∆1)/e are

widely used to find unique numerical values for both gaps. In this case, however, the (∆2 −∆1)/e

peak takes on a rounded appearance due to the distribution in the π gap energies of MgB2, in

addition to thermal broadening. Therefore, the sharp subgap peaks at ∆Pb/Sn/e combined with the
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Figure 3.11: Conductance data in the subgap region, for a “terraced” MgB2/I/Sn junction
with Rn = 15 Ω and Rsg & 600 Ω, from 53 mK to 2.9 K. Curves have been offset for clarity.
The sharp peak at ∆Sn/e (full width < 0.07 mV) is used to establish ∆Sn in my analysis. This
is superior to using the thermally-broadened peak at (∆MgB2π −∆Sn)/e.
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Figure 3.12: Conductance data in the subgap region, for a c-axis MgB2/I/Pb junction with
Rn = 104 Ω, from 23 mK to 6 K. The most prominent low-temperature peak appears at ∆Pb/e.
The sharpness of this peak (full width < 0.1 mV), and the small conductance at voltages below
this peak (G/Gn < 0.002), are indications of a small ΓPb. A broader peak at ∆MgB2π

/e is also
evident, exhibiting far less temperature dependence, which is expected for MgB2 (Tc = 39 K).
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peaks at (∆Pb/Sn + ∆MgB2)/e provide far better measures of the values for each gap.

Many of the observed features are reasonably consistent with the simple 2-gap (one for π and one

for σ) and 4-gap (two each for π and σ) models described above, as can be seen in the subgap portions

of Figures 3.13, 3.14, and 3.15. However, a more sophisticated model is required to completely

reproduce all of the features in the subgap region. (For example, an Andreev reflection peak at

(∆Pb + ∆MgB2π
)/3e ' 1 mV appears at low temperature in Figure 3.12.)

Having determined the gap energies and broadening factors of the counterelectrodes, I now

discuss the gap structures themselves.

3.3.3 π Gap Substructure

A majority of Cooper pairs tunneling into an MgB2 surface are expected to tunnel to the π gap.

However, the precise details will be sample-dependent. Here, I consider the three significantly

different film geometries described above.

“Columnar”: On a rough 0◦ SiC substrate, an MgB2 film was grown, which formed columnar

structures (Figure 2.10 (b)). Pb was thermally evaporated to form the counterelectrode. Since the

MgB2 crystallites were far smaller than the area of Pb in contact with the film, tunneling could

occur along the c-axis, along the a-b plane, and anywhere in between. This allows the entire Fermi

surface to be explored simultaneously.

The gap distributions for Theories I and II in Figure 3.18 [5, 10] suggest that the π gap has a

double-peaked structure. As predicted, low-temperature data for this “columnar” sample, shown in

Figure 3.13, display a double peak at the gap voltage (∆MgB2π + ∆Pb)/e.

Complementary data on junctions with similar film geometry and quality may be found in [98]

and [7]. Qualitatively, the features are quite similar. The precise details will be sample-dependent

due to differences in the accessibility to the various portions of the Fermi surface and in the effects

of electron scattering on smearing out fine structures. Additionally, the data presented in this thesis

are at a somewhat higher resolution through a combination of measurement technique and lower

temperatures.

Clearly, a model possessing a single π gap cannot reproduce this structure. However, a simple
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Figure 3.13: Normalized conductance, showing the π gap for the MgB2/I/Pb “columnar”
junction. The data are well-modeled using two π gaps at 1.78 and 2.32 meV (with additional
gaps for sigma), while a single π peak is unable to capture significant portions of the data.
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model reflecting features for both π1 and π2 (in addition to multiple σ gaps, described below)

produces remarkable agreement.

Because different portions of the Fermi surface are associated with different portions of the gap

distributions of the theories in Figure 3.18, it is likely that all portions of the Fermi surface are

accessible for tunneling, in similar proportions; this conclusion is supported by the remarkably high

wσ for this tunnel junction. It is also likely that a two-peaked character is the correct one for the π

peak.

The peak in the subgap region establishes ∆Pb, while the level of the normalized conductance

between ∼5 mV and ∼8mV establishes wπ in a 2-gap model, or (wπ1 + wπ2) in a 4-gap model. Using

the taller peak at (∆MgB2π1 + ∆Pb) /e, ∆MgB2π1 was determined to a high precision: 1.78meV with

an uncertainty of ±0.02meV. (All uncertainties are estimated by finding a range of parameters that

produce reasonable fits, similar to the method outlined in [22].)

The remaining parameters in the 4-gap model are less certain. Given the asymmetry of the π2

shoulder, reasonably good 4-gap fits yield ∆MgB2π2 of 2.32 meV with an uncertainty of ∼ ±0.10

meV. The weights wi and the broadening parameters Γi are more uncertain, because according to

the model, any peak may have its height decreased by increasing Γi or by decreasing wi, and vice

versa.

However, as seen in Figure 3.18, none of the theoretical results produce two simple sharp peaks for

the π gap; and the broadening parameter is here being used exclusively as a means of approximating

a distribution in the gap energies. So, although w and Γ are necessary parameters in the fit, they

do not affect my goal in establishing the need for more than a single broadened π gap.

Therefore, I have demonstrated that a single gap energy for the π gap is quite far from the real

behavior of MgB2, while a π gap possessing two distinct sub-bands is a reasonable approximation.

“Terraced”: The MgB2/I/Sn “terraced” junction used an MgB2 film formed of parallel tilted

layers, each exposing a portion of the a-b plane as well as the c-axis.

Once again, a single π gap model fits the data very poorly. As shown in Figure 3.14, my simple

model including π1 and π2 is less successful than for the “columnar” sample, though capturing some
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Figure 3.14: Normalized conductance, showing the π gap for the MgB2/I/Sn “terraced”
junction. The prominent shoulder at∼3 mV indicates that a single gap energy is not appropriate
for the π gap. A better fit is given by a four-gap model with π gap values of π1 = 1.77 meV
and π2 = 2.3 meV.
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of the main features. Fitting to the tallest peak yields a π1 gap energy of 1.77±0.04 meV. However,

the broad shoulder can be fit by a wide range of π2 gap energies, with an uncertainty of ∼ ±0.2

meV.

Within the model, it was not possible to faithfully fit the data, as shown in Figure 3.14. This

is not surprising: as indicated by the lower value of wσ for this junction, a higher proportion of the

tunneling is along the c-axis. This indicates that less of the Fermi surface of MgB2 is accessible for

tunneling than in the “columnar” junction of Figure 3.13. So, some portions of the gap distribution

within the π peak will be relatively unexplored, while others that may seem low in the models of

Figure 3.18 will be relatively overrepresented. Additionally, the shorter height of the crystallites will

tend to increase electron scattering. Each of these effects can easily lead to a distribution that is

not well-approximated by two rounded peaks. Similar results were found by Dai et al. [7] from 40

K to 1.8 K, with some further broadening due to temperature.

Even so, this prominent shoulder at V ∼ 2.7 mV (∆MgB2π2 ∼ 2.3mV) demonstrates that a single

π gap, no matter how it is broadened, is inconsistent with the data. Therefore, even with samples

that do not fully explore the Fermi surface, I demonstrate that the π gap must form a distribution

rather than a single gap value, which may prove illuminating in refining theoretical models.

c− axis: In pure c-axis tunneling, almost all of the tunneling is to the π gap, with minimal

contribution from the σ gap. Moreover, the distribution within the π gap should be more limited

than in cases where the a-b plane is exposed, since less of the Fermi surface is being explored.

Low-temperature data on a c-axis MgB2/I/Pb junction are shown in Figure 3.15. It consists

mainly of a single peak, centered at the lower-energy π1 sub-gap. (That is, the peak appears at a

voltage (∆MgB2π1 +∆Pb)/e.) However, using a single-gap theory with variable Γ, it was not possible

to find a combination of ∆ and Γ which make the peak broad enough to match the data. A model

including two π gaps also fails to provide a good match.

From these data alone, it is not clear whether a distribution in gap energies is required, or if a

different broadening (which cannot be modeled using Γ) is sufficient.

However, I gain increased confidence in the significance of features observed in the other film
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Figure 3.15: Normalized conductance, showing the π gap for a MgB2/I/Pb c-axis junction.
By tunneling purely along the c-axis of MgB2, far less of the Fermi surface is explored. As a
result, the gap distribution is not apparent. Even so, a single π gap (broadened via Γ) is unable
to match the data. A sample model, using two π gap energies, is shown for illustration only.
Because there is neither a shoulder nor a second peak, a wide range of parameters fits the data
similarly well, in a 2-gap model.
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geometries because, as expected, this junction shows a more limited distribution. All three films

were fabricated using similar methods, all were deposited on SiC, and all were measured using the

same apparatus. So, if there were any spurious artifacts in the conductance curves, one would expect

them to appear in these c-axis samples as well. Their absence supports our conclusion that the gap

structures seen in the other samples are inherent properties of MgB2.

3.3.4 σ Gap Substructure

The high Tc of MgB2 is primarily due to the strongly-coupled Cooper pairs forming in the σ band.

Therefore, understanding structure of the σ gap is of key importance in theories modeling supercon-

ductivity in MgB2. As shown in Figure 3.18, the competing models predict different distributions

within the σ gap. Our high-resolution gap measurements have the potential to validate these theo-

ries.

As seen in Figure 3.10(c), tunneling to a c-axis MgB2 surface naturally shows no features in the

σ gap. However, the other contact geometries do produce useful information.

The “columnar” MgB2/I/Pb junction data exhibit features that are clearly incompatible with a

simple 2-gap model, as shown in Figure 3.16. If there is only a single σ gap, then the resulting curve

must take on the shape of a broadened BCS density of states, with a steeper low-energy edge, and a

gradual decay toward its limiting value of 1 at higher energies. My data reveal exactly the opposite:

a relatively sharp peak at high energies, together with a prominent lower-energy shoulder. These

features are reasonably well-modeled by two separate σ gaps (which, together with the two π gaps

form a 4-gap model). However, there are some features that cannot be fit by two sub-gaps within

σ. Indeed, as shown in Figure 3.18, the major competing theoretical models suggest that two peaks

are insufficient to accurately portray the σ gap.

The “terraced” MgB2/I/Sn junction also exhibits a sharper peak at higher energies, and a promi-

nent lower-energy shoulder. However, since wσ is ∼ 6% (in contrast to the “columnar” junction’s

∼ 20%), the peaks are less pronounced. As shown in Figure 3.17, a two-gap model (with a single σ

gap) is far from adequate for representing the data, while a four-gap model (with two σ sub-peaks)

models the data fairly well.
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Figure 3.16: Normalized conductance, showing the σ gap for the MgB2/I/Pb “columnar”
junction. A series of features, including a prominent shoulder at a lower voltage than the main
peak, indicate that the σ gap is more complex than a single broadened peak.

Chapter 3: Current and Conductance vs. Voltage 3.3 Results



82

Figure 3.17: Normalized conductance, showing the σ gap for the MgB2/I/Sn “terraced”
junction. As above, a prominent shoulder appears at a voltage below that of the main peak.
Therefore, the σ gap cannot consist of a single peak. Note that, due to junction self-heating
near the σ gap voltage, the lowest stable temperature for observing the σ peak was 53 mK.
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Table 3.1: Comparison of energy gap values of MgB2 derived from fits to experimental data
vs. peaks in theoretical density of states calculations. Experimental uncertainties are estimated
by the range of gap values for which a 4-gap fit may produce reasonable agreement with the
data. Theoretical values are based on the center of each peak (see Figure 3.18). Values for ∆σ

for Theory II are approximate, as it is not easily separated into two sub-peaks.

Feature “Columnar” “Terraced” Theory I Theory II
Data Data [5] [10]

∆π 1 (meV) 1.78±0.02 1.77±0.04 1.51 1.3
∆π 2 (meV) 2.32±0.10 2.3±0.2 2.06 2.2
∆σ 1 (meV) 7.49±0.30 7.30±0.20 6.61 ∼8.2
∆σ 2 (meV) 7.96±0.05 7.88±0.05 7.13 ∼8.7

3.4 Discussion

I have summarized my results in Table 3.1 and Figure 3.18. These results show that our experiments

can resolve features in the gap structures of MgB2 less than 0.5 meV apart, with a precision as low

as 0.02 meV.

As noted earlier, features in NS conductance data are expected to be thermally smeared by

∼ 2kBT . This corresponds to 0.69 meV at 4 K, and 0.17 meV at 1 K. SIS′ conductance data

should be even sharper. This suggests that energy gap differences of these orders are resolvable at

the temperatures of this study, using SIS′ junctions. The fact that I have observed independent

features associated with the counterelectrode materials in the subgap region, to similar precision,

further support the conclusion that these features are inherent in MgB2.

Scattering will also limit the ability to resolve features within the energy gaps. The scattering

rate γ∗ may be calculated from γ >
√
〈∆〉 δ∆ [94], where 〈∆〉 is the average order parameter,

and δ∆ is the variation of the order parameter over the Fermi surface. If I equate these with the

average energy gap value and the resolution of our energy gap data, respectively, I find a scattering

rate on the order of 1 meV. This implies a mean free path beyond 300 nm. Since this distance

is on the same order as irregularities in the film surface [7], it is surprising to observe this energy

gap substructure, even with extremely clean samples. Nevertheless, prior tunneling spectroscopy

experiments at temperatures from 1.8 K to 7.0 K have exhibited such resolved features [98, 7], in

∗Although the symbols conventionally used for each quantity are the same, this scattering rate γ is not related to
the phase difference across the two electrodes of a Josephson junction γ = θ1 − θ2.
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Figure 3.18: My normalized conductance data of MgB2, obtained using MgB2/I/Pb and
MgB2/I/Sn junctions, compared with theory. Curves are offset for clarity. For the data, the
counterelectrode gap energy has been subtracted, leaving only the contribution from MgB2.
Theory I [5] and Theory II [10] show the local density of states vs. gap energy at low tem-
perature. Theory III [11] shows the superconducting energy gap, for energies within 0.01 eV
of the Fermi energy at T=0. A histogram of its points, at the Fermi energy, would produce
distributions analogous to Theories I and II. The data resolve features that may be useful in
refining theoretical models.
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addition to our experimental results presented here.

Table 3.1 and Figure 3.18 also show that none of the three published theoretical models showing

a distribution of gap energies [5, 10, 11] matches the data precisely. However, Theory I [5] bears

the strongest qualitative similarity, most notably in the shape of the sigma gap structures (with

the strongest feature at the highest energy). In fact, if the features from Theory I are scaled up in

energy by a factor of 11%, there is very good agreement with our data (see Table 3.1). There are

several reasonable explanations for this.

Similar experiments on similar samples find that both the π and σ gap energies of MgB2 are

significantly elevated when SiC is the substrate for the MgB2 film, when compared with MgO [7, 98].

This is logical, considering the thermal contraction that occurs as the sample is cooled after growing

the film - MgO and MgB2 have a much smaller mismatch in expansion coefficients than do SiC and

MgB2. Therefore, MgB2 films on SiC experience an increased tensile strain.

Pogrebnyakov et al.[131] have found that tensile strain increases Tc in MgB2 films deposited by

HPCVD. They attribute this increase to the softening of the E2g phonon mode (associated with

the σ gap). For MgB2 films on SiC, they find Tc is approximately 41.5 K, rather than the bulk

value of 39.4 K. Because each gap energy is proportional to Tc (with 2∆σ(0) = 4.18kBTc and

2∆π(0) = 1.59kBTc)[130], elevating Tc from 39.4 K to 41.5 K provides a roughly 5.3% increase in

the energy gap values for each gap.

The remaining discrepancy may be due to assumptions used to simplify the theoretical analyses.

These experimental results may prove useful in refining models.

3.5 Conclusion

I have performed high-resolution tunneling measurements of low-transparency MgB2 tunnel junc-

tions using “terraced,” “columnar,” and c-axis geometries, at low (4 K) to very low (23 mK) tem-

peratures. With these measurements, I have probed the substructures within the π and σ gaps of

MgB2 and generated data useful in validating and refining existing theoretical models.

Within the subgap, I observed very sharp peaks that identify, to high precision, the values of

the energy gaps of the junction counterelectrodes (Pb and Sn). These lead us to conclude that the
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substructures seen in the π and σ gaps are due to MgB2, consistent with prior reported measurements

[98, 7, 126, 127, 128].

Using a simplified two-band and four-band model with variable gap weights and broadening

factors, I demonstrate how these sub-structures illustrate the need to go beyond a two gap model.

Chapter 3: Current and Conductance vs. Voltage 3.5 Conclusion



87

Chapter 4: Superconducting-to-Normal Switching

The analysis described for current and conductance vs. voltage in Section 3.1 took the BCS density

of states as a given, and disregarded the Josephson supercurrent. Considering the supercurrent in

more detail highlights some interesting physics worth studying in its own right, and provides the

foundation for several applications. The focus of those studied in this chapter involves the transition

from the superconducting state to the normal state (“switching”).

Experiments that analyze the switching from the superconducting to normal states can be very

sensitive probes of the properties of Josephson junctions and the materials of which they are made.

The washboard potential model of Josephson junctions allows the problem to be recast into the

thoroughly-studied system of the escape of a particle from a potential well. Several experimental

signatures have been found that distinguish classical from quantum mechanical behavior in these

experimental devices. Some of these distinctive features are most apparent in the resonant behavior

of a junction exposed to microwave irradiation.

Additionally, highly underdamped Josephson junctions (quality factor Q � 1) are useful for a

variety of applications, whether or not new physics are involved. For example, they are used in high-

frequency detectors, and single-photon detectors over a wide range of frequencies (e.g. [132, 133]).

The ability to set and read quantum states using macroscopic electronics has also led Josephson

junctions to be proposed as useful for quantum computing. In order to preserve the quantum state

long enough for computations to be possible, the junctions used in superconducting qubits (e.g.

[134, 135, 136]) require a high quality factor.

In this chapter, I describe the theory leading to the washboard potential model, and its implica-

tions for our switching measurements. I then discuss the features unique to this type of experiment,

and how to extract properties of the junctions from the data.

Finally, I present our results, which form the first switching experiments on hybrid Josephson

junctions (i.e. junctions incorporating both single-gap and multi-gap materials as their two super-
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conducting electrodes). These results demonstrate it as a viable technique for exploring the physics

of such a junction. For the most part, my results are consistent with theory developed for conven-

tional junctions; however, there are some indications of new processes at work. Also, with quality

factors Q0 ∼100, I show that these devices may be useful for applications.

4.1 Theory

4.1.1 The Josephson Equations

As described in Section 1.1.3, superconductivity occurs as electrons with opposite spins form Cooper

pairs. As Bosons, they can collapse into a single quantum state. Therefore, all Cooper pairs in a

macroscopic superconductor are described by a single wave function, with a single (position- and

time-dependent) phase.

As described in more detail in Section 1.2, imposing a phase difference across two coupled super-

conductors directs a current flow across the boundary. This is described by the Josephson equations:

I = I0sin (γ) (4.1a)

V =
Φ0

2π

dγ

dt
(4.1b)

where γ is the phase difference between the two superconductors, I0 is the critical current through

the junction, and Φ0 is the flux quantum h
2e = 2.07× 10−15 Wb.

Often, Josephson junctions are assumed to be “small” (described as “lumped junctions”), so that

the phase difference γ and current density J vary negligibly with position. This is satisfied whenever

the longest dimension of the junction is significantly smaller than the Josephson penetration depth

λJ =
√

~
2µ0edJ

[137], where J is the critical current density of the junction, and d = (λ1 + λ2 + t) is

the magnetic penetration; λ1 and λ2 are the London penetration depths of the two superconducting

electrodes, and t is the barrier thickness. Using the values applicable to our junctions, λJ ∼ 1.4−2.8

mm, while our longest lengths are ∼ 0.3 − 0.6 mm. So, although our junctions are physically

much larger than many used for superconducting-to-normal switching experiments (e.g. [138] and
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references therein), we are still reasonably in the “small junction” limit, with L/λJ . 0.1. In

contrast, the “large junction” limit applies when L/λJ > 1. All of the following analysis assumes a

single, uniform phase difference across the junction.

4.1.2 The Washboard Potential

The Josephson equations describe only the pure junction aspect of a physical system of coupled

superconductors. Of course, a real junction, being constructed of physical superconductors with a

physical barrier will have some resistance intrinsic to the barrier and capacitance across the elec-

trodes as well. Also, it is coupled to an environment which contributes a noise current. For some

experiments, the junction is capacitively coupled to a microwave source, providing an additional

high-frequency current source. This leads us to the resistively and capacitively shunted junction

(RCSJ) model of a Josephson junction (Figure 4.1) [139].∗

Figure 4.1: The RCSJ model of a Josephson junction. An external driving bias current Ib
is divided among all channels. The cross represents the “pure junction” channel, described by
the Josephson relations. The resistive and capacitive channels are provided by the junction
geometry, with some contributions from parallel circuitry. The current source If denotes any
current fluctuations, whether due to thermal noise, electronic noise, or intentional excitations,
such as via microwaves.

Since these components are in parallel, VJ = VR = VC = V . Likewise, the bias current is

∗ By taking the derivative of the first Josephson relation, and combining it with the second, we see that the voltage
across the “pure junction” component of the RCSJ model depends on the rate of change of current. As a result, a
junction is sometimes modeled as a nonlinear inductor. Since the junction inductance usually dominates over the
inductance of the “resistive” channel, we do not explicitly include an inductive shunt in the RCSJ model.
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split among these components: Ib = IJ + IC + IR + If , where If represents any source of current

fluctuations (e.g. thermal noise, electronic noise, or microwave excitation). Since IR = V
R and

dQC
dt = IC = C dV

dt , combining these results with the Josephson relations (Equations 4.1a and 4.1b)

leads to:

Ib = IJ +
V

R
+ C

dV

dt
+ If

= I0sinγ +
Φ0

2πR

dγ

dt
+ C

Φ0

2π

d2γ

dt2
+ If

(4.2)

This differential equation may be more easily understood by considering an analogue mechanical

system obeying an equation of motion that is identical to Equation 4.2. Therefore, we recast the

equation as:

C

(
Φ0

2π

)2
d2γ

dt2
= − 1

R

(
Φ0

2π

)2
dγ

dt
−
(

Φ0

2π

)
(I0sinγ − Ib + If ) (4.3)

By equating the phase difference γ with a fictitious position coordinate, we see that this is

equivalent to the motion of a fictitious “phase particle” with mass m = C
(

Φ0

2π

)2
subject to a

damping force 1
R

(
Φ0

2π

)2
, in a “tilted washboard potential” U (γ) = −

(
Φ0

2π

)
(I0cosγ + Ibγ − Ifγ) (plus

a constant of integration, which we choose to be zero). (See Figure 4.2.) Note that, by arranging

the constants in this way, the washboard potential has units of energy.

A convenient energy scale is the Josephson coupling energy EJ0 = Φ0I0
2π , which is half the depth

of each well at zero bias. Defining I = Ib − If , we find

U (γ) = −EJ0

(
cosγ +

I

I0
γ

)
(4.4)

In this model, the mass is proportional to the junction capacitance, the damping is inversely

proportional to the junction resistance, the tilt of the washboard is provided by the bias current,

and the speed at which the phase particle is rolling down the washboard is proportional to the

voltage across the junction. The fluctuation currents If may be thought of as providing small, rapid
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Figure 4.2: The washboard potential for an ideal tunnel junction. The behavior of a “phase
particle” in this potential mimics that of a Josephson tunnel junction. The mass of the phase
particle is proportional to the junction capacitance, a damping force is inversely proportional
to the junction resistance, and the speed of the phase particle is proportional to the junction
voltage. When I < I0, local minima exist, allowing the phase particle to be “trapped”, giving
an average voltage of zero across the junction. However, for 0 < I < I0, these states are
metastable, as there is always a lower potential beyond the barrier ∆U . As the bias current
increases, the barrier height ∆U and resonant frequency ωp decrease. For I > I0, there are no
potential minima, meaning the phase particle must be “running” down the washboard potential,
resulting in a finite voltage across the junction.
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variations in the bias current/tilt of the washboard.

Alternative models exist, including a damped pendulum with an external torque proportional

to the current I, and considering the junction as a nonlinear inductor. Each model has appealing

aspects, and is able to enhance understanding for different physical situations. For the processes

considered in this chapter, the tilted washboard model provides the clearest insights.

By setting the derivative of U (γ) = 0, we see that local minima exist which may “trap” the

phase particle when I < I0. Therefore, for a fixed nonzero current, the voltage across the junction

may remain zero; this current is known as the Josephson supercurrent. Even for a changing current,

the resulting voltage is usually negligible below I0: since V = Φ0

2π
dγ
dt and the position γ of each local

minimum changes slowly with changes in current, the current would need to grow from zero to an

appreciable percentage of I0 on the order of a nanosecond in order to produce a voltage on the order

of a microvolt. As a result, any portion of the I − V curve associated with negligible voltages is

usually described as the “supercurrent branch.” (See Figure 3.1.)

When the phase particle is trapped at a local minimum, it will tend to oscillate at a frequency

referred to as the plasma frequency, ωp,
† which can be found from the curvature, k ≡ ∂2Epot

∂γ2 , at the

local minima of the washboard potential, γ = sin−1
(
I
I0

)
+ 2πn. Combining this with Equation 4.4

gives k = EJ0

√
1−

(
I
I0

)2

.

Small oscillations about the local minimum will occur at ωp =
√

k
m , or

ωp = ω0

(
1− (I/I0)

2
)1/4

(4.5)

where the plasma frequency at zero bias ω0 =
√

2eI0
~C .‡

It is worth noting that the resistance that appears in the RCSJ model is the resistance at the

plasma frequency. If the quasiparticle resistance of the junction dominates, the subgap resistance

Rsg is used. However, this is rarely the case - in most systems, the shunt impedance provided by the

†By using ω, it is to be understood that these equations are for angular frequency (in rad
s

). In Section 4.4, we
use frequency f (in Hz) = ω

2π
. For convenience (and consistency with the literature), we use the term “frequency”

to describe both; the symbols and units resolve any ambiguity.
‡This notation and terminology are not uniformly applied in the literature: a significant fraction applies it as

described here, while a significant fraction calls
√

2eI0
~C the “plasma frequency of the junction” and labels it as ωp

rather than ω0. Additional notations are also used; care must be taken when researching the literature.

Chapter 4: Superconducting-to-Normal Switching 4.1 Theory



93

leads connected to the junction is a stronger effect at high frequency, giving a resistance typically

between 10 and a few 100 Ω [140, 141, 142, 143, 144]. This is why groups seeking to use Josephson

junctions for quantum computing often use on-chip isolation circuits, or at least isolation in very

close proximity to the junction itself [1, 120]. Our devices do not have such isolation, so we expect

to use a resistance substantially lower than Rsg.

For I ≥ I0, there are no local minima. Therefore, the phase particle is guaranteed to be in the

“running state,” moving down the washboard. Since γ must be changing, there must be a finite

voltage.§ At this point, the voltage suddenly jumps to near the gap voltage Vg = ∆1+∆2

e . The time

required, given by τturn−on =
√

CΦ0

2πIc
[145], is extremely small: on the order of a few picoseconds.

For I < I0, local maxima also exist, at γ = π−sin−1
(
I
I0

)
+2πn. The energy difference between

adjacent maxima and minima, known as the barrier height, is given by

∆U = 2EJ0

√1−
(
I

I0

)2

− I

I0
cos−1

(
I

I0

) (4.6)

Prior to considering the washboard model, one may expect that a Josephson junction would

switch from the superconducting state to the normal (resistive) state only at the critical current I0.

Many references do refer to the current at which the switch happens as the critical current.

However, this model makes it clear that that is not the case. Because we have a particle confined

to a well, the phase particle must escape at a current lower than the current at which there are no

local minima at all. It may escape “over” the barrier, when either the thermal energy kBT or energy

provided by fluctuation currents are at least on the order of ∆U . Even in the absence of fluctuations

and for T → 0, the phase particle may quantum-mechanically tunnel “through” the barrier. The

switching current Isw, defined as the current at which the voltage suddenly jumps from zero to a

finite value, must therefore be below I0.

§ All of this is consistent with the material discussed in Chapter 3. However, it reveals a new detail: In the
analysis there, we considered the voltage to be a function of the current. Here, we see that, at a constant current, the
phase particle will not progress down the washboard at a steady speed; instead, it will have a higher terminal velocity
on steeper sections, and a lower one on shallower sections. This means the voltage will fluctuate, at a frequency
that depends on the current (tilt of the washboard) and the resistance (damping force acting on the phase particle).
Therefore, all of the I−V curves do not truly plot current vs. the voltage, but instead the current vs. average voltage.

In our case, however, the junction capacitance acts as an effective shunt to the oscillating part of the junction
voltage. So, the instantaneous voltage and mean voltage may be used interchangeably, as we did above.
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Since escape over the barrier and tunneling through the barrier are stochastic processes, repeat-

edly ramping the current from 0 through I0 will produce a distribution in values for Isw. A great deal

of interesting physics may be revealed by repeating the ramping process many times, and producing

histograms of the results. This method was first developed by Fulton and Dunkleberger [146].

The RCSJ model also provides a convenient analogy for another useful measure: the quality factor

Q. In a parallel RLC circuit, Q = ω0RC. In our case, we must use the bias-current-dependent ωp,

to get Q = ωpRC, with ωp as defined in Equation 4.5. (Of course, at zero bias, Q0 = ω0RC.)

4.1.3 Histograms and Escape Rates

Because the escape of a particle from a potential well is such a widely-studied problem, there is

a large body of theoretical results that may be applied. Often, these analyses are in terms of the

escape rate – the rate at which a particle or group of particles is able to escape; or equivalently, the

inverse of the lifetime of the particle in the well.

As described in Section 4.2, our apparatus records the time of a switching event; we are able to

extract a switching current by knowing the rate at which the current is ramped. Since the escape

rate has dimensions of [time]−1, it is convenient to leave our data in terms of times, and only convert

to currents after performing the histogram and escape rate calculations.

We record ∼ 103− 106 switching events, in order to produce reliable histograms. When creating

histograms, we bin the data into a large number of bins, each with a width ∆t, centered at the times

ti.
¶ We denote the number of counts in the bin at ti as H (ti). The number of counts in bin ti plus

the counts in all later bins is denoted N (i) =
∑∞
t=ti

H (t). With these definitions, the escape rate

Γ is given by‖

Γ (ti) =
1

∆t
ln

(
N (ti)

N (ti+1)

)
(4.7)

¶When choosing the bin width, there is no “best” method. That is, it must not be so wide as to obscure relevant
features, nor to have a dramatically different escape rate from beginning to end of the bin. But it must not be so
narrow that statistical fluctuations between adjacent bins become the most prominent features. Even with arbitrarily
high statistics, results displayed using excessively narrow bins will be affected by noise at a level below that needed
to observe relevant features; and ultimately, the resolution of the timer provides a limit. However, as long as one does
not go too far to either extreme, the appearance of the histograms and escape rate plots will be quite similar, giving
useful results.
‖Although the symbols conventionally used for each quantity are the same, the escape rate Γ is not related to the

broadening factor Γ used in Chapter 3.
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where ∆t is the time width of each histogram bin.

This can be understood by considering the number of particles that escape −dN during the time

dt, under an escape rate (or inverse lifetime) Γ that is assumed constant over this infinitely-small

time:

dN (t) = −Γ (t)N (t) dt (4.8)

where N(t) is the number of particles that have survived up to time t. The value is negative because

the number of surviving particles decreases with time.

By integrating Eq. 4.8 from ti to ti+1 = ti + ∆t, we obtain Eq. 4.7. This result assumes that

Γ(ti) is constant over ∆t, which is reasonable for the relatively small time-width chosen.

Conceptually, we imagine an ensemble of states in the well, with some percentage of the total

states escaping in each time interval. The greater the proportion of “available” states (i.e. those

which have not yet escaped) which escape during the bin ti, the greater the escape rate Γ (ti) must

be.

We may also apply Eq. 4.8 to simulate an experimental histogram, based on a theoretical escape

rate (e.g. using the equations presented in Section 4.1.4). Consider the events binned in current

increments ∆I rather than time increments ∆t. We compute the current I at a particular time

t simply by multiplying by the known ramp rate dI/dt. Let us define P (I) as the probability of

finding an escape in a particular bin; i.e. P (I) = H(I)/N(I = 0). Equating the number that escape

−dN with the histogram counts in that bin H(I), we find:

P (I) = Γ (I)

(
dI

dt

)−1

∆I

(
1−

I−∆I∑
u=0

P (u)

)
(4.9)

Note that an equivalent expression, in integral form, is presented as Eq. 6 in [146].

Theoretical histograms and escape rates, plotted according to Equations 4.9 and 4.12, are shown

in Figure 4.4.

Of course, this escape rate calculation will not be perfect, since there is a finite amount of sampled
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data. The errors will tend to be greatest when the number of counts in a bin H (ti) is smallest.

Ignoring any systematic experimental errors, the statistical error in the escape rate will be [1]∗∗

δΓ =
√
α2N (ti) + β2H (ti) (4.10)

where

α =
1

∆t

(
1

N (ti)
− 1

N (ti)−H (ti)

)
(4.11a)

β =
1

∆t

(
1

N (ti)−H (ti)

)
(4.11b)

These equations are the basis of the experimental plots below, such as Figure 4.3.

4.1.4 Classical vs. Quantum Escape

As the bias current approaches the critical current I0, the barrier height goes to zero, and the escape

probability increases exponentially. This is true whether the escape is dominated by quantum

tunneling through the barrier, or classical promotion over the barrier.

Roughly speaking, classical behavior will dominate when kBT is on the order of ∆U and/or when

there are many energy levels in the well, which occurs when E0 � ∆U . (These two conditions are

effectively equivalent at high escape rates: if kBT ∼ ∆U , then nearly all of the phase particles will

have escaped by the time that E0 ∼ ∆U .)

In the event that escapes are dominated by classical (thermal) effects, the escape rate in a system

with low damping follows that found by Büttiker, Harris and Landauer [147].

ΓBHL = at
ωp
2π

exp

(
− ∆U

kBT

)
(4.12)

where the prefactor at is given by at = 4[√
1+5QkBT/(9∆U)+1

]2 .

∗∗ Because Γ (ti) uses N (ti), which depends on a series of bins, the bins are correlated with each other. As a result,
this expression is not exactly correct. However, it is close enough to give a useful representation of the statistical
uncertainty in the escape rate.
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Figure 4.3: Switching data taken on the “terraced” MgB2/I/Sn junction at 23 mK. (a) Raw
switching times, recorded for 200000 events. (b) The resulting histogram, with the current
calculated as (switching time - time offset)×dI/dt. (c) The escape rate, calculated from Eq.
4.7, with statistical uncertainties computed from Eq. 4.10. The probability of escape increases
roughly exponentially with current. By recording so many events, we are able to obtain rea-
sonable results for the escape rate far from the densest portion of the histogram. When fewer
events are captured, the escape rate is reasonably certain over a much smaller range.
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The bulk of the expression follows from the results of Kramers [148], equating the plasma fre-

quency ωp with an attempt frequency for the phase particle escaping from one well to a lower,

adjacent well. The additional prefactor at is needed because there is a very high escape rate for

particles with energies near or above ∆U . Especially for high-Q systems, it takes a significant time

to reach equilibrium once the particles with high energies have escaped, leading to a population

depletion for high-energy particles, and a reduction in the escape rate.

Equation 4.12 is used to define an “escape temperature,” Tesc, of the junction. In the analysis

below, Tesc was selected as the temperature that provided the best fit to the data.

Figure 4.4 shows simulated escape rates and histograms, computed from equations 4.12 and 4.9.

As indicated there, the mean switching current decreases as the temperature increases. The above

analysis provides a more accurate representation of this effect, although it is reasonably approximated

by 〈δisw〉 ≡ I0−〈Isw〉
I0

=
[(

kBT
2EJ0

)
ln
(
ω0I0

2/piİb

)]2/3
where İb is the bias current ramp rate [142, 149].

This allows for a relatively fast and simple estimation of the effective temperature of the junction,

based on the shift in the histogram peak. Of course, this is only valid when the system is dominated

by thermal escapes from the well.

In the absence of quantum behavior, Tesc should decrease, all the way to T = 0. Below a

certain temperature, however, quantum tunneling through the barrier dominates. This crossover

temperature is given by [150, 151]

Tcr =

(
~ωp

2πkB

)[(
1 +

1

4Q2

)1/2

− 1

2Q

]
(4.13)

For high-Q junctions, this expression is often simplified as Tcr = ~ω0

2πkB

[
1−

(
I
I0

)2
]1/4

[152].

Therefore, a leveling off of Tesc as the temperature is further reduced is commonly seen as

evidence of quantum behavior. As indicated in Figure 4.4, the histogram width also decreases with

temperature. So, as with Tesc, this width should reach a minimum near Tcr as quantum effects

begin to dominate. Because of the general difficulty in fitting the escape rate (discussed in section

4.3.3), the standard deviation in the switching current distribution is commonly used to determine
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Figure 4.4: Theoretical escape rates (a) and probability distributions (b) vs. normalized
current for classical (thermal) escape of the phase particle from the washboard potential, com-
puted from Eq. 4.12 and 4.9, respectively. (b) is equivalent to experimental histograms of
switching events. Each curve corresponds to a temperature 1/3 lower than the previous curve.
As the temperature decreases, the mean switching current increases and the standard deviation
decreases, in the probability distribution (b). The curvature in the escape rate (a) is due to
running out of high-energy phase particles. Notice that above the most probable switching
current, the probability distribution (b) decreases, even as the escape rate (a) continues to
increase. This is because, with an ensemble of phase particles initially in the local minimum
“well,” most of the particles will have escaped prior to the escape rate reaching its maximum.
With few particles available to escape, few counts will be observed, no matter how rapidly they
would escape if present.
This figure assumes that the critical current I0 is not itself a function of temperature. This
is a reasonable approximation when the temperature remains below roughly 1/3 of the critical
temperatures of both superconducting electrodes.
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the crossover temperature.

However, observing that the escape temperature and/or standard deviation reaches a constant

value below a certain temperature is not a guarantee of a crossover from classical to quantum-

mechanical behavior. Instead, it may indicate that, rather than being quantum-limited, the system

is becoming noise-limited. In this case, although the standard deviation and fit temperature remain

constant as the temperature decreases below the effective “noise temperature,” the mean switching

current continues to approach the critical current [153].

If the system is dominated by quantum-mechanical tunneling through the barrier, the escape

rate takes on a different form: [154]

Γq = aq
ωp
2π

exp

[
−7.2∆U

~ωp

(
1 +

0.87

Q

)]
(4.14)

where the prefactor aq ∼= [120π (7.2∆U/~ωp)]1/2.

As indicated in Figure 4.5, there are no true stationary states within the tilted washboard.

However, only states corresponding to quasi-bound states have a high amplitude, so that it is

reasonable to consider them as bound states for the duration of the ramp.

Each of the equations in this section have most often been applied to the analysis of physically-

small junctions, incorporating the same material for both junction electrodes, neither of which

includes multiple gaps. There has been little theoretical and no experimental considerations of

junctions analogous to those in this thesis. What theoretical work has been done is addressed in

Section 4.1.9.

4.1.5 Microwave Resonant Activation

Microwave excitation is commonly used to study the resonant modes of the washboard beyond

what is possible with only changes in temperature. When microwaves are applied, they become the

dominant source of fluctuation currents If , at controlled frequencies and powers. Their inclusion

has several distinct effects on the phase escape from the washboard.

The most obvious effect occurs when the microwave driving frequency ωµw coincides with the
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Figure 4.5: A schematic of the washboard potential, for a phase particle in the ground state
when the bias current is sufficiently high that only two quantum states are available in the
well. The states are not equally spaced in energy because the potential is anharmonic. When
E0 is an appreciable fraction of ∆U , the barrier is sufficiently short and narrow that quantum
tunneling provides a significant contribution to the escape rate. Note that the states shown
are not true stationary states, since the potential continually decreases as γ increases. Prior to
escape, however, the phase particles are highly likely to be in one of these metastable states.
Exciting the phase particle to a higher quantum energy level causes the phase particle to see a
smaller barrier, greatly increasing the escape rate. This is discussed in Section 4.1.5. In contrast,
when the local minimum is much deeper than the energy level spacing, there is effectively a
continuum of states, and the system behaves classically.
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plasma frequency ωp of Equation 4.5. Classically, when there are enough states spaced closely

together so as to behave as a continuum, the phase particle must acquire sufficient energy to es-

cape “over” the barrier. This occurs at the plasma frequency, when, especially in the case of low

damping, little energy is lost each cycle, so the contributed energy is accumulated. These classical

escapes at the plasma frequency also happen when the well is sufficiently deep that it is reasonably

approximated by a harmonic oscillator potential.

Because ωp depends on the current, maintaining a constant microwave drive frequency Ω while

ramping the current from 0 through I0 will lead to a resonance at ωp only at one particular current.

If the fluctuation currents are of the proper strength, a “resonant peak” in the histogram of escape

events will appear at the bias current Ir corresponding to ωp = ωµw, together with the “primary

peak” at a current Ip - associated with those particles that did not resonantly escape.

At very low microwave power, so few phase particles resonantly escape that only a single primary

peak is observed at Ip. At very high powers, they all resonantly escape, leading to only a single

resonant peak (which under some circumstances could be mistaken for a shift in the primary peak,

as discussed in Section 4.1.7). A clear resonant signal, with both primary and resonant peaks, occurs

in a relatively limited range of powers. One example is shown in Figure 4.6.

Recalling Equation 4.5, we see that ωp is a function of the current I. As I increases, each local

minimum in the washboard potential gets flatter, resonating at a lower frequency. That trend is

observable, as indicated in Figure 4.7.

In the quantum regime, the phase particle may be promoted from a lower quantum energy level

within the well to a higher energy level where the height and thickness of the barrier are reduced,

thereby significantly increasing the probability of tunneling. This leads to a resonant enhancement

of escapes at microwave frequencies that correspond to the energy level spacings.

For temperatures well below Tcr, when nearly all of the phase particles are in the ground state,

the transition to the first excited state is the most likely one to be observed. Applying a cubic ap-

proximation to the washboard potential, the corresponding frequency is ω01 ' ωp (1− 5~ωp/36∆U)

[155]. This leads to the observation of a resonant peak, shifted slightly from the classical ωp.
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Figure 4.6: Raw switching times, and the resulting histogram, for the MgB2/I/Sn junction
at T = 24 mK, when driven by microwaves at frequency 0.90 GHz and power 42.5 dBm. The
double-peaked structure, with both primary and resonant peaks, is apparent.
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Figure 4.7: Microwave driving frequency f vs. resonant current Ir for the MgB2/I/Sn
junction, fit according to Equation 4.5. Only two parameters, I0 and C, are needed to generate
the fit. In this case, I0 = 106.78± 0.05µA and C = 1523± 14 pF.

At higher temperatures (but still below Tcr), a sufficient population of phase particles occupies

both ground and first excited states, so that both the 0 → 1 and 1 → 2 transitions are observed.

In the cubic approximation, the latter corresponds to a frequency ω12 ' ωp (1− 5~ωp/18∆U). Such

multiple resonant peaks have been observed (e.g. Figure 4.8 and [143]), and are seen as a signature

of quantum mechanical behavior.

This ability to set, and read, the presence of a phase particle in the 0 or 1 state has led to the

proposed use of current-biased Josephson junctions as a quantum bit – the “Josephson phase qubit”

[51].

Experimentally, these resonances are observed by constructing histograms as described in section

4.1.3. In this case, microwaves are applied for the duration of the current ramp. At low microwave

power, few enough phase particles resonantly escape that the histogram is nearly unchanged, and

only one peak is observed at a current slightly below I0 – the “primary peak” at Ip. At a certain

threshold power, enough phase particles resonantly escape that they form an appreciable portion

of the histogram/escape rate plots. In this case, two peaks are observed: the “primary peak” at

Ip and the “resonant peak” at Ir. At even higher powers, essentially all of the phase particles

experience resonant escape, and a single peak is again observed. This progression is illustrated for

our MgB2-based junctions in Figure 4.18.
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The resonant peak moves to lower currents as the microwave power is increased. Classically,

this may be understood as additional microwave energy allowing the phase particle to escape a

deeper well than at resonance. Quantum mechanically, this is consistent with a microwave-induced

suppression in the barrier height, as described in section 4.1.7 below.

Therefore, in order to create plots such as Figure 4.7, a strict definition for Ir must be chosen.

Three different methods are used in the literature, all leading to nearly equivalent values for Ir, but

each best suited for different circumstances. These are discussed in Section 4.3.2. One of them uses

the concept of an enhancement in the escape rate, discussed in the following section.

4.1.6 Escape Rate Enhancement

Some resonances occur at currents very close to the mean switching current in the absence of

microwaves. The resulting histograms and escape rate plots reveal a shoulder rather than a distinct

peak. This makes it difficult to extract a value for the resonant current from the histograms or

escape rates alone.

However, these resonances are often of primary interest: because the wells of the washboard

potential get shallower as the current increases, fewer quantum states are available at high currents.

So, quantum mechanical signatures tend to be most clear for these resonances. (It must be noted

that the crossover temperature (Eq. 4.13) is lower at high currents, due to the decrease in ωp with

current. So, although these resonances at high currents are more likely to reveal quantum behavior

due to the few available energy levels, the required temperatures are significantly reduced.)

In order to extract information about the resonance, we use data taken both with and without

microwaves.

We define the enhancement γ

γ =
∆Γ

Γ
=

ΓRF On − ΓRF Off

ΓRF Off
(4.15)

With this, the effects of the microwave fluctuation current If are clearly distinguished. This tech-

nique was first used by Martinis, Devoret and Clarke [50] to demonstrate the existence of quantum-
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mechanical energy levels in a current-biased Josephson junction.

If the system is dominated by quantum-mechanical processes, the enhancement forms a Lorentzian

peak [120, 143]. If only the ground state |0 > and first excited state |1 > energy levels are occupied,

then, in the absence of noise and at zero temperature, the full width at half maximum (FWHM) of

the Lorentzian fit is equal to the relaxation rate from the |1 > to the |0 > state.

Increasing temperatures thermally populate the |1 > state sufficiently so that the |1 > to |2 >

resonance becomes more observable, as shown in Figure 4.8(a). At even higher temperatures, more

transitions become likely, with each being thermally broadened. Eventually, this approximates a

continuum of states. At this point, the escape rate takes on the shape of a plateau of roughly

constant enhancement at currents below the resonant current [50, 143, 156]. As indicated in Figure

4.8(b), the resonant current is found at the intersection between the horizontal plateau and the

sloped shoulder.

This plateau is taken to be an indication of classical behavior, and appears at a current corre-

sponding to ωp rather than ω01.

Whether the system is behaving classically or quantum mechanically, most research work (e.g.

[50, 143, 156]) is in the linear enhancement regime, where ln Γ increases linearly with microwave

power. In most cases, this occurs when the enhancement γ . 10.

4.1.7 Strong Microwave Driving

The discussions above assume that the microwaves leave the washboard potential itself effectively un-

perturbed. However, when the microwave source provides a strong signal to the junction, additional

effects may appear. We must consider these effects for a proper understanding of the movement

of both the primary and resonant peaks to lower currents as the microwave power is increased, an

effect which is prominent in our processed data.

According to [142], “strong” microwave driving leads to an effective suppression of the potential

barrier – a suppression which is especially strong at resonance (i.e. when the microwave frequency

ωµw equals the plasma frequency ωp).

This can become a strong effect when (ωµw/ω0)
5 � (~ω0) /EJ0. For the junctions in this study,
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Figure 4.8: Quantum-mechanical and classical enhancement plots, using data from two
Nb/AlOx/Nb junctions taken by our research group (excerpted from [12]). (a) Well below
Tcr, a single Lorentzian peak appears at the current corresponding to ω01. As the temperature
is increased, we observe an additional peak at ω12. At sufficiently high temperatures, the
classical plateau appears. (b) Data taken on a second Nb/AlOx/Nb junction above its crossover
temperature reveals the classical plateau at each of the temperatures shown. The intersection
between this plateau and the sloped shoulder occurs at the current corresponding to the classical
ωp. As the temperature increases, the histogram shifts to lower current (as discussed in Section
4.1.4), increasing the plasma frequency ωp (Eq. 4.5) required to excite a resonance on the RF
Off histogram.
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this effect should be significant when fµw is much greater than hundreds of Hz. Because all of our

measurements were at 0.5 GHz and above, we can anticipate this process to influence our results,

especially as the amplitude of the microwave driving is increased.

The resulting modified washboard potential can be obtained by writing the phase difference

coordinate γ as a sum of two terms: a term γ0 which varies slowly in time (due to the ramp in the

bias current), and a quickly oscillating resonant term (associated with the microwave signal). Then,

considering only the two energy levels n and m that resonantly interact, the potential becomes [142]

Ueff (γ0) = −EJ0

[
Ib
I0
γ0 + cosγ0

(
1− Peff

∑
nm

f4
nm

(~−1Enm(I)−ωµw)2+α2

)]
where Peff is the effective microwave power reaching the junction, fnm are the matrix elements

〈n|γ̂|m〉, and α is the damping parameter ~ω0

2eRI0
.

This is nothing more than the original washboard potential with an additional term suppressing

the cosγ0 term. This means that Ueff will have no local minima at a current lower than the critical

current. So, the effective critical current will be a function of microwave power. Therefore, there is

a shift in the effective critical current

δIeff ≡
I0 − Ieff

I0
= Peff

∑
nm

f4
nm

(~−1Enm (I)− ωµw)
2

+ α2
(4.16)

To arrive at a solvable equation, they assume the 0 → 1 transition is the most important, and

use the harmonic oscillator energy difference E01 = ~ω0 (2δIeff )
1/4

. This leads to a transcendental

equation which is multi-valued for some values of α and Peff .

For the matrix elements fnm, I used those for the cubic approximation [157]. Although this choice

does not produce perfectly accurate results, it allows Equation 4.16 to be inverted, permitting an

analytical solution. And although the results are not correct in detail, their qualitative features are

largely correct.

Figure 4.9 shows the results. As expected, at too low a microwave power, the resonance cannot

be excited. As the power is increased, two effects are observed: first, the primary peak gradually

shifts to a lower current - in this model, as a result of the effective suppression in the barrier height.

Then, over a certain range of microwave powers, both the primary and resonant peaks appear. This
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reflects a microwave-induced bistability of the junction predicted by Equation 4.16. (The black

portion of the curve in Figure 4.9 is unstable and not observed in experiments.) Eventually, only

the resonant peak remains, which moves to progressively lower currents.

Figure 4.9: Dependence of the switching current on microwave power, according to Equation
4.16, assuming harmonic oscillator energy levels, and matrix elements in the cubic approxima-
tion. For the particular curve shown here, ωµw/ω0 = 0.4 and α/ω0 = 0.03. At low power, only
the primary peak (red) is observed; at high power, only the resonant peak (blue) appears. In a
certain range of microwave powers (gray), we expect to observe both the primary and resonant
histogram peaks in a switching current distribution.

Additional features of this model may be explored, including the effects of damping α and

temperature, as discussed in [142]. However, the above analysis is sufficient for interpreting the

results of our experiments.

For example, if I consider the series of histograms plotted in Figure 4.18, but include more powers,

I produce the perspective plot shown in Figure 4.10. The progression of peak currents as the power

is increased bears a strong similarity to the theoretical results of Figure 4.9.
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Figure 4.10: A progression of histograms with increasing microwave power. These data
were taken on the c-axis MgB2/I/Pb junction at T = 23 mK, when driven by microwaves at
1.35 GHz. Each probability P (I) vs. switching current Isw histogram is acquired at a single
power, forming a slice of the main perspective plot. Along the floor of this plot, the same
data are plotted in analogy to Figure 4.9. Each histogram in this plot is computed from 5000
switching events. By applying a range of microwave powers, the transition from the primary
to the resonant peak becomes apparent. The overlap in histograms, with both primary and
resonant peaks, occurs over a relatively narrow range of powers – roughly -31 to -27 dBm. The
Nominal Power is that at the microwave source; it is attenuated somewhat prior to reaching
the junction.
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4.1.8 “Multiphoton” Transitions

Several researchers [158, 159, 144, 160, 161, 162, 163, 155, 13, 164] have detected resonances in the

switching behavior of Josephson junctions not only at ωµw = ωp, but also at
ωp
n (n = 1, 2, 3...). These

subharmonic resonances, commonly referred to as multiphoton transitions, have been explained using

either classical or quantum mechanical arguments.

Considering only classical dynamics, a system with a non-parabolic (anharmonic) potential will

undergo large-amplitude oscillations at both subharmonics and higher harmonics of its resonant fre-

quency [156, 159, 162, 155, 164]. This is especially apparent when driving the system more strongly

than required to observe the primary n = 1 resonance (Figure 4.12). Some classical subharmon-

ics were observed in Josephson junctions in relatively early explorations of the Josephson plasma

frequency [165, 166].

Quantum-mechanical transitions between energy levels by the simultaneous absorption of mul-

tiple photons is quantum mechanically allowed. These will also appear as resonances at fractions

of the primary resonant frequency (Figure 4.11) when a system is under high-intensity coherent

radiation [167]. This was first predicted in 1931 [168], but not observed in atomic systems until the

advent of the laser in 1961 [169]. Their explanation requires the presence of a virtual state. There

is no electron population within these virtual states, as each electron must receive n photons effec-

tively simultaneously to reach the higher energy level. They may be thought of as a superposition

of stationary states with an extremely short lifetime (giving an energy between energy levels), or as

a manifestation of Heisenberg’s uncertainty principle (normally disallowed energies are allowed, for

extremely short times).

The multiphoton fluorescence microscope [170] has made effective use of this technique, allowing,

for example, specific transitions to be excited in organic systems that would suffer damage from the

higher frequencies required to excite the transition directly. The widely-applied Raman scattering

process also relies on the excitation of such virtual states, though these do not lead to multiphoton

transitions.

Controversy remains as to whether any of the subharmonic resonances observed thus far in the
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Figure 4.11: (a) Microwave driving frequency vs. resonant current for an Nb/AlOx/Nb
reference junction. The dots represent resonances observed in our experiment; the curves are
fits to these data according to Equation 4.5 and its subharmonics, with I0 = 21.74µA and
C = 5.65 pF. At a current somewhat higher than the maximum observed resonant current, only
a single quantum state is available in the local minimum of the washboard potential. (b) A
resonant escape may be observed when a single photon at the plasma frequency fp drives the
phase particle from the ground state to the first excited state, thereby dramatically increasing
the probability of tunneling. At sufficiently high powers, two photons each at fp/2 (c), or
three photons each at fp/3 (d), may also excite the phase particle to this same level, similarly
producing resonant escapes.
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Figure 4.12: Resonances at subharmonics of the plasma frequency fp may also be ex-
plained classically. (a) Switching current vs. microwave power analogous to Figure 4.10 for
an Nb/AlOx/Nb junction at 26 mK with C = 5.8 pF and I0 = 47.2µA driven by microwaves
at 5.30 GHz. (b, c) Histograms and escape rates near the threshold power for resonance at
one-half (b) and one-third (c) the plasma frequency fp. (d) The washboard potential (black)
and equivalent harmonic potential (red), when the plasma frequency of the washboard is equal
to the driving frequency. This resonance is not observed experimentally because the photon
energy at the plasma frequency ~ωp is greater than the barrier height ∆U . (e, f) The washboard
potential when the plasma frequency is one half or one third of the driving frequency, respec-
tively (black), and harmonic potentials for one half or one third of the plasma frequency (red).
These resonances at both fp/2 and fp/3 are observed in (a), at progressively higher powers.
Note that (d - f) are plotted to dramatically different energy scales.
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Josephson plasma frequency have been conclusively proven to be quantum-mechanical in nature

[156]. Even so, they remain most commonly described as “multiphoton” processes in the literature.

Both quantum and classical theory suggest that these resonances should be observed at relatively

high microwave powers. Therefore, many of the items discussed in Section 4.1.7 apply to any

multiphoton results.

Observation of these subharmonic resonances is useful, whatever their nature. The equation

defining these resonances is simply that for the plasma frequency (Eq. 4.5), divided by n: ωpn =

(ω0/n)
[
1− (I/I0)

2
]1/4

. Therefore, several families of curves may be fitted by a single equation

with only two parameters. Observing resonances along multiple curve families provides much more

certainty in these parameters - the junction capacitance C and the critical current I0 - each of which

is very useful in characterizing the junction.

4.1.9 Effect of Hybrid Junctions

There are no prior published results for switching experiments in hybrid single-gap/multi-gap junc-

tions. There has also been little theoretical exploration.

Ota et al. [171] and Asai et al. [172, 173, 174] have explored quantum tunneling for such

a hybrid junction, but without explicit attention to microwave signals, and considering only two

potential processes. Each of these processes involves the coupling of the washboard potential with the

Josephson-Leggett (JL) mode – an interband fluctuation which occurs in multi-gap superconductors.

The JL mode does not couple directly to electric fields, but does couple to the washboard [172].

It has been observed in Raman spectroscopy [83], with some suggestions coming from conductance

measurements [175, 176].

The two effects explored by Ota et al.[171] and Asai et al.[172] have some tendency to cancel each

other. The first leads to an effective suppression of the potential barrier ∆U (Figure 4.2), similar to

a slight reduction in the critical current. The second allows the phase particle to dissipate energy to

the JL mode, allowing the phase particle to remain trapped at higher currents, thereby increasing

the critical current. According to their analysis, for most of the parameter space they explored, the

suppression of the potential barrier is expected to be the stronger of these two effects.
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However, as they note, the effects they explored are not the only ones of interest in such a

system “because a system with two degrees of freedom generally has many tunneling routes”[171].

Their analyses also explore a parameter space for the JL mode, rather than the behavior of a single

physical system. Therefore, it is useful to determine experimentally which routes are of importance

in physical systems, and to better understand the JL mode.

4.2 Experiment Design

Superconducting-to-normal switching experiments follow a sequence outlined in Figure 4.13. First,

begin with a Josephson junction in the zero-voltage state - i.e. with the phase particle “trapped”

in a local minimum of the washboard potential. Then, steadily increase the current to somewhat

above the critical current I0, to guarantee an escape of the phase particle: a switch to the voltage

state. Next, detect the current at which it actually switched Isw. Finally, return the junction to

the zero-voltage state, by reducing the current to zero. Repeat this cycle sufficiently often (typically

103 − 106 times) to gather a statistically significant distribution of switching currents Isw.

These distributions, and the relevant features within them, are often narrower than the un-

certainties of many current measurement techniques (such as those used in Chapter 3). ∼10 nA

resolution is often necessary. Switching measurements are also far more sensitive to noise, because

the features of interest necessarily depend on the state of the junction at the instant of the switch:

noise cannot be averaged out, as we were able to do with some of our current and conductance

vs. voltage results. Therefore, the measurement and analysis techniques, and the equipment, are

somewhat different from those in Chapter 3.

4.2.1 Apparatus

Figure 4.14 shows a block diagram for our superconducting-to-normal switching experiments.

The source of all of our recorded data is the Stanford Research SR620 Universal Time Interval

Counter (the “timer”). With 25 ps time resolution [177], it is able to provide far more precise

measurements than would be possible with the DAQ we used for current vs. voltage experiments.

The time for each switching event is sent to the computer via an IEEE-488 (GPIB) connection.
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Figure 4.13: Measured current vs. voltage, current vs. time, and voltage vs. time for the
MgB2/I/Sn junction. (a) From the I-V curve, the strongly hysteretic nature of the junction is
clear. (b) The current ramp proceeds in three stages: (i) a linear increase from 0 through the
critical current (ii) a smooth reduction to slightly negative values, to ensure retrapping of the
phase particle (iii) the current remains zero, to allow the system to equilibrate. (c) The voltage
across the junction suddenly jumps to a finite value at the switching current. This signals the
timer to stop, allowing us to compute the switching current to high precision.
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Figure 4.14: Block diagram for our superconducting-to-normal state switching measurements.
The bias and pulse function generators are each Agilent 33220A function generators, just as
used for the current and conductance vs. voltage experiments of Chapter 3. The voltage ramp
(Fig. 4.13) is sent from the bias function generator through the same electronics as in Chapter
3, effectively acting as a current source. At the start of each ramp, a sync pulse is sent to the
SR620 timer, initializing each time measurement. For those experiments requiring a microwave
signal at the junction, a sync pulse is sent simultaneously to the “pulse function generator,”
which ensures that microwaves are transmitted only during the ramp, thereby reducing any
unnecessary heat load. Each switching event is detected when the voltage across the junction
passes a threshold. For additional stability and sensitivity, we use two stages of amplification:
the four-JFET amplifier used in Chapter 3, and a battery-powered SR 560 voltage preamplifier
(typically set ×50). Its output is sent to a Schmitt trigger circuit, which sends a digital signal to
a fiber optic transmitter/receiver. The fiber optic line eliminates the conducting path between
current bias and voltage measurement sides of the experiment. The digital signal from the fiber
optic receiver stops each timer measurement. This total time, times the known ramp rate dI/dt,
is equal to the current at which the junction switched from the superconducting to the normal
(resistive) state Isw.
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In order to record a time, it must receive a digital start and end pulse. At the start of each ramp,

the bias function generator sends the start pulse to the timer. This voltage ramp, shown in Figure

4.13, is sent to the junction through the same equipment as the current vs. voltage experiments

described in Section 3.2.1. Each full cycle of ramp/decrease/zero repeats at a frequency of 900 Hz.

The function remains at zero for roughly 2/3 of its cycle for two reasons. First, by remaining in

the superconducting state most of the time, junction self-heating is minimized. Second, it provides

the phase particle time to dissipate energy, allowing the junction to retrap to the superconducting

state.

Our custom ramp function (Figure 4.13) gradually decreases to zero, rather than forming a step

function to zero. We do this because a sharp endpoint can induce “ringing” from the filters on the

current bias line, which will create a brief increase in the current going to the junction. This can

cause the junction to switch even when the ramp itself never reaches the switching current. This

can produce switching events that seem real, but do not reflect any true features of the junction

behavior.

The ramp function also contains a small negative bias at the end of the ramp. This is because

dissipation was very low for some of our MgB2-based junctions. So, when using a ramp without a

negative bias, the phase particle failed to retrap to the superconducting state several percent of the

time. This made those events useless for our analysis. In the phase particle analogy, after reaching

the voltage state, the phase particle gains significant momentum in the tilted washboard. After

the current is reduced to zero, bringing the washboard back to horizontal, the phase particle has

sufficient momentum to continue rolling for a time. Dissipation will bring it to rest (“retrap”) in a

local minimum, but this may take longer than the time before the next ramp. By forcing the phase

particle to roll “uphill” briefly, even minimal damping allows the phase particle to retrap.

We end each timer cycle when the voltage across the junction switches from zero to near Vg. By

recording the amplitude and frequency of the voltage ramp and the resistance of the circuit, we are

able to compute the rate at which the current through the junction is changing dI/dt. Multiplying

this rate by the time recorded by the timer allows us to translate the raw time data into the current
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at which the junction switched to the voltage state.

The need to achieve a resolution on the order of 10 nA requires that we use more advanced

detection electronics on the voltage measurement side.

The first stage of amplification is provided by the same JFET amplifier (powered by the same low-

noise power supply) described in Section 2.3.2. Its slight nonlinearity in amplification is completely

irrelevant in this case, as we only desire the time the junction switched to the voltage state. But,

the DC offset in its output cannot simply be subtracted in the analysis (as we did in the current vs.

voltage measurements). This voltage offset is incompatible with the following electronics. Therefore,

we incorporated a passive high-pass RC filter within the project box with the JFET amplifier. This

filter, made from a 10 µF capacitor and 2.4 MΩ resistor, has a cutoff frequency of roughly 0.007

Hz. Once the capacitor is charged, the average voltage output by the amplifier box remains zero,

while the 900Hz ramp (and harmonics associated with the near-discontinuous switch) are essentially

unaffected.

Its output is sent to a second stage amplifier. In our case, we used another battery-powered SR

560 voltage preamplifier, operating in differential mode. This is the same configuration of splitter

box and amplifier as used in the current bias portion of our experiment, except that rather than

being used simply for isolation (with an amplification ×1), it also provides amplification (with an

amplification typically ×50). This additional isolation and amplification makes the trigger even less

sensitive to stray noise signals injected by the cables leading from the three battery packs.

Because we only desire to know when the junction has switched from zero volts (superconduct-

ing) to a finite voltage (the normal state), it is logical to use a trigger circuit, which outputs an

unambiguous digital pulse when its threshold has been reached. We constructed a Schmitt trigger

circuit, following the same design as that in [120, 1]. Its output is fed to a fiber optic transmitter

circuit within the same project box, again following the same designs as [120, 1]. These circuits

require ±15 V and ±5 V inputs, which are provided by the low-noise power supplies described in

Section 2.3.3. These are powered by two 24 V lead-acid battery packs (one for each polarity).

By using a fiber optic cable between the voltage amplification and the timer, we break the
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Table 4.1: Properties of the microwave coaxial cable, reproduced from [1]. Values at 293 K
came from the Lake Shore Cryogenics catalog; values at 4.2K were measured by A. J. Berkley
[1]. As a result of this attenuation, the microwave source must provide higher power at higher
frequencies, all other things being equal.

Frequency Attenuation Attenuation
(GHz) (dB/m at 293 K) (dB/m at 4.2 K)
0.5 4.2 -
1.0 6.0 2
5.0 13.4 10
10.0 19.11 12.5
20.0 27.1 15

conductive path to the timer. This requires us to use an additional receiver circuit (again, described

in [120, 1]). Since this is well-isolated from the junction and delivers large digital signals, it is

powered by power supplies plugged directly to the wall.

For those experiments in which we want to observe microwave resonant activation, we must use

several additional elements.

The microwaves themselves are supplied by an Agilent E8257D Signal Generator (the “microwave

generator”), which is able to output signals from 10 MHz through 20 GHz, with a frequency resolu-

tion to 0.001Hz. Its output is sent via a coaxial cable to a connector at the top of the cryostat.

Within the cryostat, thin (∼0.5mm) coaxial cable connects the room-temperature connector to

the sample box. Of course, we cannot use Thermocoax (as we use for the current bias and voltage

measurement lines), because it has such strong attenuation at the frequencies of our desired signals.

Instead, we use a semi-rigid cryogenic microwave coaxial cable with a stainless steel shield from Lake

Shore Cryoelectronics Inc. While it does exhibit some attenuation at the frequencies we observe in

our junctions, it is small enough to allow us to observe most of the resonances as long as we drive

the signal at a higher power. The properties of this cable at 4.2 Kelvin have been explored in [1],

and are reproduced in Table 4.1.

To prevent excessive heat from reaching the sample box, the inner conductor of the microwave

cable must be thermalized. In Thermocoax, the insulating material between the inner conductor

and shield conducts heat well enough that this does not require any additional measures. However,

the microwave cable uses Teflon PTFE, which has a much lower thermal conductivity. We provide
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thermal anchoring of the inner conductor using a microwave attenuator attached to the base plate

below the mixing chamber, as shown in Figure 4.14. Its primary purpose is not to further attenuate

the signal, but to provide a good thermal bridge in a simple commercially-available component.

We gain an additional benefit by using attenuating lines and attenuator circuits: reflections due to

impedance mismatches at any connector are reduced to a reasonable level [1] and do not affect our

results.

Finally, the microwaves are capacitively coupled to the junction by an antenna. This is formed

by a bare wire placed over the junction. A photograph of the sample box, with antenna, is shown

in Figure 2.11.

The computer, via an ethernet connection, sets the frequency and power of the transmitted

microwaves, and controls when the microwaves are turned on and off. The LabVIEW program

performing this (and other data acquisition tasks) was written by Thilanka Galwaduge, an under-

graduate student working in our group. Prior to this program, the microwave generator had to be

controlled manually; without it, much of the data presented below would have taken impossibly long

to gather.

Even with an ideal microwave source, using microwaves in an ultra-low temperature experiment

can pose problems. Microwaves at sufficient power will heat the junction directly, and indirectly by

heating the cold finger via dissipation in the attenuator. So, it is desirable to transmit microwaves

for as short a duration as possible.

Heating effects are mitigated in part by acquiring data with RF on and RF off alternately. So,

data sets used for the Results below are typically acquired by recording 1000 events with RF on,

followed by 1000 events with RF off. Each on/off cycle lasts just over 2 seconds when ramping

at 900Hz; this is repeated until the desired total number of switching events is acquired at that

frequency and power.

We improve the ability of the system to equilibrate by leaving the microwaves on only during

the linear ramp in current - i.e. the first third of our custom function (Figure 4.13). The computer

is not connected to the bias function generator (doing so would introduce noise), so this is done
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instead using a synchronization pulse from the bias function generator. At the start of each ramp,

this pulse is sent to a second Agilent 33220A function generator (the “pulse function generator” in

Figure 4.14), which sends a signal (using a second custom function) to the microwave generator,

such that it transmits microwaves only during the first third of each cycle.

4.2.2 Keys for successful data

In I − V data, fluctuations on the order of 10 µA are negligible; even significantly larger noise can

be effectively wiped out by proper averaging. But here, the full histogram width is often on the

order of 10 nA, and resonance peaks are even narrower. Therefore, a great deal of care is required

in order for switching data to be useful.

Grounding

With far more connections, there are far more opportunities to create conflicting grounds or pickup

loops. So, as shown in Figures 2.3 and 4.14, it was essential to use separate battery packs, and that

the battery packs were well isolated; otherwise, they would form a large pickup loop that destroyed

the ability to measure times to the desired resolution.

However, it was essential that the entire cryostat (and associated electronics) was not a floating

ground. Otherwise, its capacitive coupling to the room (and those in it) produced unacceptable

fluctuations. If this fact is not kept in mind, this source of noise can seem quite mysterious: for

some time, I found that I had developed a very sensitive detector for people walking around the lab

room. To resolve this issue, the cryostat must be grounded through one and only one wire.

Due to its expense and sensitivity, we chose to leave the microwave generator’s ground pin

directly connected to wall ground; all other grounds were established from there. So, we isolated

the ground pins of the bias and pulse function generators, and the timer. The microwave generator

also provided the ground connection for the cryostat. So, we left the microwave line connected, even

when no microwaves were needed in the experiment.
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Voltage Drift

After all grounding issues were resolved, there were two main sources of drift in the voltage observed

by the Schmitt trigger, and therefore in the time at which the switch was recorded.

The first was due to the JFET amplifier discussed in Section 2.3.2. As indicated in Figures

2.6 and 2.9, the drain resistor RD used 4-band 5% resistors. These were chosen because they

are capable of handling high power, for long durations. However, with even slight heating, their

resistance changed by a few percent. This stabilized within roughly one minute of applying battery

power to the amplifier, so with patience, this did not affect our results.

The second was due to the RC filter used to eliminate the voltage offset provided by the JFET

amplifier’s output. Its 24 second time constant ensured that the desired signals (at 900 Hz and

above) remained stable. However, for the first experiment of the day, the capacitor needed to be

charged. For sufficient stability, we waited several minutes between starting to charge the filter

capacitor, and beginning to acquire data. Between subsequent runs, we used a switch to disconnect

the filter capacitor, so that it would remain charged. So once again, with patience and care, this did

not adversely affect our results.

4.3 Data Analysis

Acquiring usable data is a challenge of its own. But our interest is not in the switching times

themselves, but for what they can tell us about the dynamics of the phase particle. As with the

experiments of Chapter 3, some corrections must be made to the raw data. Then, we must know

how to extract parameters accurately from the fits to the theory. The following sections outline this

process.

4.3.1 Correcting Raw Switching Times

The actual switch of the junction to the voltage state is nearly discontinuous (on the order of

picoseconds) [145]. However, this cannot be detected instantaneously in our experiments.

The difference in cable lengths between the start pulse to the timer, and the detection by the

timer, is on the order of meters. Due to the speed of light, this produces a delay on the order of 10
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ns. Other effects dominate - largely the rise time in the assorted filters and electronics. Rather than

attempt to list and quantify all causes, I measured this lag using several methods.

First, I created a custom function for the bias function generator, with an output in the form

of a square wave that simulates a switching event. This was sent through the entire block diagram

of Figure 4.14, except that, in place of the junction, the bias and measurement lines were directly

connected. When the amplitude of this signal was just barely sufficient to reach the Schmitt trigger

threshold consistently, a total time lag of roughly 17 µs was observed. This rapidly decreased to

∼ 9µs as the signal amplitude was increased. In fact, for most of the voltage range, the time delay

between when the switch should have been detected, and when it actually was detected, was between

9 and 11 µs.

During one of the experiments using an MgB2-based junction, I replaced the smooth ramp

function of Figure 4.13 with one that immediately dropped to zero. Then, I reduced the amplitude

to the point where the end of the ramp was in the middle of the switching current distribution.

This sudden drop was very clear in the observed histogram. With the system thus configured, there

was a roughly 17 µs delay between the end of the current ramp and the time this appeared on the

timer. Since this matched the maximum time for the test described above, I concluded that this

delay could be no more than 17 µs, with 9 to 11 µs being far more likely. So, all of the following

analysis assumes a 10 µs delay between the actual switching event and its detection.

An error in estimating this delay would not produce any scatter or broadening in the histograms

displayed below. Instead, the current axis would be offset by less than 2%. This is unlikely to affect

any of the conclusions discussed below.

There was one effect of this somewhat uncertain offset that I observed during the analysis. Due

to the rise time in the assorted filters and electronics, the trigger circuit experienced a gradual rise

in voltage, rather than a discontinuous jump. Anything that would cause the entire output voltage

curve to rise to a higher voltage would put the fixed trigger threshold voltage earlier on the rise;

shifting the voltage down would cause the trigger threshold to be reached later. The RC filter on

the output of the JFET amplifier can produce exactly this effect.
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The filter capacitor will charge to the point where the voltage across the capacitor will be equal

to the mean voltage over several time constants. This mean voltage does not correspond to zero

volts across the junction. The voltage across the junction must remain zero during the roughly 2/3

of the cycle that the bias current is zero, and for the entire portion of the current ramp before it

switches to the voltage state. After switching, the voltage remains near the gap voltage Vg until the

junction retraps. Since this is typically around 10% of the cycle, the “zero” of the filter is typically

around 0.1 Vg.

Anything that causes the junction to switch at a lower current will cause the mean voltage across

the junction over a full cycle to be higher. This causes the filter to pull the entire voltage vs. time

curve to a lower center than it otherwise would have been. This in turn causes the switch to be

detected later, which makes the current appear higher.

Each of the effects we seek to study - microwave resonant activation, and the effects of tem-

perature as temperature increases - causes the junction to switch at lower currents. As a result,

we expect the detected currents for microwave resonant activation experiments to be increasingly

higher than they should be, for increasingly early switches; and we expect the current distributions

in thermal activation experiments to be increasingly high, for increasing temperatures. Rather than

attempt to estimate a different time lag for each experiment, I assumed a 10 µs delay in all the

analysis.

As noted above, this effect should offset the current axis by less than 2% – much less, when the

switch is only a little earlier. This is negligible on the scale of the frequency vs. switching current

graphs that form the key results from the microwave resonant activation experiments.

However, fits to the escape rate using Equation 4.12 are sensitive to shifts in the critical current

of this order. In fact, when fitting the escape rate for the c-axis MgB2/I/Pb junction (in Section

4.4.4, the critical current at ∼ 0.5 − 1 K was roughly 0.6% higher than that at low temperature

(∼ 0.02− 0.2 K), even though the critical current was expected to remain effectively constant.

Even so, this did not compromise our results. Such a small shift in critical current would not

change the escape temperature Tesc significantly. Instead, it meant that I could not constrain the
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critical current I0 as tightly as would have been possible otherwise, when fitting the escape rate.

This led to a larger uncertainty in the junction resistance and in the escape temperature than may

have otherwise been possible.

The extreme simplicity of this RC circuit, and the certainty in its behavior over a wide range

of experiments, more than makes up for the relatively slight increase in the uncertainties of these

parameters.

4.3.2 Determining the Resonant Current

Among the most useful results in a microwave resonant activation experiment is a plot of microwave

frequency vs. resonant current, as it allows for comparison with Equation 4.5 (and its subharmonics).

This requires the resonance to be associated with a single value of the current, for each frequency.

When observing switching events, the resonant histogram peak is sensitive to the microwave

power; so, care must be taken when determining the current associated with it. In general, a single

pair of histograms (one with and one without microwaves) is insufficient to determine this current

with any confidence: at too low a microwave power, the resonant peak may not include enough

events to produce a reliable histogram. At too high a power, the resonant peak will have shifted to

a lower current, as discussed in Section 4.1.7.

As mentioned in Section 4.1.5, there are several alternative methods for determining the resonant

current Ir.

• Dual Histograms

Several sources [158, 162] define Ir as the most probable current within the resonant peak,

when the resonant peak is the same height as the primary peak. This method works well when

the resonant peak is well-separated from the primary peak, when data are taken at fine power

increments so that the proper power is known, and when the primary and resonant peaks are

shifting relatively slowly with microwave power (see Section 4.1.7).

For a system with multiple resonant modes, as in our hybrid junctions, we expect to observe

multiple peaks at any given frequency. In many cases, the primary peak is greatly dimin-
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ished or even entirely absent at powers below that at which one or more of these resonances

appear. Additionally, in some cases the resolution in power was not fine enough to capture

the power at which the two peaks were the same height: there is simply not enough time to

maximize the resolution in all dimensions. In this case, we can achieve very reasonable results

by interpolating between powers, though the following method was usually superior.

• Escape Rate Peak

As indicated in Figures 4.18 and 4.10, the histogram peak moves to lower currents as the

power increases. Therefore, the prior method fails if there is uncertainty in the power at which

histogram heights are equal, or if that precise power was skipped while sweeping through

powers during the experiment.

Therefore, some sources [155] define Ir as the current of a local maximum in the escape rate.

This local maximum is much less sensitive to the applied microwave power, as shown in Figure

4.18. Within uncertainties, this gives the same result as the method described above.

This method works best when the resonant peak is at least somewhat separated from the

primary peak. I chose this method for a majority of resonant currents Ir used in Section

4.4 because it is less sensitive to the microwave power chosen for a particular double-peaked

histogram.

• Enhancement

When resonances occur at currents very close to the mean switching current in the absence of

microwaves, neither of the prior methods give satisfactory results.

Therefore, we use the escape rate enhancement, as described in Section 4.1.6. When the system

is in the quantum limit, the enhancement exhibits a Lorentzian shape; its center may be chosen

as Ir. This resonance is expected to appear at a current corresponding to ω01. In the classical

limit, Ir is chosen at the intersection between the plateau at lower currents, and the shoulder

near the resonant current. (See Figure 4.8.)

Because this method is only possible when the resonant peak is at a current overlapping a
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statistically significant number of events in the RF Off histogram, relatively few of my data

sets required the use of the enhancement. They proved useful, however, in confirming the

results of other fitted curves, and narrowing the parameter space for other fits.

Whether the switching behavior is classical or quantum-mechanical, these resonant peaks are

commonly tracked on a plot of frequency vs. current. That is, a series of histograms is assembled

from data when microwaves of a single frequency are applied (Figures 4.18 and 4.10). Once the

primary and resonant currents are determined for that frequency, the microwave generator is set

to a new frequency, and the experiment is repeated. Observing these points for a large number of

frequencies provides compelling evidence that the resonances are due to the behavior of the phase

particle in the washboard potential, rather than some spurious resonance related to the dimensions

of the sample box, resonances with the electrical filtering, etc.

4.3.3 Extracting Junction Parameters

In order to determine whether or not a Josephson junction is useful for many applications, including

as a quantum bit, it is essential to establish its critical current I0, resistance R, and capacitance

C, which allow us to determine Q0 and Q(I). We must know these values more precisely than

is possible with measurements of current vs. voltage (I − V curves). Additionally, because these

applications often require the use of microwave excitations, the key figures of merit must be known

at these ∼ GHz frequencies, rather than near DC (as would be found from I − V curves). This

section describes how I arrived at these values, from switching measurements.

Fitting the Escape Rate

Equation 4.12, for the thermal escape of a particle from our potential well, contains within its terms

references to all of the values we seek to establish: I0, R, and C. In addition, it also contains the

escape temperature, which is useful in establishing whether the phase particle is behaving classically

or quantum-mechanically. Therefore, one might expect to extract all of these values from a single

measurement. However, the reality is much different.

Figure 4.15 shows the effect of changing each of these parameters, while holding the others
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Figure 4.15: The effect of adjusting independently each of the four parameters of Equation
4.12: the critical current I0, escape temperature Tesc, capacitance C, and resistance R. Note
that in an experiment, only a limited range of escape rates is experimentally accessible; for
these parameters, ∼ 104 through ∼ 106 is typical. (a) Varying I0 (while keeping Tesc, C, and R
constant) mainly shifts the entire curve left or right, to higher or lower currents. There is also
a very slight change in slope, barely detectable at this scale. (b) Varying only Tesc produces
a substantial change in slope of the escape rate vs. current, while also shifting the center of
the experimentally-accessible portion of the curve to higher or lower currents. (c) Varying
only C mainly serves to raise or lower the entire escape rate curve, though there is also some
change in slope. (d) Varying only R has an effect similar to changing C, although the effects
become somewhat less at very low R. The black curve in each of (a) through (d) uses the same
parameters.
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constant. From (c) and (d), it is clear that changes in C andR are largely interchangeable. Therefore,

without a fairly well-constrained value of C, it is impossible to arrive at an independent value of R

(or vice versa).

When considering the others, it is important to recognize that, during any experiment, only a

portion of the escape rate curve is effectively sampled. Depending on the junction parameters, the

current ramp rate, and the number of events recorded, only the portion from Γ ∼ 104 through ∼ 106

may give statistically significant results. With few switching events recorded, this range will be

smaller; for very high statistics, this range may be larger.

This portion will often be nearly linear, though at least some curvature is usually apparent.

If one arrives at a good fit to the escape rate, an equally good fit can usually be achieved by

substantially increasing the critical current, substantially decreasing R and/or C, and fine-tuning

Tesc as necessary. Other combinations are also possible. Figure 4.16 shows one such set of theoretical

curves that would be extremely difficult to distinguish experimentally. For this figure, I held the

capacitance constant in each case. It is remarkable that experimentally-indistinguishable simulated

data can produce high-quality fits for Tesc from 0.62 to 1.20 K, I0 from 19.61 to 20.2 µA (a range

nearly three times the FWHM of the histogram itself), and R from 0.39 to 440 Ω (a range of over 3

orders of magnitude).

Fortunately, microwave resonant activation provides us with a method for constraining I0 and

C. And, we do not gather switching histograms and escape rates in the absence of microwaves (as

shown for Figures 4.15 and 4.16) at only a single temperature.

With reasonably well-constrained values for I0 and C, R may be constrained as follows. At very

low temperature, I determine the maximum resistance by increasing the fit resistance until the peak

in the escape rate is below the maximum found in the data. I determine the minimum resistance

using escape rate plots at higher temperatures. Using too low a resistance causes the fit to be

appreciably flatter than the experimental curve. By checking the fits for consistency over the entire

temperature range over which data was gathered, I gain confidence in these limits.
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Figure 4.16: Theoretical histograms (bottom) and escape rates (top), for four very different
sets of parameters, using Equations 4.12 and 4.9. At a particular ramp rate (0.053 A/s in this
case), only a portion of the escape rate curve is sampled by the statistically-significant portion
of the histogram. As a result, widely varying parameters can match an experimental histogram
and escape rate curve extremely well. For all curves above, the capacitance C = 480 pF. For
curve A, the remaining fit parameters are R = 440Ω, I0 = 19.61µ A, and Tescape = 0.62 K. For
curve B, R = 120Ω, I0 = 19.8µ A, and Tescape = 0.82 K. For curve C, R = 22Ω, I0 = 20.0µ A,
and Tescape = 1.00 K. For curve D, R = 0.39Ω, I0 = 20.2µ A, and Tescape = 1.20 K.
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Fitting Frequency vs. Current

As noted in section 4.1.8, Equation 4.5 (and its subharmonics) contains only two parameters: I0

and C.

Figure 4.17 shows the effect of varying I0 and C on the theoretical current-dependent plasma

frequency fp(I), and its subharmonics. With a series of data points on such a family of curves, even

a moderate sample of points is able to constrain I0 and C very well.

With I0 and C constrained, the fits to the escape rate shown above may provide reasonable

estimates of R and Tesc.

Fitting the Enhancement

Due to the difficulties in fitting the escape rate, it is useful to have an independent method of

determining R. As discussed in Section 4.1.6, the enhancement of the escape rate under microwave

excitation provides just such a technique.

A lower bound, or conservative estimate for Q may be found using

Q(I) =
{

2
[
1− (I/I0)

2
]
/ (I/I0)

}
(I0/∆Ires) (4.17)

where ∆Ires is half of the FWHM of the enhancement peak [143].

From this, it is easy to extract a lower limit on Q(0) and RC. With C well-established from the

frequency vs. current fit, this provides a lower limit on the resistance R. This can then be checked

for consistency with the lower bound to the resistance from the thermal fits to the escape rate.

4.4 Results

Using switching experiments, I was able to characterize both the c-axis MgB2/I/Pb and “terraced”

MgB2/I/Sn junctions discussed in the previous chapters. I established their parameters to a rea-

sonable precision at these high (GHz) frequencies. Our results show that these junctions have a

high quality factor Q0, thereby making them potentially suitable for quantum device applications.

Several independent measurements gave consistent results. Table 4.2 summarizes these results.
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Figure 4.17: Theoretical 1-, 2-, and 3-photon curves for applied microwave frequency vs.
resonant current, for parameters similar to those for the c-axis MgB2/I/Pb junction. (a) Varying
I0 (while keeping C constant) mainly shifts the entire curve left or right, to higher or lower
currents. (b) Varying C (while keeping I0 constant) produces a change in the slope of each
curve. Because there are only two parameters, each producing different effects on the curve,
they may both be determined with high accuracy from experimental results. The black curves
in each figure use the same parameters.
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Table 4.2: Characteristics of the Josephson junctions analyzed below. I0 and C were de-
termined from fits to the f vs. I curves (Figures 4.20 and 4.21). From these, f0 = ω0/2π
was calculated according to Equation 4.5. R was determined from fits to the escape rate at
several temperatures, using Equation 4.12 (Figure 4.27). Q0 is found via ω0RC. A junction
with Q0 & 10 is generally considered a “high Q” junction and potentially suitable for quantum
device applications.

Junction I0 (µA) R (Ω) C (pF) f0 (GHz) Q0

c-axis
MgB2/I/Pb

19.93±0.04 46±24 478.6±18.6 1.790±0.038 250±140

“terraced”
MgB2/I/Sn

106.78±0.05 9±4 1523±14 2.323±0.011 200±90

4.4.1 Microwave Resonant Activation

To determine the characteristics of these junctions, I first turn to microwave resonant activation.

Figure 4.18 shows typical histograms and escape rates vs. current, for resonances observed at

high fractions of the critical current.

All curves in Figure 4.18 were acquired near base temperature: 22.1 mK for (a), (b), and 22.7mK

for (c), (d).

At low power, only the primary peak is visible. As the microwave power increases, the resonant

peak grows until it dominates the histogram. The resonant current Ir is chosen as the current of

the resonant peak when both the primary and resonant peaks are the same height. The current of

the resonant histogram peak decreases rapidly as microwave power increases; the local maximum in

the escape rate is far less sensitive to changes in microwave power. Therefore, for all double-peaked

histograms, we chose the local maximum in escape rate as the resonant current.

Uncertainties in this resonant current had three main sources: 1. the slight difference between the

positions of the equal-height histogram peak and the escape rate peak; 2. difficulty in determining

the local maximum in escape rate when using data sets with relatively low statistics (1000 - 3000

events); and 3. difficulty in defining the resonant current when the transition occurred over a smaller

power increment than was acquired in the data sets (so that two peaks were never observed together

at a single power).

At some frequencies, only a single resonance is observed at a current close to I0, as in Figures 4.18
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Figure 4.18: Escape rates and histograms of counts vs. current at powers near the critical
power for resonance, for the c-axis MgB2/I/Pb (a), (b) and “terraced” MgB2/I/Sn (c), (d)
junctions, respectively. At low power, only the primary peak is visible. As the microwave power
increases, the resonant peak grows, until it dominates the histogram. The resonant current Ir is
chosen as the current of the resonant peak, when both the primary and resonant peaks are the
same height. The current of the resonant histogram peak decreases rapidly as microwave power
increases; the local maximum in the escape rate is far less sensitive to changes in microwave
power. Therefore, for all double-peaked histograms, we used the local maximum in escape rate
as the resonant current.
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and 4.10. At other frequencies, more resonances were observed. One of those that is particularly

feature-rich is shown in Figure 4.19. It shows the switching current vs. nominal power, as in Figures

4.10 and 4.12. It is derived from plots similar to Figure 4.18; this format allows useful features to

be seen over a wider range of currents and powers. In addition to the primary peak (at ∼106 µA),

four “families” of resonant peaks are visible.

Curve (1) indicates a single-photon resonance much farther from the primary peak than Figures

4.18 and 4.10. It falls very nicely along the predicted curve for a single-photon resonance, as indicated

in Figures 4.7, 4.20 and 4.21. Ir may be established both by considering the peak current when the

resonant peak is the same height as the primary peak, and by finding a local maximum in the escape

rate.

Curve (2) has a similar curvature, and occurs closer to the primary peak. In fact, if the plot

were restricted to the region close to the primary peak, this would appear very similar to n-photon

resonances. However, when considering resonances at fp/n, higher-n resonances always appear at

higher powers and lower currents than lower-n resonances. Because multiple different peaks appear

at this power, I found Ir from the local maximum in the escape rate.

Curves (3) also do not correspond to a resonance predicted by Equation 4.5 or its harmonics.

They have several additional distinguishing features from these predicted resonances. First, they

vary with power in a different way: the higher-current resonance (3a) is very insensitive to changes

in power; (3b) decreases linearly with increases in power, in contrast with the curvature of n-

photon resonances of type (1) and the predictions discussed in Section 4.1.7. Second, the histograms

associated with these resonances have far narrower current widths. Finally, they are usually observed

together, appearing at the same frequency, with similar threshold powers. I again found Ir from the

local maximum in the escape rate; however, given their properties, I could have used the histogram

peaks at the powers they first appeared.

Curves (4) are difficult to associate with a particular resonant current. Resonances at fp/n are

relatively insensitive to power at the powers at which they are first excited. And, they produce a

histogram peak only at the resonant current. The resonances associated with curves (4) are extremely
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Figure 4.19: Switching current vs. power (a) for the “terraced” MgB2/I/Sn junction at 23
mK, when excited by microwaves at 1.70 GHz and (b) for the c-axis MgB2/I/Pb junction at 22
mK, when excited by microwaves at 1.35 GHz. The counts are on a log scale to make features
with relatively small statistics more apparent. The highest-current feature (at ∼106 µA in (a)
and ∼19.3 µA in (b)) is the primary peak. Four “families” of resonant peaks are visible. (1)
A typical single-photon resonance. Multi-photon resonances are similarly curved on this type
of plot. (2) A resonance for which the resonant current does not match Equation 4.5 or its
harmonics. It is distinguished by appearing at a lower current than the lower n-resonance (for
equal f) or higher power than the lower n-resonance (for equal I). (3) Two further resonances
not predicted by Equation 4.5 or its harmonics. (4) Additional resonant peaks, where the
resonant current Ir is difficult to determine. These do not appear in (b) at this frequency,
though similar features appear at other frequencies for the c-axis MgB2/I/Pb junction.

Chapter 4: Superconducting-to-Normal Switching 4.4 Results



138

sensitive to power, and produce a peak in the escape rate at every power. They are reminiscent

of the predictions of Figure 4.9, highly detuned from the resonance, and at a substantially higher

damping parameter α. When they appear on Figures 4.20 and 4.21, they are typically at very low

currents.

An additional aspect of these curves may be noted on this figure. The resonances at fp/n

(such as curve (1)) are largely unaffected by the presence of the other curve families. However,

the emergence of curves (4) changes the populations in curves (2) and (3) substantially. Similar

correlations were observed for both the c-axis MgB2/I/Pb and “terraced” MgB2/I/Sn junctions

over a range of frequencies and temperatures.

Resonances of types (1) and (2) appear as large circles in Figures 4.20 and 4.21. Resonances of

types (3) and (4), and any others that are uncertain for some reason, are plotted as small circles.

In the following section, I use type (1) to establish the junction critical current and capacitance.

I discuss types (2), (3) and (4) in Section 4.5.1.

4.4.2 “Multiphoton” Transitions

Figures 4.20 and 4.21 show the switching current and nominal power of each resonance observed for

our measurements at different frequencies.

For each junction, the most prominent curve is that at the plasma frequency fp. Fitting these

points alone provides an excellent measure of the junction capacitance C and critical current I0.

Our observation of additional curves, at both higher harmonics and subharmonics of the plasma

frequency, strengthens confidence in these fits considerably.

From these fits, I find I0 = 106.78 ± 0.05 µA and C = 1523 ± 14 pF for the “terraced” MgB2/I/Sn

junction. For the c-axis MgB2/I/Pb junction, I0 = 19.93 ± 0.04 µA and C = 478.6 ± 18.6 pF.

The data points falling on the plasma frequency and its harmonics bear substantial similarities

to those reported in the literature. However, they also have some important differences, due in part

to the unusually high capacitance of the junctions we tested.

Putting the barrier height of the washboard potential in terms of the harmonic oscillator energy
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level spacing provides a quick estimate of the number of levels in the well Ns (Equation 4.18).

Ns ≡
∆U

~ωp
=

√
Φ0I0C

2πe2

(1−
(
I

I0

)2
)1/4

− I

I0

(
1−

(
I

I0

)2
)−1/4

cos−1

(
I

I0

) (4.18)

As I approaches I0, Ns approaches 0. When increasing the current from zero, as in our experi-

ments, all of the phase particles must have escaped by the time Ns & 1. For each of our junctions,

and for each of the results reported in the literature (Section 4.1.8), the maximum observed resonant

current corresponds to a few states in the well.

Ns at zero bias Ns(0) =
√

Φ0I0C
2πe2 approximates the maximum number of states in the well at any

bias current. The remainder of Equation 4.18 depends only on the reduced current
(
I
I0

)
, making it

independent of junction properties.

Ns(0) increases with both I0 and C, each of which grows with area. As noted above, the junctions

we studied were substantially larger than others for which “multiphoton” switching events have been

observed.

For the “terraced” MgB2/I/Sn junction, Ns(0) ∼ 46000. For the c-axis MgB2/I/Pb junction

Ns(0) ∼ 11000. In contrast, for the junctions reported in [158], I0 ∼ 278µA and C ∼ 1.6 pF, giving

Ns(0) ∼ 2400 - roughly an order of magnitude smaller.

Not only were more states available, we observed resonances at much deeper levels than reported

elsewhere. As indicated in Figures 4.20 and 4.21, we observed resonances at fp down to
(
I
I0

)
∼ 42%

for the “terraced” MgB2/I/Sn junction, and ∼ 67% for the c-axis MgB2/I/Pb junction. These

correspond to Ns ∼ 22000 and Ns ∼ 2700, respectively. In [158], the minimum
(
I
I0

)
observed for fp

is ∼ 99.4%; the minimum
(
I
I0

)
observed for any subharmonic branch is ∼ 96.3%. These correspond

to Ns ∼ 9.6 and Ns ∼ 59.6, respectively.

Observing these resonances over such a wide range in Ns is unusual, and calls into question

the attribution of these resonances to quantum-mechanical processes. However, the Lorentzian

enhancements shown in the following section (Section 4.4.3) are commonly taken to be definitive

evidence of quantum-mechanical behavior. Additionally, we observe these resonant currents down to
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small numbers of states in the well - which should not be possible in the presence of excess thermal

noise.

Furthermore, higher harmonics have only been reported to have a classical explanation - a sys-

tem with an anharmonic potential (such as our washboard potential) will undergo large-amplitude

oscillations at both subharmonics and higher harmonics of its resonant frequency, as described above

(Section 4.1.8). A similar mechanism has been used to explain non-integer subharmonics [159].

The relatively strong microwave power required to excite each of the higher-harmonic resonances,

and those at high Ns, may have been strong enough to drive the junction to classical behavior, even

if they are behaving quantum-mechanically for the low-power resonances at fp. This may occur

either by directly heating the junction (even though the bulk of the cold finger and the attached

thermometer remained at ∼25 mK) or by perturbing the washboard so strongly as to blend any

metastable states into an effective continuum.

There is little evidence for non-integer subharmonics in our results, except possibly at 4fp/5

for the c-axis MgB2/I/Pb junction. I include the non-integer theory curves on Figure 4.21 to

demonstrate that some of the observed resonances cannot be explained as harmonics of the plasma

frequency.

A discussion of these additional resonances (described as types (2), (3) and (4) in Section 4.4.1,

and not corresponding to fp or its harmonics) appears in Section 4.5.1.

Verifying I0 and C

I compared the values extracted from these fits with results suggested by other measurements. These

alternative methods give values that are consistent with those from the frequency vs. current fits of

Figures 4.20 and 4.21, although they are far less precise.

The critical current I0 may be observed directly using the current vs. voltage characteristics

discussed in Chapter 3. Although those measurements allowed very little noise to reach the junction,

fluctuations in the measured current were . 0.5% of the critical current. Uncertainties in the bias

resistance increased the overall uncertainty by < 1%. The values observed directly on the I − V

curves were consistent, within these ranges, of those found here.
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For the capacitance, I considered the junction geometry. For a parallel-plate capacitor, C = κε0A
d

where κ is the dielectric constant of the barrier material of thickness d, A is the area of the junction,

and ε0 is the permittivity of free space.

I estimated A from photographs of the junctions. For d, the technique used in the fabrication of

these junctions consistently produces a barrier thickness ∼2 nm [8]. A dielectric constant κ cannot

be less than 1. For comparison, κ ∼ 9-10 for pure MgO at room temperature [178]; for boron nitride

at room temperature, κ ∼ 3− 7 [179].

For the “terraced” MgB2/I/Sn junction, A ≈ 0.085 mm2. Taking C = 1523 pF and d = 2 nm

gives κ ≈ 4. For the c-axis MgB2/I/Pb junction, A ≈ 0.059 mm2. Taking C = 478.6 pF and d =

2 nm gives κ ≈ 1.8. Given the unknown nature of the barrier, and the substantial uncertainties in

the area and thickness, these results are within a reasonable factor of the expected values.

When considering Figures 4.20 and 4.21, the data points near each arc could be attributed to

different resonances. For example, the arc at 2fp is well-populated for the “terraced” MgB2/I/Sn

junction could instead be interpreted as fp. Without considering additional evidence, it would be

difficult to establish the junction capacitance.

Changing the attribution produces several problems, as shown in Figure 4.22(a). First, each

of the theoretically-predicted odd subharmonics would be absent from the data, although even

subharmonics are seen. There does not appear to be a theoretical explanation for this. Second,

the single-photon resonance should require the lowest power for a given well depth/bias current.

Considering the observations around 100 µA, this change in attribution would indicate that the

two-photon peak (at ∼ -40 dBm) would require far lower power than the single-photon peak (at

∼ -5 dBm). Finally, this would require a capacitance four times as large, which would indicate

an unrealistic dielectric constant: the implied κ would be ∼ 16. Similar problems occur when

attributing the arc at 2fp in Figure 4.20 as fp, as shown in Figure 4.22(c).

Given the weight of the evidence, I am confident that these measurements have resulted in

accurate results for the critical current I0 and capacitance C.
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4.4.3 Escape Rate Enhancement

A few of the points on f vs. I (Figures 4.20 and 4.21) were found using the enhancement to the

escape rate, as discussed in Section 4.3.2. These also allowed me to estimate lower limits on Q and

R for each junction, using Equation 4.17.

As discussed in Section 4.1.6, when switching in a Josephson junction is dominated by quantum-

mechanical processes, the enhancement forms a Lorentzian peak. As shown in Figure 4.23, enhance-

ments for both junctions are reasonably approximated by a Lorentzian.

A Lorentzian fit for the “terraced” MgB2/I/Sn junction, as shown in Figure 4.23 (d), is centered

at I ∼ 106.33 µA and have a full-width at half-maximum (FWHM) of ∼ 0.12µA. Using Equation

4.17, I find Q(I=106.33µA) ∼ 30, or Q0 ∼ 100 . Using Q = ωpRC, together with I0 = 106.78 µA

and C = 1523 pF (as extracted from f vs. I above), this gives R & 15 Ω.

For the c-axis MgB2/I/Pb junction, the fit is centered at ∼19.49 µA with a FWHM ∼0.01 µA.

The resulting Q(I=19.49 µA) & 45, or Q0 & 90, leading to a resistance R & 70 Ω.

Although the subgap resistances are much higher for these junctions (& 1 kΩ), the resistance at

these high frequencies is typically dominated by the leads connected to the junction. As discussed

in Section 4.1.2, typical resistances are between ten and a few hundred Ohms. As such, these results

appear reasonable, especially when considered as a lower limit.

Section 4.4.4 below shows a completely independent method for determining the resistance. The

resulting zero-bias quality factors (Q0 = 200±90 for the “terraced” MgB2/I/Sn junction and Q0

= 250±140 for the c-axis MgB2/I/Pb junction) compare very favorably with the results discussed

here.

4.4.4 Switching: Effects of Temperature

Many of the characteristics of the junctions could be found through the microwave resonant activa-

tion results described above. Tracking the superconducting-to-normal switching behavior through

increasing temperatures provides a new family of results. These give a better insight into the junc-

tion resistance R, allow us to perform consistency checks on our prior results, and provide the

opportunity to seek new physics in the behavior of the junctions.
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Figure 4.23: Escape rates (a, c) in the presence and absence of microwaves, and escape
rate enhancements (b, d), for the c-axis MgB2/I/Pb junction at 21 mK, and the “terraced”
MgB2/I/Sn junction at 22 mK, respectively. For (a) and (b), the microwaves were applied at
0.80 GHz at a nominal power of -51 dBm. For (c) and (d), the microwaves were applied at 0.70
GHz at a nominal power of -58 dBm. The Lorentzian fits to the enhancement give Q(I=19.49
µA) ∼ 45, or Q0 ∼ 90 for the c-axis MgB2/I/Pb junction, and Q(I=106.33µA) ∼ 30, or
Q0 ∼ 100 for the “terraced” MgB2/I/Sn junction.
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Histograms and Escape Rates vs. Temperature

My exploration of the effects of temperature on the escape of the phase particle from the potential

well begins with the histograms of the raw switching data, and the escape rates computed from

them.

As expected, Figure 4.24 shows that the distribution of switching currents is concentrated in a

narrow peak near the critical current I0 at low temperature, while at high temperature, the peaks

are substantially broader.

The c-axis MgB2/I/Pb junction results compare quite favorably with the theoretical distributions

of Figure 4.4. Because the critical temperature Tc of Pb is 7.2 K, the gap voltage Vg and the critical

current I0 are expected to be reduced by only ∼ 0.0002% at 1 K, and ∼ 0.8% at 2.5 K, by applying

the BCS relationship for gap energy ∆ vs. temperature (Figure 1.5).

In contrast, Tc of Sn is 3.7 K. As a result, the gap voltage Vg and the critical current I0 are

expected to be reduced by ∼ 1.4% at 1 K, and ∼ 15% at 2.5 K. The resulting shift in the histograms

is quite apparent for the “terraced” MgB2/I/Sn junction in Figure 4.4 (b).

The trend toward a narrowing of the distribution of switching currents, at currents increasingly

near I0, continues as the temperature is decreased. As indicated in Figure 4.35, this effect appears to

saturate at very low temperatures - below ∼ 100 mK. This may be an indication of a crossover from

classical to quantum mechanical behavior. In order to interpret the results, it is useful to turn to

calculations of the mean switching current and the standard deviation, over the entire temperature

range.

Mean and Standard Deviation of Switching Current Distribution vs. Temperature

As described in section 4.1.4, in the absence of quantum-mechanical tunneling, the standard de-

viation should continue to decrease roughly linearly as the temperature decreases, over the entire

temperature range of the experiment. The observation of a minimum standard deviation is com-

monly taken as a sign of crossover from classical to quantum-mechanical behavior; the temperature

at which the transition occurs is then assumed to be the crossover temperature Tcr.

Figure 4.25 shows the results from both junctions. In each case, the results are most clear if
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Figure 4.24: Escape probability (switching histogram) vs. current, for the c-axis MgB2/I/Pb
junction (a) and “terraced” MgB2/I/Sn junction (b), respectively. In (b), as the temperature
increases, the mean switching current 〈Isw〉 decreases beyond that derived from thermal acti-
vation theory assuming a fixed critical current I0. This reduction in critical current is expected
for a junction incorporating Sn (Tc Sn = 3.7 K). This same effect also influences the data in (a),
although to a far lesser extent (Tc Pb = 7.2 K).
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〈Isw〉 vs. T is shown on a linear-linear scale, while σ vs. T is shown on a log-log scale.

For the “terraced” MgB2/I/Sn junction, the significant decrease in critical current above ∼1 K

is clearly reflected in the mean of the switching current (c). The standard deviation (d) shows a

nearly linear decrease, until a crossover to a roughly constant value, at ∼0.1 K.

For the c-axis MgB2/I/Pb junction, the standard deviation (b) likewise shows a nearly linear

decrease as the temperature decreases, until a crossover to a roughly constant value, again at ∼0.1

K. The mean switching current also appears to reach a stable value at ∼0.1 K. These results com-

bined are entirely consistent with a crossover from classical to quantum-mechanical behavior at this

temperature.

Although it may seem surprising that these apparent crossover temperatures would be so similar

for two different junctions of such dramatically different critical currents and capacitances, the

crossover temperature (equation 4.13) is proportional to ω0, which is a function of the critical

current density. Since these junctions were fabricated using similar methods, with a barrier formed

by a native oxide, their critical current densities are similar. So, while the similarities in crossover

temperatures could be seen as evidence of a ∼ 100 mK noise floor, they are also reasonably consistent

with the physics of the junctions.

Unfortunately, both curves for the c-axis MgB2/I/Pb junction (Figure 4.25 (a,c)) are somewhat

more limited than would otherwise have been possible. Although we also gathered data at additional

temperatures as low as 22 mK, they do not appear in these plots, due to an accidental change to

the electronic configuration below 60 mK.

The same device was also measured on two additional occasions prior to the measurements shown

here and in Section 4.4.1. I did not present results from those experiments above because we were

still determining the optimal configuration for microwave resonant activation experiments at that

time, and were unable to achieve results nearly as reliable as those shown in Section 4.4.1.

However, we did gather useful measurements in the absence of microwaves, for the second of

those experiments, as shown in Figure 4.36. Each of the results is largely consistent with those in

Figure 4.25; both may be found in Figure 4.26. There are a few differences.
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Figure 4.25: Mean switching current (a, c) and standard deviation in the switching current (b,
d), for the c-axis MgB2/I/Pb and “terraced” MgB2/I/Sn junctions, respectively. (Linear scales
are used for (a, c); log-log for (b, d).) Below ∼100 mK, the standard deviation remains a stable
value, for both junctions. This may be suggestive of a transition from classical to quantum
mechanical behavior, with a crossover temperature of roughly 100 mK for both junctions. (The
dashed lines are guides for the eye.) The mean switching current for the c-axis junction (a)
increases linearly as T is decreased until ∼ 100 mK. This is consistent with a crossover from
escape dominated by classical processes to quantum tunneling at ∼ 100mK. The trend in the
mean switching current of the “terraced” junction (c) is dominated by the variation in the
energy gap of tin with temperature (comapre with Figure 1.5). Tc of the Sn electrode of ∼3.7
K.
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Figure 4.26: Mean switching current (a, c) and standard deviation in the switching current
(b, d), for the c-axis MgB2/I/Pb junction, for two different experiments. (As in Figure 4.25,
linear scales are used for (a, c); log-log for (b, d).) In Experiment A, I sought to establish the
quantum-to-classical crossover temperature; in Experiment B, I explored a wider temperature
range. In both experiments, the standard deviation (b, d) reached a floor below ∼100 mK.
In Experiment B, the mean switching current (c) increased as T is decreased until ∼100 mK.
However, in Experiment A, the mean switching current (d) did not stabilize until ∼40 mK.

Chapter 4: Superconducting-to-Normal Switching 4.4 Results



152

First, the critical current was highest for our first series of experiments, and gradually decreased

with each succeeding experiment. (Compare Figures 4.26 (a) and (c).) We attribute this to degra-

dation in the junction; the most likely explanation is degradation of the MgB2 film itself, since

the sample was stored in a (non-vacuum) desiccator for > 2 weeks between experiments. It is also

possible that the Pb electrode increased its separation from the MgB2 film due to thermal cycling.

Second, in the earlier round of experiments, although the standard deviation appears to level off

at ∼0.1 K, the mean switching current does not, until ∼40 mK (Figure 4.26 (a)). We are unsure of

the reason for this discrepancy.

Fitting the Escape Rate

At worst, the above results suggest that our experimental system has a noise floor of ∼ 100 mK.

But they may instead suggest a crossover to quantum-mechanical behavior - a distinction that is

useful, when considering how relevant our results are for quantum device applications. Fitting the

escape rate using Equation 4.12 provides additional insights.

Figure 4.27 shows typical results for fitting the escape rate. In this case, results for the “terraced”

MgB2/I/Sn junction are shown, for theoretical and experimental escape rates at 160 mK and 1.217

K. The curve fits were found using OriginPro software. As described above, C was established from

Figures 4.20 and 4.21. The minimum, maximum, and central values of R were found as described

in Section 4.3.3 by checking the escape rates at several temperatures. For these fits, R and C were

held fixed, and OriginPro found the optimal I0 and Tesc. I then checked I0 for consistency with the

result found from Figures 4.20 and 4.21, although with some flexibility due to a potential offset from

the RC filter (Section 4.3.1) and allowing for thermal suppression of the critical current.

Using these methods, I found R = 9±4 Ω for the “terraced” MgB2/I/Sn junction, and R = 46±24

Ω for the c-axis MgB2/I/Pb junction. Combining these with the junction capacitance established

above gives Q0 = 200 ± 90 for the “terraced” MgB2/I/Sn junction, and Q0 = 250 ± 140 for the

c-axis MgB2/I/Pb junction. These quality factors are sufficiently high that these junctions may

be attractive for applications. And their consistency with those found from fitting the escape rate

enhancement (Section 4.4.3) increases our confidence in their accuracy.
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Uncertainties in I0 and Tesc were found by repeating the fit for the minimum and maximum R.

C remained fixed, both because its uncertainty was far smaller than that of R, and because the

range chosen for R was very likely an overestimate.

Figure 4.27: Fit of the escape rate in the absence of microwaves for the “terraced” MgB2/I/Sn
junction, at 160 mK and 1.217 K. Data for this junction were taken from 23 mK through 3.45
K; the resulting escape rates were fit according to Equation 4.12 over the entire temperature
range. From these, we conclude that R = 9± 4 Ω for this junction.

Figures 4.28, 4.29 and 4.30 show the fit escape temperature Tesc vs. the temperature measured

by the mixing chamber thermometer TMC .

As with Figure 4.25 for standard deviation vs. temperature (as measured by the mixing chamber

thermometer), the escape temperature also follows a roughly linear decrease with TMC , down to ∼

100 mK. Specifically, the “terraced” MgB2/I/Sn junction exhibits a crossover to a constant Tesc at

TMC = 130 mK; the c-axis MgB2/I/Pb junction crosses over at TMC = 89.9 mK for Experiment A,

and 117 mK for Experiment B.

Each of these results is fairly consistent from junction to junction and experiment to experiment,

as shown in Figure 4.30.

Fitting the escape rate has, however, revealed two new features not apparent when plotting

the standard deviation vs. temperature. First, for all three experiments (one for the “terraced”
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Figure 4.28: Escape temperature Tesc as found from fits to the escape rate, vs. the tem-
perature measured at the mixing chamber of our dilution refrigerator TMC , for the “terraced”
MgB2/I/Sn junction. The red lines are fits to relevant subsets of the data points; their intersec-
tion, at TMC = 130 mK, indicates the crossover temperature. The dashed line is Tesc = TMC .
(a) When plotted on a linear/linear scale, the linear trend with temperature is clear, as is the
departure of the measured temperature from that extracted from escape rate fits. (b) The same
data points, plotted on a log-log scale, shows the crossover far more clearly.

MgB2/I/Sn junction, two for the c-axis MgB2/I/Pb junction), the escape temperature is nearly 1.3

times the measured temperature for most of the temperature range above the crossover. Second, for

both experiments on the c-axis MgB2/I/Pb junction, the fit temperature Tesc becomes a near-match

with the measured temperature TMC , above ∼ 2.5 K, rather than remaining ∼1.3 times larger. I

discuss these further in Section 4.5.2

4.4.5 Evidence for Quantum Mechanical Behavior

Superconductivity and the Josephson effect are necessarily quantum-mechanical in nature. But, the

phase particle may escape from a local minimum of the washboard potential classically or quantum-

mechanically. Several applications and theoretical analyses require quantum-mechanical escape.

Therefore, I summarize the evidence found from our experiments, in this subsection.

As noted in Section 4.4.4, we observed a floor in both the standard deviation of the switching

current distributions, and in the escape temperature derived from fits to the escape rate. In each
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Figure 4.29: As above, escape temperature vs. measured temperature, for the c-axis
MgB2/I/Pb junction for both experiments for which I acquired useful results. The intersec-
tions of the fitted (red) lines for Experiment A indicate a crossover at TMC = 89.9 mK; for
Experiment B, at 117 mK. Plots on a linear-linear scale (a, c) and a log-log scale (b, d) emphasize
different features of the same results.
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Figure 4.30: Escape temperature vs. measured temperature for all three experiments shown
above, plotted together on the same log-log scale. Red circles: results for the “terraced”
MgB2/I/Sn junction. Blue squares: the c-axis MgB2/I/Pb junction, Experiment A. Green
diamonds: the c-axis MgB2/I/Pb junction, Experiment B. The dashed line is Tesc = TMC . The
offset of the experimental results from this dashed line reflects the departure of Tesc from TMC

(Tesc ∼ 1.3TMC) below ∼ 2 Kelvin.
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case, for both junctions, this floor is ∼100 mK.

Although this is among the most common methods used in the literature to indicate a crossover

from thermal to quantum-mechanical behavior, it may also indicate a noise floor. As such, it is only

suggestive.

Far more compelling are the results that produce a peak in the escape rate enhancement. A

criterion for classical activation is given [156] from comparing the slope of the escape rate in the

presence of microwaves with that in the absence of microwaves. If dΓRF On

dI . dΓRF Off

dI (leading to a

“shelf” in the enhancement below Ir), it is deemed classical. However, if dΓRF On

dI > dΓRF Off

dI (leading

to a “peak” in the enhancement below Ir), this is taken as conclusive evidence that the switching is

dominated by quantum-mechanical tunneling.

My results for Γ vs. I, shown in Figure 4.23 (a,c), clearly have a steeper slope below Ir in the

presence of microwaves than in their absence. This leads to the peaks in the enhancement (b,d) that

are in clear contrast to the “shelf” expected for classical behavior (Figure 4.8).

Additional evidence is provided by my microwave resonant activation results to support the

conclusion that the standard deviation and escape temperature are not noise limited.

Figure 4.31 shows that the resonant peak is taller and narrower than the primary peak. If

the system had reached a point where the distributions in switching currents were dominated by

electrical noise rather than thermal fluctuations, at a higher temperature than the true crossover

temperature, this “noise temperature” would affect both the primary and resonant peaks.

However, the resonant excitation of transitions between two quantum-mechanical energy levels

should occur over a narrower range of currents than the distribution in the absence of microwaves.

If the system were dominated by electrical noise, this narrowing would not be apparent. The

fact that we observe it suggests that the resonances we observe at base temperature are due to

quantum mechanical tunneling through the barrier. Reference [158] used this method to demonstrate

that their measured distributions in the absence of microwaves were not limited by noise in their

experimental setup, thereby indicating that escape was due to quantum tunneling through the

barrier.
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Figure 4.31: Histogram counts vs. current at powers near the critical power for resonance,
for the c-axis MgB2/I/Pb (a) and “terraced” MgB2/I/Sn (b) junctions, respectively. Each set
of curves was acquired near 22mK. At sufficiently high power, only the resonant peak appears.
The fact that the resonant peak is taller and narrower than the primary peak suggests that the
primary peak distribution is not dominated by thermal noise. This is strongly suggestive of
quantum-mechanical behavior.

For the c-axis MgB2/I/Pb junction, the standard deviation σ for the resonant peak (at -20 dBm)

is 0.032 µA, vs. 0.043 µA for the low-temperature data shown in Figure 4.25. For the “terraced”

MgB2/I/Sn junction, the standard deviation σ for the resonant peak (at -44 dBm) is 0.054 µA, vs.

0.063 µA for the low-temperature data shown in Figure 4.25.

These substantial differences support the conclusion that we have observed quantum-mechanical

tunneling of the phase particle through the washboard potential barrier.

4.5 Additional Features

Although most of the features I observed can be explained by conventional junction theory, the

explanations for several others remain unresolved.

4.5.1 Microwave Resonant Activation

I observed several “families” of additional resonances, not explained by Equation 4.5, as shown in

Figures 4.19, 4.20 and 4.21.

If the additional resonances had been scattered randomly across the f vs. I plots, then they

might be dismissed as artifacts. However, especially for the c-axis MgB2/I/Pb junction, several

families of curves appear consistent across frequency ranges.
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Type (2)

One family is found between the curves for fp and 2fp on Figure 4.21 (roughly 18 to 19.5 µA and

1.3 to 1.6 GHz). These are described as type (2) on Figure 4.19.

It exhibits some similarities to theoretical curves for a Josephson junction coupled to an LC

oscillator [13]. As they describe, the presence of two parallel circuits results in two parameters

being relevant: ϕJ and ϕs. The resulting potential is a two-dimensional analogue to our washboard

potential, with two resonant frequencies, shown in Figure 4.32.

Figure 4.32: (a) Theoretical plasma frequency, from [13]. Inset: the circuit used in the model.
Here, β = LS/LJ0 gives the ratio between the inductance on the “shell circuit” and the zero-
bias Josephson inductance LJ0 = Φ0/(2πI0), and χ = CJ/CS is the ratio of the capacitance
of the junction itself, and the capacitance placed in the shell circuit. (b) Results of the same
model, with a shell inductance 10 times greater than the Josephson inductance. Inset: the
two-dimensional washboard potential arising from their model. (c) Measurements of our c-axis
MgB2/I/Pb junction. The arc labeled “Type (2)” bears some similarity to ω+, and is difficult
to account for otherwise. ((a) and (b) reprinted from Kaiser et al., Journal of Applied Physics,
109(9), 2011, with the permission of AIP Publishing [13].)

Here, β = LS/LJ0 gives the ratio between the inductance on the “shell circuit” and the zero-

bias Josephson inductance LJ0 = Φ0/(2πI0), and χ = CJ/CS is the ratio of the capacitance of the

junction itself and the capacitance placed in the shell circuit.
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They fabricated an LC circuit in parallel with a Nb/AlOx/Nb junction, and observed resonances

at fp and its harmonics, together with these new normal modes and their harmonics.

In contrast, we did not have a separate LC circuit coupled to our junction. It is possible that

the geometry of our devices themselves could contribute a similar effect, but this does not appear

likely. It is also possible that this could be evidence of the elusive Leggett mode: it is modeled as a

harmonic oscillator, coupled with the washboard potential [171].

For the MgB2/I/Sn junction, I did not observe such a clear feature: those points between fp and

2fp appear to better match 3fp/2. This may be due to its far larger critical current and capacitance,

which could collapse the ω+ resonance onto ωp.

However, any such attribution for the source of this feature in our results remains speculative.

Type (3)

A second family, seen from ∼13 to ∼15 µA on Figure 4.21, seems much like fp (and its harmonics)

for a lower I0 and C. This is highlighted in Figure 4.33; here, the fit uses I0 = 15.4 µA and C = 320

pF. (These parameters, especially the capacitance, are far more tentative than those above, due to

the relative lack of data points, and the inability to use the threshold power to distinguish between

arcs.)

Similar features also appear on Figure 4.20 near ∼70 and ∼80 µA, but only at 1.7 and 1.8 GHz.

These are indicated as type (3) on Figure 4.19.

It is well-established that, if two junctions are coupled, then the switching of one junction from

the superconducting-to-normal state can induce the other to switch at the same time [52]. Our

experimental system does include separate junctions in close proximity to each other, connected by

a superconducting plane of magnesium diboride. So, it is possible that multiple junctions could be

coupled (though highly detuned from each other) which could, in principle, produce similar features.

However, there are actually three junctions participating in the measurement: the “current bias

junction,” the “measured junction,” and the “voltage measurement junction,” as shown in Figure

2.12. These resonances (and each of the others shown in Figures 4.20 and 4.21) remained consistent

when the bias and measurement junctions were exchanged.
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Figure 4.33: Applied microwave frequency vs. switching current, for the c-axis MgB2/I/Pb
junction, as in Figure 4.21. The resonances of “Type (3)” appear similar to those for a junction
with I0 = 15.4 µA and C = 320 pF, for which the fit according to Equation 4.5 and its harmonics
are shown.

If the current bias junction had a lower critical current than the measured junction, then the

measured junction should have been very likely to switch at that current, before its own critical

current was reached, whether or not microwaves were applied. Instead, I never observed switches at

this lower current in the absence of microwaves (even at higher temperatures), and they were only

present at certain frequencies and powers when microwaves were applied.

Additionally, each of the junctions on a single chip must have different critical currents and

capacitances from each other due to the fabrication methods. Exchanging the current bias and

voltage measurement junctions was a simple matter of exchanging BNC cables at the breakout box

at the top of the cryostat. Doing so should have ensured that these features would shift or be absent

altogether. However, they remained the same. So, this cannot have been an artifact of the presence

of the current bias junction.

So, although I have been able to exclude some possibilities, I have not been able to explain the

source of this feature.
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Type (4)

A further variety of resonance that occurred in both samples is indicated as type (4) on Figure 4.19.

Unlike each of the other types of resonance, these have a number of distinct features.

First, they tend to span a wide range of currents for observations at a single frequency (e.g.

Figure 4.19), rather than being concentrated within a range of currents. Second, for each of the

other resonances, the resonant current is very nearly equal to the current at the lowest power for

which it is observed, and remains near this current over a reasonable range of powers. These, in

contrast, have their most rapid changes in current at low power, and evolve toward a more stable

value at higher powers. Third, at certain powers, they tend to approach very low currents. Finally,

they usually exhibited an escape rate peak at all powers, rather than only near the critical power to

excite the resonance.

For Figure 4.21, I most often chose the “resonant current” as the local maximum in the escape

rate for the lowest power at which this type of resonance appeared. In retrospect, this may have

been inappropriate, and it is difficult to establish a single value, based on this type of measurement.

This produced many of the small points on this figure to have a “scattered” appearance (aside from

those associated with Type (3)).

For Figure 4.21, I was more selective, and generally chose to attribute these to lower resonant

currents.

Resonances of Type (4) may explain a curious fact of our experiments. In each of the junctions

we tested, our collaborators at Temple and Penn State had previously measured them, and had not

observed any supercurrent. However, we did observe a supercurrent in each of these cases.

Their measurement systems were not filtered for high frequencies as ours were. If sufficient power

at appropriate frequencies reached the junction (e.g. from wireless internet or cell phones), that may

have prevented any supercurrent from being observed. This possibility remains speculative in the

absence of further measurements.

As noted in Section 4.4.1, the resonances at fp/n (such as curve (1)) are largely unaffected by the

presence of the other curve families. However, the emergence of curves (4) changes the populations
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in curves (2) and (3) substantially. So it appears that each of the unresolved feature types (2-4) are

correlated, and may share a single physical explanation.

4.5.2 Escape Temperature

In Section 4.4.4, I explored the switching of these junctions from the superconducting to the normal

states, in the absence of microwaves, across temperatures. Fitting the escape rate to acquire an

escape temperature revealed two surprising features.

Departure of Tesc from TMC

For all three experiments (one for the “terraced” MgB2/I/Sn junction, two for the c-axis MgB2/I/Pb

junction), the escape temperature is nearly 1.3 times the measured temperature for most of the

temperature range above the crossover. On a linear scale, this difference in slope is very clear; on a

log-log scale (Figures 4.28(b) and 4.29(b,d)), this causes the curve to lie parallel to, but offset from,

the curve for Tesc = TMC .

This difference in slope is remarkably consistent for these three experiments. Figure 4.30 shows

the results of all three superimposed on the same plot.

Second, for both experiments on the c-axis MgB2/I/Pb junction, the fit temperature Tesc becomes

a near-match with the measured temperature TMC , above ∼ 2.5 K, rather than remaining ∼1.3 times

larger. This result would be rather tentative if only the earlier experiment’s results were considered:

measurements were only made at three temperatures above 1 K (at 1.87, 1.96, and 4.57 K). Our

goal at the time was only to observe the crossover temperature. Its results, however, are entirely

consistent with those from the later experiment (with a slightly reduced critical current), increasing

our confidence that this is a physical effect, rather than an artifact of some experimental error.

Neither of these differences has been accounted for in theoretical analyses of more traditional

single-gap/single-gap junctions. However, a similar feature has been observed by Claeson et al. [14]

for switching experiments on grain boundary Josephson junctions made from the high-Tc supercon-

ductor YBa2Cu3O7−δ. There, they use thermal activation theory to extract a theoretical standard

deviation, rather than an escape temperature, as shown in Figure 4.34(b).
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Figure 4.34: (a) Tesc extracted from fits to the escape rate vs. the temperature measured at
the mixing chamber thermometer TMC for the c-axis MgB2/I/Pb junction, as reported in Section
4.4.4. (b) Standard deviation vs. temperature, for a YBa2Cu3O7−δ grain boundary Josephson
junction [14]. In both cases, the measured results match thermal activation (TA) theory above
a certain temperature (∼2.5 K in (a) and ∼200 mK in (b)). Then, there is a transition to
a different, parallel slope on this log-log scale. Finally, there is a transition to macroscopic
quantum tunneling (MQT), below ∼100mK in (a), and ∼50 mK in (b). ((b) Reproduced from T.
Claeson et al., “Macroscopic quantum phenomena in high critical temperature superconducting
Josephson junctions”, Journal of Superconductivity and Novel Magnetism, 19(3):341-347, 2006,
with permission of Springer. [14])
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Claeson et al. found that the standard deviation matched that predicted by thermal activation

(TA) theory from ∼1 Kelvin down to ∼200 mK; between ∼200 mK and ∼50 mK, there was a shift

to a different, parallel slope on their log-log plot of standard deviation vs. temperature. Finally,

below ∼50 mK, the system transitioned to macroscopic quantum tunneling (MQT).

They attribute this shift to the d-wave order parameter symmetry of the Cooper pairs in the

high-temperature superconductor, combined with the construction of their junction across grain

boundaries. This led, in their analysis, to first and second harmonics in the current-phase relation:

rather than I = I0sin (γ) of the first Josephson relation (Equation 4.1a), it becomes I = I1sin (γ)−

I2sin (2γ) where I1 and I2 are the first and second harmonics, respectively. This second harmonic

has an onset at low temperatures, which leads to an enhancement in the escape rate and an elevated

standard deviation.

In contrast, the order parameter symmetry for MgB2 is well-established to be s-wave [4]. So, this

explanation would not appear to apply. It is possible that a theoretical model could be developed

to explain this observation, but it does not yet appear in the literature.

Anomalous Crossover Temperature

For each of these devices, we would expect the crossover temperature to be significantly lower

than our observed crossover. Using equation 4.13, we find, for the “terraced” MgB2/I/Sn junction,

Tcr ' 17.7 mK. For the c-axis MgB2/I/Pb junction, Tcr ' 13.7 mK for the experiments that yielded

the most fruitful results (described as Experiment B in Section 4.4.4). Assuming the capacitance

did not change, Tcr ' 19.5 mK for the first series of experiments for this junction (Experiment A).

This is in contrast to the ∼100 mK crossover observed in Figures 4.25, 4.28, 4.29 and 4.30.

If I had only obtained these plots of σ and Tesc vs. TMC , the most likely explanation would be

that we have a noise floor near 100 mK (itself a difficult achievement). However, as described in

Section 4.4.5, our microwave resonant activation results include features that are commonly taken

as definitive evidence of quantum-mechanical escape of the phase from the potential well.

This suggests that either Equation 4.13 may not apply to hybrid junctions, or that the resonant

activation results may not guarantee quantum behavior for hybrid junctions. In either case, this
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suggests new avenues to pursue theoretically.

4.5.3 Escape Rate Features

The switching results reported in Section 4.4.4, also exhibited surprising features visible on individual

histograms and escape rate plots. They remained consistent across temperature.

First, as is clear from Figure 4.35, additional features (visible as peaks in the histograms, or as

kinks in the escape rate) are evident in both samples. These may be evidence of additional “noise”

resonances [146] or the presence of additional resonant modes due to the combination of the single-

gap and dual-gap MgB2 electrodes [173]. It is unclear which interpretation is more likely at the

moment.

Figure 4.35: Escape rate (a, c) and switching current histogram (b, d) vs. current for the
c-axis MgB2/I/Pb and “terraced” MgB2/I/Sn junctions, respectively. As expected, the mean
switching current decreases and the distribution gets broader as the temperature increases. The
primary structure of both the histograms and escape rates may be fitted rather well according to
theory (compare Figures 4.4 and 4.24). Additional features (visible as peaks in the histograms,
or kinks in the escape rate) are evident in both samples.

Second, we observed a feature at low escape rates that is especially prominent in the results for
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the c-axis MgB2/I/Pb junction below ∼300 mK. Its consistency across a broad temperature range

suggests that a physical process is at work, rather than resulting from random fluctuations that

pollute a single data set. Its absence in the escape rate for the “terraced” MgB2/I/Sn junctions

could result from a variety of differences between these junctions. However, at the moment an

interpretation remains unclear, as there are no published results, either theoretical or experimental,

that show similar features.

Figure 4.36: Escape rate vs. current, for the c-axis MgB2/I/Pb (a) and “terraced” MgB2/I/Sn
(b) junctions, respectively. When considering low escape rates, an additional feature appears in
the results for the c-axis junction. While it is true that this feature results from data with few
switching events, its consistency across a broad range of temperatures suggests that a physical
process is at work, rather than resulting from a random fluctuation. Its absence in the escape
rate for the “terraced” MgB2/I/Sn junction could result from a variety of differences between
these junctions.

Chapter 4: Superconducting-to-Normal Switching 4.5 Additional Features



168

4.6 Conclusions

In this chapter, I have described the theory for superconducting-to-normal switching for conventional

Josephson junctions, where both superconducting electrodes are single-gap materials.

My experimental results, the first for switching experiments on hybrid single-gap two-gap junc-

tions, demonstrate that analysis methods developed for traditional junctions are successful when

determining the resistance, capacitance, critical current, and quality factor of hybrid junctions.

Using these methods, I determined these junction parameters for two junctions with very different

values and film geometries. In both cases, the conventional analysis provides consistent results,

suggesting that superconducting-to-normal switching in these junctions is dominated by a single

tunneling mode.

Some features, while consistent with the theory for conventional junctions, are novel due to the

relatively large capacitance of these devices. In addition, I observed several features not currently

explained by theory.

Both junctions proved to be highly underdamped Josephson junctions (quality factor Q � 1),

which are useful for a variety of applications whether or not new physics are involved. Because

my results also exhibit several signatures of quantum-mechanical behavior, these junctions may be

suitable for certain quantum device applications.
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Chapter 5: Conclusions and Future Work

5.1 Conclusions

In this thesis, I have reported the results of my research characterizing the behavior of Josephson

junctions incorporating magnesium diboride. To make these results possible, I improved, in cooper-

ation with others, the functioning of our helium dilution refrigerator for low-noise, high-resolution

measurements.

I used this system to characterize the superconducting energy gap structure of magnesium di-

boride, as discussed in Chapter 3. These are the highest-resolution results obtained thus far. Two

gaps, while sufficient for many experimental results (including those on N/I/S junctions) are proven

insufficient for these high-resolution results.

I also produced the first switching measurements in hybrid Josephson junctions, as discussed

in Chapter 4. Most of the features can be explained using the theory developed for conventional

junctions. It is useful to have such a body of theory to help explain our results. However, there are

some as-yet unexplained features.

Several additional avenues for research are suggested by my results. I outline these in the following

section.

5.2 Future Work

5.2.1 Magnetic Fields

Magnetic fields are often used in conjunction with experiments on Josephson junctions. From the

earliest experiments, the response of a junction to applied magnetic fields has given conclusive proof

of the Josephson effects. More recently, variations in the critical current vs. field relationship have

been used to establish some novel behavior, such as in junctions incorporating high-Tc superconduc-

tors. But because MgB2 has been demonstrated to be a phonon-mediated s-wave superconductor,

we do not expect any of these types of departures from conventional junction theory.
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However, the main objectives for a magnetic field are different, when considering the results

presented in this thesis.

For superconducting-to-normal switching experiments, the crossover temperature from classical

to quantum-mechanical behavior Tcr is a function of the critical current. The critical current is

itself a function of the applied magnetic field. So, Tcr should be controllable by a fixed applied field.

Other researchers [180, 14] have used this property to prove that a leveling in plots of σ vs. T or

Tesc vs. T is not due to a noise floor: no other experimental parameters were changed. This would

put our results for quantum-mechanical tunneling on a more firm footing, or may reveal even more

surprises.

Magnetic fields have also been used to selectively suppress the π gap relative to the σ gap, both

in polycrystalline samples [181] and single crystals [182] of MgB2. Doing so may help reveal the σ

gap in more detail, and reveal which effects depend on the presence (or weight) of the σ and π gaps.

This would enhance the results of both Chapters 3 and 4.

On the theoretical front, it has been predicted [183] that a small feature caused by the Leggett

mode should appear in the I − V characteristics of a Josephson tunnel junction incorporating a

two-gap superconductor. While this may be hard to distinguish among the many other features

evident in such curves, it should, unlike the others, shift to different voltages in response to a weak

magnetic field. This would provide compelling evidence of the Leggett mode in Josephson tunneling

experiments.

5.2.2 Four-Wire Measurement

As indicated in Figures 2.12, 3.6 and 4.14, the bias current passed through one Pb or Sn electrode,

through one junction to the MgB2 plane, through another junction to a second Pb or Sn electrode,

to ground. Voltage was measured from a third Pb or Sn electrode, through a third junction to the

MgB2 plane, through the measured junction, to the second Pb or Sn electrode, to ground.

A true four-wire measurement would have used two ends of a single Pb or Sn electrode, and two

ends of the MgB2 plane, as indicated in Figure 1.6. Our configuration introduced several potential

complications.
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The first is caused by the resistive portion shared in common between the current bias and

voltage measurement sides of the experiment. The voltage measurement included cryostat as ground,

through a non-superconducting silver wire, to a silver-paint contact, to the superconducting Pb or

Sn electrode. The common resistance was corrected in Section 3.2.3 and was irrelevant (with the

proper threshold) for the switching experiments, as discussed in Section 4.2. However, the contact

between the silver wire and the Pb or Sn electrode could have formed an NS junction (normal

metal/superconductor junction) in series with the junction we intended to measure. This could have

produced the strong peaks in the subgap region at ∆Pb and ∆Sn shown in Figures 3.11 and 3.12.

Whatever their source, these peaks established firm values for ∆Pb and ∆Sn, which was useful for

our fits. However, whether or not they exist in measurements of a single MgB2/I/Pb or MgB2/I/Sn

junction (without the possibility for having an NS junction in series with it) would clarify the nature

of all of the subgap features, and may reveal interesting aspects of the energy gap structure of MgB2

itself.

I note that although the voltage measurement also included an unnecessary junction, it should

not have affected any of the measurements. By having nearly zero current pass through it, it should

have remained superconducting, and been effectively equivalent to a continuation of the MgB2 plane.

The current bias also passed through an additional junction, prior to reaching the measured

junction. Because the voltage measurement did not include it, one might reasonably expect that it

would have no effect on the results.

However, this did produce a second junction coupled with the junction we intended to study. By

exchanging the junctions on the current bias and voltage measurement sides, I was able to conclude

that it did not directly produce the as-yet unexplained features in the switching results (as discussed

in Section 4.5.1). However, full theoretical analyses of the switching behavior of Josephson junctions

coupled to external systems tends to be rather complex. It would be best to exclude them entirely.

We used our three-wire measurement technique for several reasons. First, we were only able

to ensure reliable contact with the Pb or Sn electrodes; direct contact with the MgB2 film can be

problematic. With only limited samples and experiments available, the risk of a useless device was
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very great. Second, using the cryostat as system ground allowed us to test substantially more devices

during each cooldown. Third, all of the lines and filters were designed to use the cryostat as the

ground of each junction; if we had made a four-wire measurement with our existing electronics, the

filtering would have been ineffective.

Our system was designed for switching measurements on the Nb/I/Nb junctions described in

Section 2.6. Each of the above issues would have been irrelevant or nonexistent for such devices.

We are reasonably confident that our using it for a different type of experimental device did not

compromise our results, but it would be useful to make additional measurements to ensure that that

is the case.

5.2.3 On-Chip Isolation

As discussed in Chapter 4, many applications for Josephson junctions desire a high quality factor Q,

at high frequency. However, at these frequencies, the impedance is dominated by the wires leading

to the junction, rather than the junction itself. Several researchers have mitigated this problem by

using isolation circuits.

Although we did use extensive filtering, there were still several centimeters of wires between the

last filter stage and the junction itself. Using isolation within millimeters of the junction should

allow Q to be increased, expanding the potential of similar devices to be used for applications.

5.2.4 Additional Barrier Geometries

As is clear from Chapter 3, tunneling along the c-axis presents different behavior from tunneling

along the a-b plane. Some of the characteristics of the switching behavior may also be geometry-

dependent. But it is difficult to tell from my results for two reasons. First, the only two samples for

which we were able to produce these results had little (∼ 7%) to no (< 1%) direct tunneling with

the σ gap. Second, other junction properties (notably the critical current) were vastly different.

So, it would be useful to explore similar results varying the tunneling direction (and therefore the

proportion of direct tunneling with the σ gap), while keeping all other properties fixed. Although

it may be possible to achieve a similar effect using magnetic fields (as discussed in Section 5.2.1), it
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would be useful to exclude the possibility that magnetic fields are producing some other undesired

effect.

5.2.5 All-MgB2 Junctions

The theory of hybrid Josephson junctions is still being explored, with relatively little experimental

verification of the results predicted thus far. Moving to a two-gap/two-gap junction should reveal

even more interesting physics, although it may be a step ahead of the theory.

However, one of the primary appeals of magnesium diboride is its high critical temperature.

If durable, high-quality Josephson junctions with consistent parameters are produced, capable of

operation at a temperature an order of magnitude higher than conventional junctions, a wide array

of applications becomes far more viable. These include the extreme sensitivity to magnetic fields

of SQUIDs (superconducting quantum interference devices), electronics taking advantage of the

extreme nonlinearity of Josephson junctions, single-photon detectors, etc.

But before any of these can be considered, the behavior of such junctions must be well-characterized.

Measurements such as those presented in this thesis provide a step in that direction.
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