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1 INTRODUCTION 
1.1 Background 
Controlled dynamic testing of full-scale structures was initiated in California in the early 1960’s. 
The first rotating-weight vibration generators were developed for the purpose of testing struc-
tures to validate the analytical techniques used for predicting the dynamic characteristics of 
building and other constructed systems (Hudson 1964). Several full-scale constructed systems 
were tested in California in the 1970’s by rotating-weight vibration generators (e.g. Shepard & 
Charleson 1971, Iwasaki et al 1972, Shepard & Sidwell 1973, Kuribayashi & Iwasaki 1973, 
Ibanez 1973, and Stephen et al 1974). Dynamic testing of full-scale buildings and bridges in ad-
dition to analyses of their seismic responses recorded during earthquakes, and shaking table 
studies of scaled models continued in the US, Japan and elsewhere by earthquake engineering 
researchers (Gulkan & Sozen 1977, Clough & Bertero 1977, Galambos & Mayes 1978, and 
Gundy et al 1981). Large-capacity rotating-weight as well as linear inertia-mass excitation gen-
erators, seismic accelerometers and the associated data acquisition hardware needed for dynamic 
testing of constructed systems are currently being manufactured by various industries that have 
subsequently emerged for supporting earthquake hazards mitigation research and applications. 

Meanwhile, in 1982, modal analysis specialists within the experimental mechanics/dynamics 
community initiated the annual International Modal Analysis Conferences (IMAC). In the two 
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decades following IMAC I, the modal analysis community propelled this specialty into a sig-
nificant research and application area. Today, mechanical and aerospace engineers take advan-
tage of modal analysis for supporting mechanical systems design, quality control during manu-
facturing, control of operational vibration, acoustics, and, damage diagnosis applications. These 
applications have fostered the development of an industry for producing excitation devices, sen-
sors, data acquisition hardware and data processing software. 

Although the fundamental structural dynamics theory for constructed and mechanical systems 
is the same (introduced to civil engineers by aerospace engineers in the 1950’s), it is the writers’ 
opinion that there has not been sufficient cross-fertilization of the seismic monitoring and dy-
namic testing applications in earthquake engineering by transforming the recent advances made 
by the modal analysis community related to sensing, data acquisition and data post-processing. 
Also, the importance of taking advantage of pattern recognition and other signal processing ad-
vances made in the telecommunications field for advancing modal analysis applications on con-
structed systems are becoming quite clear. 

A third and more recent research area termed “health monitoring” has been initiated in the 
1990’s. Since 1997, the International Workshop on Structural Health Monitoring (IWSHM) that 
has been organized at Stanford University, has brought together biannually a large community 
of researchers from aerospace, space, automotive, earthquake and infrastructures fields. In addi-
tion to IWSHM, there have been many additional international workshops and conferences held 
since the 1990’s related to post-earthquake damage evaluation, structural control during earth-
quakes, condition assessment of constructed systems by nondestructive testing, etc. that in-
cluded discussions of health monitoring. Today, the health monitoring community has signifi-
cantly broadened, such that, in addition to aerospace, space and automotive fields, the terms 
health monitoring and health assessment are widely used by many academic and practicing civil 
engineers specializing in the design, condition assessment, evaluation, maintenance and retrofit 
of all types of constructed systems. There is consensus amongst the civil engineering research 
community that health monitoring promises to be a critical enabler for performance-based civil 
engineering applications, lifecycle cost-based maintenance management of constructed systems, 
and asset-management applications to entire infrastructures. 

The senior writer has participated in each of the earthquake engineering, modal analysis and 
health monitoring research and application fields since he received his PhD in 1973. During 
1990-1997, writers had the opportunity of testing a mid-rise building (Hosahalli & Aktan 1994, 
Aktan et al 1995, Miller et al. 1993, Aktan et al. 1997, and Catbas et al. 1998), and three differ-
ent types of highway bridges to controlled damage and failure. After the test bridges were 
loaded to various levels of damage, they were unloaded and their modal analysis was conducted. 
By transforming the modal vectors resulting from multi-input, multi-output (MIMO) testing by 
impact to modal flexibility, and by virtually loading the modal flexibility by various load pat-
terns, the writer and his associates showed that the virtual deflection patterns of a bridge may be 
used as a conceptual and sensitive structural condition and damage indicator (Toksoy & Aktan 
1994, Aksel et al 1994, Catbas et al 2005). The virtual deflection patterns were validated by 
loading the test bridges with trucks, and measuring and correlating the deflection patterns with 
the virtual deflections obtained from modal flexibility. Since 1992, the writers have been inves-
tigating continuous monitoring applications on constructed systems and how these may be used 
for long-term monitoring of highway bridges. After 1997, they started exploring the challenges 
in structural identification and lifecycle health monitoring of large-scale, long-span bridges, rep-
resenting a special class of constructed system in terms of very large (kilometers) scale and 
complexity. These systems proved to be excellent field laboratories not just as constructed sys-
tems but in fact by representing infrastructure systems that cannot be fully observed and concep-
tualized without recognizing and incorporating every one of the interacting engineered, human 
and natural sub-systems and elements necessary for understanding and defining their perform-
ance (Aktan & Faust 2003). 

1.2 Objective and scope 
The writers’ objective in writing this paper is to take advantage of their experiences in dynamic 
testing of a number of actual building and bridge structures in the field and formulate an over-
view of the state-of-art in dynamic testing of constructed systems, especially for health monitor-



ing applications. They are motivated to discuss the most critical prerequisites for reliable appli-
cations of MIMO and output-only dynamic testing that may lead to a meaningful understanding 
of the global mechanical characteristics of large constructed systems and their subassemblies. 

The writers are motivated to contribute to answering some questions that have been discussed 
in the modal analysis and health monitoring community for more than a decade:  (a) What is the 
range of reliability of results from dynamic testing of constructed systems; (b) Can dynamic 
tests serve for health monitoring of constructed systems? (c) Are there any additional benefits 
that may be expected from dynamic testing of constructed systems? (d) What are the best prac-
tices, constraints and future developments needed for a reliable implementation of MIMO test-
ing and output-only modal analysis of constructed systems for health monitoring and other rea-
sons? 

Measuring the global mechanical characteristics of large constructed systems by dynamic 
testing requires the assumptions of their observability, time-stationarity (at least during the ob-
servation period), and linearity (of the structure and damping mechanisms). None of these three 
principal assumptions can be strictly valid for structures which are very large and complex, or 
subject to daily temperature fluctuations of 10 degrees Celsius or higher. Given that there have 
been very few examples of dynamic testing of constructed systems or their subassemblies in the 
field, with adequate instrumentation designed in a scientific context, any new application be-
comes an exploration into the unknown and is governed by significant epistemic uncertainty. 
This greatly impacts the reliability of the data and the results that are extracted from the data, 
and points to the importance of experience and taking advantage of any heuristics as well as the 
necessity of concerted efforts for mitigating many common human/application errors that im-
pact the reliability of the test results. 

Hence, to make field testing of a constructed system in the field produce reliable and suffi-
ciently complete results, it is necessary to approach this as a scientific exploration and not as a 
routine, process-oriented engineering application. The system-identification concept becomes a 
necessary and fundamental approach to designing such an exploration. The writers would like 
to defend this viewpoint by providing examples from the laboratory and from the field. To illus-
trate the relationship between MIMO and output-only testing, the results from a laboratory 
specimen are presented. To illustrate the best recommended practices for MIMO and output-
only testing of systems in the field, applications to actual bridge structures will be discussed. 

1.3 Brief review of recent reported applications of dynamic testing of constructed systems 
Since 1980, dynamic testing and modal analysis have been explored in integrated analytical and 
experimental research on: condition assessment of offshore platforms (Rubin & Coppolino 
1986), large space structures (Stubbs et al 1990, Kim & Bartkowicz 1993), seismic vulnerability 
evaluation of buildings (Hosahalli & Aktan 1994) and condition assessment of highway bridges 
(Brownjohn et al 1986, Mazurek & DeWolf 1990, Salane & Baldwin 1990, Nigbor et al 1992, 
Raghavendracher & Aktan 1992, Samman & Biswas 1994, Aktan et al 1997, 1998, Farrar & 
Jauregui 1996, 1998, Lenett et al 1997, Catbas et al 1998, Wahab & De Roeck 1998, Kaito et al 
2001,Chang et al 2001, Wenzel & Pincher 2005). Various additional experimental studies have 
been carried out in the field as well as in the laboratory to study soil-foundation-structure inter-
action such as Luco et al 1986, De Barros & Luco 1995, Halling et al 2001. Finally, Saiidi & 
Douglas (1984), Buckle et al (1985), Gilani et al 1995, Eberhart et al (1993, 1997) and Bollo et 
al (1990) tested full-scale bridges in the field to study their earthquake vulnerability. An exten-
sive literature review on damage identification based on changes in modal characteristics has 
been prepared by Doebling et al (1996). 

In the area of health monitoring, damage detection and identification techniques for con-
structed systems may be classified into two distinct groups. The first group aims at tracking 
changes in structural responses that directly or in the case of using vibration signals, indirectly, 
relate to the mechanical characteristics (e.g. natural frequencies, modal flexibility, strains, etc.) 
of a structure before and after damage. Most of the researchers referenced above subscribed to 
such an approach based on the system identification of a physics-based model. The second 
group aims at damage identification methods that utilize post-processing measurement data to 
detect anomalies from measurements. These include ANN (Masri et al 1996, Nakamura el al 
1998, Chang et al 2000 and Zapico et al 2003), statistical pattern recognition (Sohn et al 1997, 



2000, 2001 and Vanik et al 2000),  ARMAV modeling (Andersen el al 1997,1998, Bodeux & 
Golinval 2001), wavelet decomposition (Al-Khalidy et al 1997, Gurley & Kareem 1999, Hou et 
al 2000, Sun & Chang 2002), Empirical Mode Decomposition (EMD) in conjunction with the 
Hilbert-Huang Transform (Huang et al 1998 and Yang et al 2001) and others. The motivation 
behind these latter methods is to automate the detection process by taking advantage of the re-
cent advances in information technologies. An extensive literature survey of damage diagnosis 
techniques has been prepared by Sohn et al (2002). 

Currently, a number of major long-span bridges such as the StoreBaelt Bridge in Denmark 
(Brincker et al 2000), the Lantau Crossings in Hong Kong (Kwong et al 1995 and Wong et al 
2000), the Akashi Kaikyo Bridge in Japan (Kashima 2001), and the Commodore Barry Bridge 
in the U.S. (Catbas et al 2000) have been modeled and instrumented for continuous monitoring 
for seismic, wind and broader operational as well as structural performance and health monitor-
ing purposes. The global dynamic properties of these bridges have been identified by conducting 
ambient vibration tests to serve as reference for their lifecycle health monitoring.  

2 LESSONS FROM MIMO TESTING OF THE SEYMOUR BRIDGE 

The Seymour Bridge, shown in Figure 1(a), was a three-span, 40-m long overpass with rein-
forced concrete deck on steel girders, constructed in 1953. The bridge was scheduled for demo-
lition; and it served as a field test specimen for studying whether common damage scenarios 
could be diagnosed by modal analysis as well as additional experimental techniques such as 
continuous monitoring. The damage scenarios that were implemented included changes in the 
boundary conditions such as bearing removal, welding and locking bearings, different levels of 
damage to a steel girder and cross-frames, and the breaking of composite action due to the 
chemical bond between the reinforced concrete deck and a steel girder (Aktan et al 1997, Lenett 
et al 1997, Catbas et al 1998). 

Extensive data was obtained before and after each type of damage was introduced by con-
ducting modal analysis by forced-excitation, by impact, and in one case, by ambient vibration 
monitoring. These dynamic tests were accompanied by controlled truck-load tests. Based on the 
results that were obtained from the tests, the writers presented displacement coefficients as 
promising kernel condition and damage indices (Catbas & Aktan 2002). Displacement coeffi-
cients are very conceptual and they can be measured in a variety of manners by controlled load 
tests or by modal analysis. 

A significant observation during the field studies on the Seymour Bridge was that dynamic 
properties of redundant structures, especially frequencies, may shift continuously in the course 
of a day due to changes in temperature and other environmental conditions such as humidity. 
For example, Figure 2 shows various FRF’s of the bridge taken in the course of a single day and 
revealing frequency changes exceeding 5% due to a temperature change of 10 degrees Celsius 
(over a 12 hour period). More important is the change in the nature of the FRF’s indicating 
changes in modal order due to the change in temperature. This was attributed to the contact 
problems caused by deteriorated bearings and triggered by the temperature changes. 

The non-stationarity of the bridge dynamic properties made post-processing of modal analysis 
data impossible by the commonly used modal parameter estimation methods. The fact that the 
bridge was originally symmetric in plan, but deteriorated, caused many repeating modes to be 
highly coupled and damped. The writers overcame the difficulties due to time-variance by de-
vising short-time test techniques and applying these at midnight when the bridge and ambient 
temperatures were stable (Lenett et al 1997). In addition, the writers had to develop a new spa-
tial domain method to determine the modal parameters along with correct scaling by using a 
modal filtering approach (Catbas et al 2004). In this manner, the writers were able to post-
process data and to generate reliable modal flexibility of the steel stringer bridge. 

 
 



Modal Flexibility
Truck Loading

-0.06
N

-0.04

-0.02

0.00

0.02

0.04
Web Cut 29k29k

10% of L/800

(a) (b)
Modal Flexibility
Truck Loading

-0.06
N

-0.04

-0.02

0.00

0.02

0.04
Web Cut 29k29k

10% of L/800

Modal Flexibility
Truck Loading

-0.06
N

-0.04

-0.02

0.00

0.02

0.04
Web Cut 29k29k

10% of L/800

(a) (b)  
 
Figure 1. (a) Seymour Bridge, (b) structural deflections from modal flexibility and load testing 
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Figure 2. Temperature related variations observed in Frequency Response Functions 

 
 
The Seymour Bridge tests revealed that in testing large operating structures it may not be pos-

sible to conduct a MIMO test of the entire structure with a fine grid due to operational con-
straints, access problems, etc. In such a case, it is possible to employ a spatially truncated test 
grid; however, the modal flexibility obtained from the measurements will be incomplete. The 
writers showed that the deflected shape of a girder under virtual uniformly distributed load, 
which is termed the “bridge girder condition indicator (BGCI)”, will eliminate the effects of 
unmeasured cross terms in the flexibility matrix due to the specific loading pattern utilized. The 
BGCI obtained from a full and an incomplete modal flexibility matrices showed that if the struc-
ture can be well excited within the truncated measurement grid, and the temporal modal trunca-
tion is minimized by adding an adequate number of modes, it is possible to obtain reliable girder 
deflection profiles (BGCI) even from an incomplete modal flexibility. 

The BGCI serves as a conceptual condition index and it is possible to examine the deflection 
profiles or BGCI to evaluate a bridge’s condition even without baseline information. Figure 1(b) 
correlates the structural deflections using modal flexibility and controlled load test results fol-
lowing damage to one girder under a side-span. The deflection under the left side span is clearly 
larger, correctly indicating the damage location. However, only 10% of the maximum service-
ability deflection was reached under the load of two 129 kN trucks even though one steel girder 
out of six was cut. The modal flexibility did not only reveal the damage, but also the remaining 
stiffness and performance of the bridge as a conceptual and powerful health index. 



3 OUTPUT-ONLY TESTING OF THE HENRY HUDSON AND BROOKLYN BRIDGES 

Output-only vibration testing is often the only practical means to experimentally determine the 
dynamic properties of major bridges. The author’s recently conducted output-only vibration 
tests on two major bridges in New York City. In both applications, the objective of the testing 
was to measure the vibration responses at various locations due to ambient excitation sources 
(primarily wind and traffic) and identify the frequencies, modes shapes, and damping of the 
structure. The identified dynamic properties were subsequently used to improve the reliability of 
seismic assessments and retrofit investigations of the two bridges. 

The first bridge tested was the Henry Hudson Bridge (Fig.3), which crosses the Harlem River 
and connects the boroughs of Manhattan and the Bronx. The bridge crossing consists of a dou-
ble level steel arch span which is flanked at its north and south ends by steel towers, viaduct 
spans, and approach spans. The portions of the bridge that were tested included the arch span, 
the towers, and the viaduct spans. The vibration testing was conducted in two stages. 

In the first test stage, a fixed array of 36 uniaxial accelerometers was installed on the north 
viaduct, north tower, and northern-half of the symmetric arch span to measure the vertical, lon-
gitudinal, and transverse vibrations. In the second test stage, a fixed array of 40 uniaxial accel-
erometers was installed on the south viaduct, south tower, and southern-half of the arch span to 
measure vertical, transverse, torsional and longitudinal vibrations. A subset of 10 accelerometers 
was installed at the same location for both test stages to serve as common reference sensors. The 
layout of the vertical and transverse accelerometers used for each test stage is shown in Figure 4. 

The sensors used included Model 393C seismic accelerometers and Model 3701 capacitive 
accelerometers from PCB Piezoelectronics, Inc. As shown in Figure 5, the accelerometers were 
attached to the structure using magnets, and access to the arch and towers was obtained by using 
a temporary painting scaffold located below the arch span and by climbing the tower members. 
The accelerometer cables were routed to a central location under the bridge for data collection. 
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Figure 3. The Henry Hudson Bridge 
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Figure 4. Instrumentation scheme for the Henry Hudson Bridge 

 
 

 
 
Figure 5. Instrumentation and data acquisition setup 
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Figure 6. Vertical mode shapes for Henry Hudson Bridge 
 

Transverse Mode 4, Test = 1.914 Hz, SAP = 1.487 Hz
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Figure 7. Transverse mode shapes for Henry Hudson Bridge 

 
 
The measurement data were collected using a VXI mainframe over a several week period, 

primarily using a 200 Hz sampling rate for records that were 15 minutes in duration. The meas-
urement data were subsequently processed using the peak-picking method to identify the natural 
frequencies and mode shapes. The damping for each mode was estimated by first applying the 
random decrement technique to the time domain signals, and subsequently taking the logarith-



mic decrement of the resulting impulse response spectra. All data processing was performed us-
ing the software program Matlab. The time domain data sets were pre-processed to remove the 
recurrent bias, drift, and noise spikes, and decimated by a factor of 10 as the frequency band of 
interest was in the range of 0 – 5 Hz. The power spectral density spectra were generated using a 
Hanning window on each data segment and 50% overlap averaging. The identified frequencies 
and damping are summarized in Table 1. Examples of the corresponding mode shapes for the 
vertical and some of the transverse mode shapes are shown in Figures 6-7, respectively. 

The second bridge tested was the Brooklyn Bridge, a landmark suspension bridge connecting 
the boroughs of Manhattan and Brooklyn (Fig. 8). In this application, the primary focus was to 
identify the dynamic properties of the towers due to ambient excitation from wind and traffic. 
The dynamic properties of the spans were identified in an earlier test conducted by another 
group. The towers are constructed from large masonry stones and are approximately 83 m tall. 

In this application, a fixed array of 43 uniaxial accelerometers was installed on the Brooklyn 
tower and at several locations on the stiffening trusses in the adjacent main and side spans. The 
accelerometers were arranged to measure longitudinal, transverse, and torsional vibrations of the 
tower, and the vertical, transverse, and torsional vibrations of the spans. The spans were instru-
mented to aid in interpreting the results obtained for the tower. A wind sensor was also installed 
on top of the tower to measure wind speed and direction during the vibration monitoring. 

 
 

Table 1. Identified dynamic properties of the Henry Hudson Bridge 
Mode Frequency (Hz) Damping (%) 
Vertical 1 0.742 3.58 
Vertical 2 0.957 1.18 
Vertical 3 1.504 2.45 
Vertical 4 1.738 1.18 
Vertical 5 2.559 1.18 
Vertical 6 3.301 0.81 
Transverse 1 0.615 2.60 
Transverse 2 1.191 0.86 
Transverse 3 1.592 1.14 
Transverse 4 1.914 1.74 
Transverse 5 2.363 1.25 
Transverse 6 2.481 1.07 
Torsional 1 1.709 1.53 
Torsional 2 2.900 1.06 
 

 
 
Figure 8. The Brooklyn Bridge 



The Brooklyn tower was divided into several different levels, according to changes in cross 
section, and longitudinal and transverse accelerometers were installed at each level (Fig. 9). On 
the portion of the tower above the deck, all three legs of the tower were instrumented with ac-
celerometers. Access to the various tower levels for installing the accelerometers was accom-
plished by rappelling down from the top of the tower and from the underside of the deck. The 
accelerometer cables were run to a data acquisition cabinet located under the roadway. 

Two types of accelerometers were used in this application, the Model 393C seismic acceler-
ometer and the Model 3701 capacitive accelerometer both from PCB Piezoelectronics, Inc. The 
time domain measurements were recorded using a VXI mainframe and the measurement data 
were sampled over a period of 1 month primarily using sampling rates of 40 Hz and 20 Hz. The 
duration of the collected data sets varied from 30 minutes to several days. 

The raw time domain measurement data were subsequently processed in Matlab. The raw 
time domain signals were pre-processed to remove commonly recurring bias, drift or isolated 
noise spike errors. The typical character of an isolated noise spike present in the time domain 
data and its impacts on power spectral density are shown in Figure 10. After the time domain 
data was pre-processed, the frequencies and mode shapes were identified using the peak-picking 
approach. A Hanning window was applied to each data segment and 50% overlap averaging was 
applied to the data segments in transforming the time domain data to the frequency domain. The 
damping was estimated by first applying the random decrement technique to the time domain 
signals and then calculating the logarithmic decrement of the resulting signals. A summary of 
the six modes extracted from the results which correspond to those obtained from an isolated 
analytical model of the tower are given in Table 2. The corresponding mode shapes are shown 
in Figure 11. 

 
 

 

 
 
Figure 9. Instrumentation scheme for the Brooklyn tower 
 
 



The Henry Hudson and Brooklyn Bridge test data analysis is continuing. The recurrent obvi-
ous and many possible hidden errors in the data, and the challenges regarding finding the most 
reliable manners of identifying, cleaning and mitigating the impact of these errors, require con-
siderable research. In addition to the uncertainty caused by the errors in data, the uncertainty re-
lated to the inputs make finding the most effective manner of post-processing the data a chal-
lenge. Writers were motivated to look more closely into the causes and possible mitigation of 
the many sources and mechanisms of epistemic uncertainty that affect field testing, and de-
signed a laboratory study that permitted to control some of these mechanisms for study. The dy-
namic interactions between various subassemblies of large bridges and their impact on the 
measured characteristics of each subassembly are other mechanisms that deserve further study. 
Meanwhile, the authors anticipate participation by their distinguished colleagues from North 
America, Europe and the Far East for a collaborative study of how we may improve the reliabil-
ity of field testing. 
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Figure 10. Time domain and power spectral density plots for middle leg of Brooklyn tower at Level F 
 

 
Table 2.  Identified dynamic properties corresponding to isolated analytical model of the Brooklyn tower 
Mode Number Description Frequency (Hz) Damping (%) 
1 Longitudinal 1.201 2.66 
2 Transverse 1.587 3.42 
3 Torsional 2.720 3.84 
4 Longitudinal 3.418 1.86 
5 Transverse 4.668 1.72 
6 Torsional 4.761 1.19 
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Figure 11. Longitudinal, lateral and torsional mode shape estimates for the isolated tower subassembly  

4 MIMO AND OUTPUT-ONLY TESTING OF A PHYSICAL LABORATORY MODEL 
FOR INVESTIGATING UNCERTAINTIES 
4.1 The physical laboratory model fabricated for study of uncertainty 
Observations regarding the multitude of mechanisms of uncertainty affecting the reliability of 
dynamic test results on constructed systems in the field motivated the writers to design and fab-
ricate a physical model for simulating the more critical of these mechanisms and for conducting 
additional studies related to uncertainty (Fig. 12). Some of the studies on this model related to 
the effects of uncertainties on modal parameter identification in output-only or operational mo-
dal analysis, are summarized in the following. The studies reported here relate to uncertainty as-
sociated with the nature of excitation, and uncertainty associated with signal post-processing. 

The physical laboratory structure was configured as single span, multiple pin-supported with 
a 6 m. clear span and an overall width of 3 m. The primary structural system consisted of rec-
tangular steel tube sections, bolted together in a grid arrangement and a composite laminate 
deck. The structure may be supported in a variety of configurations, introducing different levels 
of uncertainty related to boundary conditions. It is instrumented with a measurement grid in-
cluding accelerometers on, adjacent to, and under the supports. 

The physical model was first subjected to MIMO testing with an instrumented impact ham-
mer and 30 stationary accelerometers to obtain its modal properties (natural frequencies, damp-
ing ratio and mode shapes). This was followed by ambient vibration tests conducted by using 
different excitation methods:  (1) uncontrolled manual impacts in various directions simultane-
ously on the superstructure, (2) uncontrolled lateral manual impacts on the supporting pedestals, 
and (3) broad-band random excitation with an electromagnetic shaker located at the base of a 
support pedestal (Fig. 12). 

 
 



 
 
Figure 12. Physical laboratory model and shaker providing excitation at base of one support 

 
 

Table 3. Dynamic properties of the physical laboratory model from MIMO testing 

CMIF 
Mode. 

CMIF  
Frequency 
(Hz) 

CMIF 
Damping 
(%) 

PTD 
Mode. 

PTD  
Frequency 
(Hz) 

PTD  
Damping 
(%) MAC 

1 5.050 1.359 1 5.060 1.348 1.000 
2 7.802 0.949 2 7.805 0.908 1.000 
3 17.835 0.766 3 17.832 0.731 1.000 
4 22.284 0.992 4 22.284 0.970 0.999 
5 28.089 0.690 5 28.080 0.714 0.996 
6 33.129 2.016     
7 36.361 0.712 6 36.361 0.698 0.991 
8 39.210 0.895     
9 40.845 1.171     
10 42.988 1.746     
11 46.506 0.897 7 46.522 0.844 0.992 
12 49.261 0.876 8 49.291 0.894 0.983 
13 51.841 1.100 9 51.713 1.021 0.941 
14 53.492 1.029 10 53.459 0.952 0.940 
15 58.240 1.300     
16 59.494 1.228     
17 63.366 0.676 11 63.371 0.685 0.966 
18 65.797 0.963 12 65.628 0.823 0.879 
19 66.329 1.109     
20 68.894 0.808 13 68.95 0.837 0.981 

 
 
The MIMO impact test data was post-processed by a Complex Mode Indicator Function 

(CMIF) algorithm (Catbas et al 2004) as well as the Polyreference Time Domain (PTD) algo-
rithm (Leuridan et al 1986). The results listed in Table 3 show that CMIF correctly identified 20 
modes between 5-70 Hz bandwidth (and this was confirmed by system identification studies 
based on a FE model), and the PTD algorithm missed 7 of these modes. The acceleration re-
sponses under various simulated ambient vibration inputs were also analyzed with the same pa-
rameter identification algorithm (CMIF), but different signal processing methods (e.g. window-
ing vs. data modeling) to investigate the effect of uncertainty associated with the signal 
processing approach on the final results. 

4.2 The effect of ambient excitation on identified modal properties 
Since the impacts of the nature of excitation on output-only modal analysis was the main pa-
rameter under investigation, ambient vibrations were simulated by applying random impacts to 
the structure in two different manners, as well as exciting the base of a support pedestal with an 



electromagnetic shaker. In the first case, the deck and grid was hit by random manual impacts 
whereas in the second case, the support pedestals carrying the superstructure were hit laterally. 
An electromagnetic shaker was used to excite the structure at the base of a support pedestal as a 
third excitation method. During the ten minute data collection process, streaming data was visu-
ally checked for detecting whether any malfunctioning channels were present. Modal parameters 
were identified with the CMIF algorithm following the application of the random decrement 
method (RD) to the data, as recommended by Fujino et al (2000) and Ibrahim et al (1998), to 
obtain pseudo-impulse response functions (P-IRF) from the ambient vibration signals. In this 
manner, it is possible to transform the ambient vibrations to pseudo-impact data and process 
data by following a similar procedure to MIMO test data. This approach may be referred to as 
pseudo-MIMO post processing of an output-only test data. 

Figure 13 shows raw signals from an accelerometer located at the center point of the structure 
along with the P-IRF at the same point following the random decrement process applied to the 
data. The resulting CMIF plots are shown in Figure 14. Differences in the shape of the CMIF 
plots indicate that identified mode shapes significantly vary depending on the nature of the input 
excitation. 

Table 4 correlates the frequencies and lists the modal assurance criterion (MAC) values of 
compared mode shapes from different tests conducted on the structure. When the structure was 
randomly impacted on the superstructure, five of the first six modes were identified, but when 
the supports were hit laterally, only three of the first eight modes could be identified. When the 
structure was excited with a shaker at the base of a support pedestal, a significantly weaker ran-
dom excitation was transmitted and only one mode could be reliably extracted from the ambient 
vibration data. 

 
 

 
 
Figure 13. Ambient test data and RD results for different input conditions 

 

 
Figure 14. CMIF plots of the impact test and the two ambient vibration tests 



Table 4. Comparison of impact and ambient vibration test results by non-parametric post processing 
Ambient test results 

Impact test results 
 (CMIF) 

Random vertical  
impacts on structure 

Random lateral  
impacts on supports 

Shaker input at  
base of structure 

Mode 
Frequency 
(Hz) 

Frequency 
(Hz) 

Impact vs. 
ambient 
MAC 

Frequency 
(Hz) 

Impact vs. 
ambient 
MAC 

Frequency 
(Hz) 

Impact vs. 
ambient 
MAC 

1 5.04 5.05 0.998     
2 7.81 7.80 0.994 7.86 0.984 7.475  
3 17.87 17.85 0.882 17.74 0.650 17.859 0.897 
4 22.31 22.30 0.694 22.19 0.873 21.975  
5 28.04 27.99 0.819     
6 35.48       

 

4.3 The impact of data processing method on the reliability of output-only tests 
The low amplitude ambient vibration signals that were obtained with a shaker, and that suc-
ceeded to identify only one mode with the CMIF algorithm following RD, were processed again 
to further investigate the uncertainty associated with signal processing. Two different signal-
processing approaches were investigated prior to employing the CMIF algorithm for modal pa-
rameter identification. CMIF method utilizes frequency response functions (FRFs) and FRFs 
may be obtained in two different ways following the random decrement process: (1) by expo-
nentional windowing and taking a Fourier transform of the time-domain signal, or (2) by model-
ing the signal using a signal modeling method (e.g. Prony’s method and estimate the FRFs from 
model parameters). 

These two different approaches are referred to as parametric and nonparametric approaches 
(Fig. 15) for brevity. In the nonparametric method, the RD functions are windowed and FFT of 
RD datasets are taken to find FRFs. In the parametric approach, RD functions are modeled using 
Prony’s method and FRFs are derived from model coefficients. 

The results shown in Table 4 were obtained by the nonparametric approach. The results given 
in Table 5 for the data collected under shaker excitation are from post-processing with the para-
metric approach. The results given in the last two Columns of Table 5 show that when signals 
are processed with the parametric method, the correlation between the impact and ambient vi-
bration test results significantly improved and the first four modes could be identified. 

It follows from the laboratory study presented above that the properties of input excitation 
should be regarded as the major parameter affecting the reliability of output-only dynamic test 
results. It is also evident that the post-processing technique may have a major impact on the re-
sults of output-only tests, while the impact of post-processing may be considerably less in the 
case of MIMO testing. 
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Figure 15. Nonparametric and parametric approaches for obtaining FRFs 

 
 



Table 5. Comparison of impact and ambient vibration test results by parametric post-processing 
Ambient test results 

Impact test results 
 (CMIF) 

Random impacts 
on structure 

Random lateral 
impacts on supports 

Shaker input at  
base of structure 

Mode 
Frequency 
(Hz) 

Frequency 
(Hz) 

Impact vs. 
ambient 
MAC 

Frequency 
(Hz) 

Impact vs. 
ambient 
MAC 

Frequency 
(Hz) 

Impact vs. 
ambient 
MAC 

1 5.04 5.05 0.998   5.090 0.9806 
2 7.81 7.80 0.994 7.86 0.984 7.849 0.9912 
3 17.87 17.85 0.882 17.74 0.650 17.861 0.8839 
4 22.31 22.30 0.694 22.19 0.873 22.327 0.8342 
5 28.04 27.99 0.819   28.688  
6 35.48       

 

5 DISCUSSION, CONCLUSIONS AND RECOMMENDATIONS 
5.1 Reliability of results from dynamic testing of constructed systems 
The first objective of this paper was to evaluate the reliability of results from dynamic testing of 
constructed systems. Analysis of the reliability that can be expected of dynamic testing in the 
field is a complex systems problem. Reliability is strongly affected by the geometric and me-
chanical characteristics of the soil-foundation-structure system, the environmental conditions, 
the experiment and the data post-processing, the latter two including major contributions of hu-
man factors. The system and various sources of uncertainty affecting the system are summarized 
in Figure 16. The uncertainty includes both epistemic and aleatory types, as well as human in-
experience and errors that may be regarded as a different class of uncertainty than epistemic or 
aleatory uncertainty. 

The systems diagram shown in Figure 16 is based on defining dynamic testing of any system 
in the field as a system identification problem. Although some engineers may still approach dy-
namic testing of a constructed system in the context of only an experiment, without the analyti-
cal and heuristic experience that should accompany the experiment, it may be impossible to re-
cover reliable information from a field test. The global relationship that should therefore govern 
the design of any field test to ensure success is illustrated in Figure 17. An integration of ana-
lytical and real worlds through the heuristics and experience of the observer is essential for a 
scientific approach to field research, known since Plato but since forgotten by many engineers. 
Reality can exist only for observable, repeatable and systemic phenomena, and without a com-
plete integration of analytical conceptualization, experimental observation and measurement and 
the heuristics and experience of the observer we may not be able to consider the results of a dy-
namic testing of a complex constructed system as reality. 

The dynamic test of a constructed system should therefore be executed with a careful evalua-
tion of observability, repeatability and the system of interacting elements of the engineered 
structure, nature and human systems. Based on the writers’ experience, there are significant lim-
its to characterizing many constructed systems as observable, and field experiments as repeat-
able, unless controlled experiments and continuous long-term monitoring of a constructed sys-
tem and its environment with a dense sensor array are properly integrated. If the non-stationary 
nature of constructed systems and their environment can be properly recognized, together with 
the many forms of non-linearity that affect their mechanical characteristics and behavior, then it 
may be possible to smear these into meaningful analytical models. 

In general, aged constructed systems with material deterioration and with highly uncertain 
boundary and continuity conditions are difficult to measure and characterize in a repeatable 
manner by dynamic testing. The individual global frequencies, mode shapes and damping coef-
ficients resulting from a MIMO dynamic test should not be assigned a confidence of greater 
than 75%-90% even under the most favorable conditions. In the case of output-only modal 
analysis of large systems, unless there are unusual sources of stationary wide-band excitation 
input, expecting a confidence that is greater than 60%-80% is not realistic. In any case, whether 



all of the critical natural frequencies and modes within a bandwidth of interest are captured, or 
whether some coupled and/or highly damped modes are being missed, or whether some non-
physical “numerical” modes are being mistakenly identified as fundamental modes, will be very 
difficult to determine without a system identification approach and without extensive experience. 
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Figure 16. Errors and uncertainty impacting the reliability of dynamic tests 
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Figure 17. Global relationship showing interacting elements of successful field experiment 



5.2 Can we rely on dynamic testing for health monitoring of constructed systems? 
This is a question that has been asked by many researchers, and a large body of damage detec-
tion and diagnosis methods have been proposed based on vibration data, as briefly discussed 
earlier. Given the limits in the reliability of results from modal analysis, especially output-only 
modal analysis, it is difficult to answer this question affirmatively. At the same time, there is 
evidence that modal flexibility generated from a modal analysis with a sufficient bandwidth, of-
fers the most stringent and best possible measure of the success and reliability of a modal analy-
sis. It is very common to miss a critical mode due to modal coupling and/or high damping, 
and/or perhaps in addition to a lack of proper measurement, and it is also equally common to ob-
tain numerical modes that do not really exist. It would be very difficult to recognize these errors 
unless one generates modal flexibility and uses this to simulate displacements under various vir-
tual load patterns, and gage the reliability of modal analysis by a scrutiny of whether the simu-
lated displacements are realistic. 

Therefore, in spite of the lack of reliability under many circumstances, we should not give up 
on modal analysis as a health monitoring tool, especially when integrated with additional ex-
perimental tools. In certain cases, it is quite possible to execute a comprehensive MIMO test in 
conjunction with a controlled truck-load test, and generate a baseline modal flexibility for health 
monitoring. We may then envision many scenarios where the modal flexibility of a reduced 
number of coordinates may be obtained from a brief/practical MIMO or output-only test data 
processed by a pseudo-MIMO approach. These tests may serve for health monitoring as long as 
the limitations in reliability are understood, and the tests are executed by experts. Further, it is 
possible to envision MIMO dynamic tests of bridges to be carried out by FWD and similar high-
impact devices, or with the presence of static loads due to stationary trucks. Such experiments 
may offer insight into the linearity of a structure and may serve as highly powerful tools for 
health monitoring. 

However, given the examples in the paper and the analysis of the systems and factors affect-
ing the reliability of dynamic testing presented earlier, whether output-only modal analysis 
alone may serve for reliable health monitoring should be questioned. The multitude of signal 
processing and patterning techniques proposed as health indicators from output-only vibration 
measurements should be evaluated based on real data as opposed to simulated data. The more 
perceptive researchers add noise to their simulated data to show that their algorithms work even 
with the presence of noise. The large bridge tests described in this paper indicate that there are 
too many potential error sources and many obvious as well as subtle kinds of error and uncer-
tainty in most data measured in the field, and one should expect an extensive investment into 
data quality assurance and error mitigation before one may explore whether output-only meas-
urements may serve for diagnosis of damage. Catbas and Aktan (2002) offered a detailed dis-
cussion of the issues governing the damage indices that have been proposed for constructed sys-
tems. 

5.3 Additional benefits in dynamic testing of constructed systems 
Given the above discussions regarding limitations in the reliability of results from dynamic test-
ing of constructed systems, one would need to question whether there are other benefits to this 
experimental technology other than for health monitoring. We note that excessive vibration is a 
recurrent major reason why some constructed systems do not perform desirably at the service-
ability limit states. Various flexible and long-span systems such as footbridges, convention cen-
ter or shopping mall floors have been easily excited by human-induced inputs to objectionable 
levels. Some slender mid-rise steel building structures have been excited by wind, jamming their 
elevators. Highway bridges have been excited by trucks. Such vibration problems are not easy to 
mitigate without a clear understanding of the input excitation, properties of the system, and dy-
namic responses. Dynamic testing is therefore often necessitated for an effective and feasible so-
lution of such vibration problems. 

A more pressing concern that may benefit from dynamic testing of constructed systems re-
lates to earthquake hazard mitigation. Constructed systems that are critical for emergency re-
sponse, others that are vital for economic recovery following an emergency recovery, and, his-
toric monuments are retrofit as we learn more about soil-foundation-structural behavior after 



each new earthquake. Retrofit of bridge piers and the welded beam-column connections in steel 
buildings are two common weaknesses in systems constructed with the 1960’s and 1970’s 
codes. These vulnerabilities were discovered in 1989 following the Loma Prieta and in 1994 af-
ter the Northridge earthquakes, respectively. “Control” strategies and technologies, such as base 
isolation and various passive or hybrid damping devices have been developed and are being in-
stalled as retrofit as well as new construction. 

Many constructed systems that are being retrofit can greatly benefit from dynamic testing for 
their identification to increase the reliability of analytical simulations needed for design of retro-
fit. However, this is not yet a practice. It is a fact that dynamic tests are carried out at low stress 
levels and a structure may change its response mechanisms at higher stress levels. However, if a 
structure is properly modeled in 3D by structural identification, the reliability of simulation at 
higher stress levels due to accurate and complete modeling of the critical mechanisms that affect 
the 3D kinematics of a structural system would also be considerably improved. It is anticipated 
that as dynamic testing becomes more reliable due to improvements in excitation, sensing and 
signal post-processing, and with the dissemination of research experiences, we should also be 
able to improve the practice of seismic vulnerability evaluation, retrofit design and monitoring. 

5.4 Recommended best practices and future developments needed for reliable implementations 
of modal analysis of constructed systems 
Modal analysis is one of the most challenging experimental technologies in mechanics that may 
be at the boundary of engineering and physics. A complete mastery of the fundamental theory of 
structural mechanics, followed by structural dynamics, with an adequate background in mathe-
matics and numerical methods covering complex variables to multivariate statistics and signal 
processing, is desired. This should be followed by a complete mastery of experimental mechan-
ics. Moving the technology from the laboratory to the field is another major step requiring con-
siderable additional expertise. Given such a complex and demanding technology, with so many 
sources of inherent uncertainty (Fig. 16), it is recommended to approach it as an art-science and 
in a systemic manner. The integration of theory, numerical applications, physical model testing 
in the laboratory and field testing can only be accomplished within a multi-disciplinary graduate 
education and research curriculum. As importantly and as depicted in Figure 17, it is also criti-
cal to incorporate the heuristics related to the behavior of soil-foundation-constructed systems, 
and how various environmental inputs affect their forces and kinematics. These requirements for 
success indicate that experts from civil, mechanical and electrical engineers should be working 
together in a problem-focused and coordinated manner. This requires a significant investment 
into human resources and equipment for a university or government agency. The payoff in ad-
vancing civil engineering and infrastructures research and education is over a long-term, and for 
the society and the public without any great financial return for a university. Clearly, the cham-
pionship of civic leaders, administrators and politicians are required for making such an invest-
ment. 

In the last decade there have been great advances in sensing, communication, signal condi-
tioning and computing technologies, and further advances are forthcoming. We anticipate that 
reliable wireless and intelligent multi-hopping sensor networks employing both conventional 
sensors as well as MEMS will soon become available. Robots employing wireless communica-
tion and control, and emulating biological organisms for movement are also becoming available. 
These technologies will facilitate overcoming some of the experimental challenges to reliable 
modal analysis of constructed systems. However, the main challenge remains in the complexity 
and size of phenomena that we are trying to conceptualize, observe, measure and model and data 
quality assurance. Therefore, while we should welcome such advances in technology, these 
should not be at the expense of fundamental, problem focused research on large systems with in-
tersecting and interacting natural, human and engineered elements. Agencies that fund research 
and education in the US, and many university administrators interested in quick returns on in-
vestment have been promoting technology-push as opposed to fundamental investigations into 
the science of infrastructure engineering. The lack of appreciation for the investment needed for 
multi-disciplinary research and education that are essential for advancing large infrastructure 
systems and performance problem may be a time bomb for the civilized world. Investment into 
long-term public interest payoff research and education is needed. 



The physical model of a constructed system subassembly that has been described in this paper 
is a useful vehicle for a systematic investigation of the impacts of various mechanisms of error 
and uncertainty on the results of dynamic testing. The writers are inviting their colleagues for an 
international study of how to improve the reliability of results in dynamic testing of constructed 
systems so that this technology may serve for health monitoring. A proposal will be formulated 
to various funding agencies in the US and elsewhere for this purpose.  

5.5 Specific recommendations for best practices  
− Measurement grid: Select spatial distribution carefully to capture 3D behavior, including 

free-field, foundations and supports. If testing only a subassembly of a large structure, meas-
ure responses at the boundaries and at several other locations away from the test subassembly. 

− Bandwidth: Match bandwidth of the input, the critical bandwidth of the structure and the op-
timal bandwidth of the experimental system and the captured data. In general the very low 
end (lower than 0.5 Hz) of the frequency band is difficult to capture accurately due to many 
bias errors and the low energy that are common for this part of the bandwidth. Do not collect 
data at less than 100 Hz so that high-frequency data errors may be better characterized. 

− Input: Evaluate the input(s), stationarity, coupling of the input with time and environmental 
conditions and take many windows of data, including a measurement of the input. Use digital 
video records, and a weather station. There are various ways of augmenting input by impacts, 
by ground tremors, construction activity, etc. but these require their proper capturing and 
documentation. 

− Data collection errors and malfunctions: It is preferable to collect data in time-domain with-
out any filters. If set-ups have to change, keep sufficient number of stationary reference chan-
nels. Prepare and have ready quality-control measures. Statistical measures such as kurtosis 
may be useful. Bias errors such as drift, high frequency spikes, momentary data loss, etc. due 
to cable/connection malfunctions, power problems, electro-magnetic pulses, various types of 
microwave/radio/cellular interferences, etc. are inevitable. Therefore, data should not be 
taken blindly, a continuous check of data and correction of any recurrent problems with any 
data channels is critical during the experiment. 

− Picking and eliminating data errors, and data quality assessment: A hierarchical strategy is 
needed related to manual cleaning, filters, windows, averages, ARMA pre-processing, etc. 

− Peak picking, auto and cross-correlation functions should be fully leveraged for understand-
ing the physics of the structure, inputs and responses, especially excitation sources and trans-
missibility. 

− More sophisticated algorithms: Random decrement and Pseudo-MIMO are useful only after 
understanding the physics of excitation sources and structural responses. Be careful with 
damping and trying to use algorithms that assume complex mathematical characterizations of 
damping. In many cases, such algorithms may lead to numerical modes but may miss critical 
real modes. Damping mechanisms of actual constructed systems are highly complex, but un-
certainty in field testing does not permit mathematically advanced characterizations of damp-
ing. Instead, many sophisticated algorithms may commonly misinterpret the non-stationarity 
of system mechanical properties as high damping.  

− Completeness checks: Analytical simulation and testing of whether the results of modal 
analysis conform or violate physics is essential. Experience and taking advantage of heuristics 
are important for this reason. Transform modal analysis results to geometric space, for exam-
ple, to flexibility and displacement fields, in order to test physics. In general one would cap-
ture many spurious modes and some critical real modes will be missed. If there is a separate 
controlled test of flexibility such as a controlled load test this would offer the most stringent 
quality check. 
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