
 

 

Reasoning with Organizational Case Bases in the Absence 

Negative Exemplars 

Sidath Gunawardena, Rosina O. Weber  

iSchool at Drexel, Philadelphia, USA 

{sg349, rw37}@drexel.edu 

Abstract. Organizational case bases are gathered based on the organization they 

serve; cases are not selected taking reasoning into account. Thus, organizational 

case bases may lack negative exemplars and have multiple solutions to one problem, 

making it difficult learn weights for reasoning. Case bases in typical Process-

Oriented Case-Based Reasoning (POCBR) contexts are organizational, thus 

inheriting those problems. This paper describes an approach to identify a subset of 

cases from an organizational case base that meets the criterion that similar problems 

have similar solutions. This subset is then used to characterize classes, establishing 

positive and negative exemplars that are then used to learn weights for reasoning 

with the entire case base. We apply this approach to three organizational case bases, 

showing significant improvements in accuracy with weights learned with this 

approach in case bases without negative exemplars.  
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1 Introduction 

The focus of CBR towards tasks, processes, and workflows widens the applicability and 

usefulness of the CBR methodology. This focus led to the rise of Process-Oriented Case-

Based Reasoning (POCBR) systems [10], [16]. POCBR systems are typically 

organizational in that cases are included because they are relevant to the organization the 

system is designed to support. The decision of which cases to include does not take into 

account the purpose of reasoning. This results case bases that are difficult to use for 

reasoning.  

CBR systems deployed in organizational contexts aim to solve a variety of problems. 

When POCBR systems are used for managing and modeling workflows, the goal is to 

find one workflow sufficiently similar to a workflow in use to be adapted. In these 

problems, it is hard to determine what makes one workflow more similar to another to 
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assign weights to represent relative relevance. Identifying negative exemplars is also hard 

because given enough adaptation knowledge, any workflow can be considered similar.  

When POCBR systems are used for recommendation (e.g., e-commerce, expert locator 

systems), case bases include characteristics of entities. This is another class of problems 

where there may be no negative exemplars. Conceptually it is hard to say whether a 

combination of characteristics is not suitable or it simply n ever happened. This issue may 

also be present in other uses of POCBR systems such as prediction and simulation, where 

the goal is to identify a similar workflow to reuse its sequence or next step. 

The absence of negative exemplars can be very problematic as it prevents the use of 

the feedback algorithms typically recommended for learning weights [1]. For this reason, 

we present a systematic approach for organizational case bases.  

The approach we present takes a case base and reduces it to a subset that meets the 

criterion that similar problems have similar solutions. In this process, it eliminates 

boundary cases and some diverse cases. The approach creates clusters that are used as 

classes, allowing the distinction between positive and negative exemplars as cases that, 

respectively, belong or not to a class. This resulting subset of cases organized in classes 

enables the learning of weights to represent relative relevance of individual features. 

Subsequently, boundary and diverse cases can be incorporated again into the case base.  

In the next section we present a general description of our method. In the following 

section, we describe a study where we apply the method to three case bases. The study 

shows that our method leads to learning weights that result in average accuracies that are 

equivalent to alternative methods when negative exemplars are available. In the absence 

of negative exemplars, our proposed method leads to learning weights that result in 

average accuracies that are significantly higher than when no weights are used. We then 

summarize some related work, and conclude with a few remarks on the implications of 

the results and future work. 

2 Method 

2.1 Introduction 

We want to overcome the problem of lack of negative exemplars and the presence of 

diverse and boundary cases so we can learn weights that represent the relative relevance 

of features. To this end we seek to identify core cases: sets of cases where either the 

problem parts or the solution parts meet a certain threshold of similarity. Those cases will 

become instances of a class. In this approach, a boundary case does not have sufficient 

cases near it to be a core case. A diverse case is a core case whose solution (or problem) is 

not sufficiently similar to the solutions (or problems) of other core cases belonging to the 

same class. While such cases are valuable as they promote diversity, they violate the CBR 

tenet that similar problems have similar solutions and inhibit the ability to learn a set of 



 

 

consistent weights. Fig.  1 represents cases in problem-solution pairs (Pi, Sj), and shows 

three cases {P2, S2}, {P5, S5} and {P6, S6} that are examples of core cases.  {P4, S4} is a 

boundary case as there are not enough cases similar to its problem or solution. {P1, S1} 

and {P3, S3} are diverse cases as they violate the principle that similar problems have 

similar solutions. These cases may be the same, have some overlap, or be completely 

disjoint. 

 
 

Fig.  1.  Examples of core, diverse and boundary cases 

Our method is motivated by the CBR assumption that similar problems have similar 

solutions [7]. We identify cases that meet this criterion by removing cases that violate it 

by clustering cases based on problems and solutions. The resulting clusters are treated as 

classes where positive exemplars belong and negative exemplars do not. By removing all 

cases that do not comply with these distinct classes, we eliminate boundary cases and 

some diverse.  In absence of domain knowledge, our method further assumes that two 

entities (e.g., problems, solutions) are similar when they share common features of a 

given representation [16].  

2.2 General Methodology 

Our methodology is comprised of three steps: in the first step we employ a density 

clustering algorithm to remove boundary and diverse cases. We illustrate this 

methodology in Fig.  2. Step 1 is comprised of two independent phases where cases are 

clustered both on the problems and also on the solutions. In the Step 2 we utilize the 

clusters to learn weights and in Step 3 we evaluate the quality of the weights generated by 

both clustering phases by applying them to assess the average accuracy of the entire case 

base. The weights learned after the clustering phase that result higher accuracy on overall 

case base are recommended for adoption.  
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Fig.  2.  General Methodology 

Step 1 identifies groups of cases based on the problem space and on the solution space. 

We cluster cases based on both problem and solution because we do not know before-

hand which will produce the better clusters overall. During clustering, both outliers and 

diverse cases are excluded. The resulting clusters will then be used as classes in Step 2. 

We use a density clustering algorithm as they target removal of outliers, so it removes 

cases that are diverse and boundary. The goal is to obtain a clear distribution of cases in 

clusters as shown in Fig. 3a and 3b. Note that Fig. 3a refers to clustering based on the 

problem space, and Fig. 3b to clustering on the solution space.  

 
Fig.  3a. Clustered cases based on problems            Fig. 3b. Clustered cases based on solutions 

Step 2 is where the resulting classes enable learning of weights. Any feedback 

algorithm with performance bias can be used for learning weights for classifiers. The 

clusters are the reference outcome. The learned weights are then used in the CBR system. 

Step 3 is the evaluation step. The evaluation is done on the entire case base, which 

includes cases removed during clustering. We use cross-validation to determine the 

resulting average accuracy for each set of weights learned from each phase in Step 1. In 

other words, there are two evaluations, one that uses weights learned based on clustering 

the problems (Phase 1), one that uses weights learned based on clustering the solutions 

(Phase 2). The evaluation computes average accuracy using a suitable similarity measure. 

The more accurate weighting scheme is to be adopted.  
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2.3 Further Aspects 

The clustering is run separately on problem and solution parts. We note that if a case is 

removed in both it is a boundary case and if only in one it is a diverse case. The resulting 

clusters depend on the specifics of the data, that is, whether problems or solutions are 

more similar to each other. It should be noted that if there are a sufficient number of 

diverse cases so that they form their own core cluster, then they will not be removed. 

An important aspect of this method is that it uses the uncertain concept that similar 

problems have similar solutions. The uncertainty inherited from this concept is embedded 

in its results. It is not the goal of the method to eliminate this uncertainty but rather to 

make the dataset usable.  In the next section we describe an example using the method. 

3 Applying the Method 

We wish to investigate the following hypotheses:  

H1. In the absence of negative exemplars, clusters of cases can be used as classes to 

identify negatives to learn weights that lead to significant improvements in average 

accuracy in organizational case bases over feature counting. 

H2. In the presence of negative exemplars, clusters of cases used as classes to identify 

negatives to learn weights lead to average accuracy in organizational case bases 

equivalent to when the actual negatives are used.  

3.1 Data 

We apply our proposed method to three organizational case bases. Casebase 1 describes a 

process at a high level with the solution being a specific implementation of that process. 

This case base does not have negative exemplars. Casebase 2 describes a collaboration of 

entities. It also lacks negative exemplars. It describes a recommendation problem. 

Casebase 3 describes a process with the solution representing the success or failure 

outcome of the process. This is the only case base that has negative exemplars and 

describes a binary classification problem. Table 1 shows a summaries the case bases. 

 

Table 1. Summary of case base characteristics 

 Number 

of Cases 

Number of 

Features 

Has Negative 

Exemplars 

Problem Solution 

Casebase 1 254 3 No Abstract Process Specific 

Process 

Casebase 2 198 3 No Collaboration 

Seeker 

Recommended 

Collaboration 



 

 

Casebase 3 88 23 Yes Description of 

Process 

Success/Failure 

3.2 Experiments 

In all three case bases we expect diverse and boundary cases. When applying our 

proposed method, we use the standard density clustering algorithms DBSCAN [4].  The 

clusters are used to learn weights with a genetic algorithm, and the performance of the 

learned weights is evaluated via a Leave-one-out Cross-Validation (LOOCV) on each 

case base.  

 

Step1.  For Casebase 1 & 2, we implement phases 1 and 2, i.e., clustering based on both 

problems and solutions. For Casebase 3, which describes binary classification cases, 

solutions are either 0 or 1, so we only cluster on the problem part of the cases. Table 2 

shows resulting number of cases and number of clusters.  

 

Table 2. Step 1: Clustering cases based on problems and solutions 

 Casebase 1 

254 cases 

Casebase 2  

198 cases 

Casebase 3 

88 cases 

 # of 

cases 

# of 

clusters 

# of 

cases 

# of 

clusters 

# of 

cases 

# of 

clusters 

Phase 1: Clustering on problems 129 40 189 8 31 11 

Phase 2: Clustering on solutions 77 29 124 10 NA 

 

Step 2. The clusters now provide us with positive and negative exemplars of the classes 

they represent.  We use the ability to correctly make this classification as the fitness 

function to learn weights via a genetic algorithm.  Two hundred randomly generated sets 

of weights represent the chromosome, where each individual weight can be thought of as 

a gene. The algorithm is run for 1000 iterations. In all iterations the better performing 

chromosomes (sets of weights) have a greater chance of contributing their genes (weights) 

towards the next generation. To reduce the likelihood of being stuck in a local maximum 

we introduce a 5% of mutation where instead a random gene is inserted 

Step 3. In this step, we evaluate the quality of the weights. For this we use the learned 

weights and assess accuracy for the entire case base based on the subsets of cases 

determined in Step 1. We now present those results in Table 5 to 5. To evaluate the 

statistical significance of the experiments, we conducted separate one way within-subjects 

ANOVAs followed by post-hoc analysis with Tukey’s Honest Significant Difference test, 

with alpha = 0.5. Table 3 shows the average accuracy for Casebase 1. 

 

Table 3. Casebase 1, Average accuracy using LOOCV, * significant difference at α = 0.05 



 

 

 

 

 

 

Casebase 1 has 254 cases and no negative exemplars. We cluster on both the problem 

parts and solution parts.  We learn two sets of weights based on these clusters. Accuracy 

is measured based on a gold standard, where for 81 cases of the 254, the next best 

solution is determined manually. This gold standard is used as basis for LOOCV run on 

the 81 cases, where only the top scoring result is selected.  Where there are ties, one of the 

tied results is chosen randomly. This process is repeated 10 times for each set of weights, 

and the average is presented here. The results show a statistically significant improvement 

(α =0.05) when using the weights from the solution clusters.  

Table 4. Casebase 2, Average accuracy using LOOCV, * significant difference at α = 0.05 

Similarity Feature 

counting 

Weights from 

negatives from 

problem clusters 

Weights From 

negatives from 

Solution Clusters 

Sim1 63% 63% 67%* 

Sim2 66% 65% 67%* 

Sim3 63% 64% 67%* 

Casebase 2 has negative no exemplars, and so we cluster on both the problem parts and 

solution parts.  The different similarity functions are based on the level of abstraction. We 

learn two sets of weights based on these clusters. Then for the entire case base, the 

learned weights from clustering on problems and solutions are compared to using no 

weights. The accuracy is measured as the edit distance between the recommended 

solution and the solution of the removed case.  The results show a statistically significant 

improvement (α =0.05) when using the weights from the solution clusters.  

 

Table 5. Casebase 3, Average accuracy using LOOCV, * significant difference at α = 0.05 

 

The results in Table 5 show no significant difference between weights learned from actual 

negatives and weights learned from negatives from clusters. The resulting average 

accuracy when actual negatives are used are equivalent to average accuracy resulting 

when negatives are defined based on interpreting clusters as classes. 

Similarity Feature 

counting 

Weights From 

Problem 

Clusters 

Weights From 

Solution 

Clusters 

kNN =1 23% 24% 28%* 

Similarity Feature 

counting 

Weights learned  

from actual 

negatives 

Weights learned from 

negatives from clusters 

kNN =1 80% 85% 84% 

kNN =3 81% 92% 92% 



 

 

3.3 Results  & Discussion 

Table 6. H1. Absence of Negative Exemplars 

Case base Negative Instances Improvement over 

Feature Counting? 

Difference is 

Statistically Significant 

Casebase 1 No Yes Yes 

Casebase 2 No Yes Yes 

 

The results of applying our method on case bases 1 and 2 support our Hypothesis 1, “In 

the absence of negative exemplars, clusters of cases can be used as classes to learn 

weights that lead to significant improvements in average accuracy in organizational case 

bases over feature counting.” 

 

Table 7. H2. Presence of Negative Exemplars 

Case base Negative  

Instances 

 

Comparable to using 

actual Negative 

Exmplars? 

Difference is 

Statistically Significant 

Casebase 3 Yes Yes No 

 

Results in Table 7 supports Hypothesis 2, “In the presence of negative exemplars, clusters 

of cases used as classes to identify negatives to learn weights lead to average accuracy in 

organizational case bases equivalent to when the actual negatives are used.” 

Our results show that learning weights from clustering on the solutions and removing 

boundary and diverse cases can lead to a significant increase in the accuracy when 

compared to using no weights. When this method is applied where negative instance 

exist, it produces comparable results to standard methods. 

The weights produced from clustering on the problems do not increase accuracy from 

not using weights. Thus, it is the set of core cases resulting from clustering on solutions 

that better meets the requirement that similar problems have similar solutions. 

4 Related and Background Work 

[1] has discussed the use of weight learning methods with (i.e., performance bias) and 

without feedback for classifiers (i.e., preset bias). In this paper, we discuss datasets that 

are not necessarily being used for classification tasks. The most important problem we 

face is the lack of negative exemplars, i.e., we do not know what a negative instance of a 

process looks like. Previous work on reasoning with no negative examples focuses mainly 

on single-class learning and classification problems where there is a large collection of 



 

 

unlabelled data and a small collection of positively labeled data, e.g., web pages and DNA 

sequences. Typical methods iterate a two-step process where the first step learns 

heuristics to identify negative instances that can then be used in the second step by a 

classifier such as SVM [15], [17] or Naïve-Bayes [2],[8].   

Previous work has experimented with generating artificial negative exemplars via 

induction, where all feasible cases that do not exist are considered to be negatives [6]. 

Because these organizational case bases we discuss may very likely need diverse 

solutions, we do not know if a process that is not present is a bad example or one that 

does not exist or that has not yet been tested. 

Process cases are complex and learning models of the entire problem space can lead to 

overgeneralization. Clustering has been using in process mining to subdivide the problem 

space so multiple models can be learned [5], [14].  For choice of algorithm, we select 

density clustering, recommended when we want to remove outliers [13]. The general idea 

of density clustering is it does not determine a centroid or number of clusters, but that the 

data has areas of density that we want to cluster. Among a variety of density clustering 

algorithms, we use DBSCAN [4]. In this paper we do not however plan to make a 

thorough review or assessment of density clustering methods but simply to demonstrate 

our approach. 

Works that explored the CBR requirement of similar problem being associated with 

similar solutions include [9] who show that boundary cases can also affect performance of 

classification systems and to improve classification accuracy suggesting valid cases may 

need to be removed. This property of CBR is also investigated by [3] who shows that 

some cases can also be a liability to the case base by promoting misclassification. Other 

approaches employ singular value decomposition [12] to reduce dimensionality, or use a 

threshold based on verified cases [11] to determine ‘good’ cases. 

5 Concluding Remarks 

POCBR case bases are typically gathered because they are pertinent to an organization 

and not due to their potential contribution to reasoning. This organizational orientation 

produces case bases that may lack negative examples and include boundary and diverse 

cases. Our proposed method takes a set of cases and reduces it to a set that, within a 

reasonable distance, have similar problems with similar solutions.   

We describe a study using three case bases, two that lack negative exemplars and one 

where negative examples. The study shows that our method leads to learning weights that 

result in average accuracies that are equivalent to an alternative method when negative 

exemplars are available. In the absence of negative exemplars, we note that there are no 

alternative systematic methods and thus we compare the resulting accuracy of the case 

bases using weights learned from our method versus using no weights. The results for 

both datasets produce significantly higher average accuracy.  



 

 

This work is a first step towards dealing with real world datasets from organizations 

that have many experiences to contribute, mostly being processes or workflows. The 

approach discussed here can also benefit datasets that do not necessarily represent 

processes; but like business processes, are gathered by one organization and may be 

difficult to learn due to the lack of negative exemplars. It is suitable for learning weights 

when systems are being designed, and also for systematic maintenance. 

Among the next steps we plan to refine the method further. Specifically, we want to 

investigate the impact of removing more cases after clustering. For example, when 

clustering based on the problems, we will remove cases whose solutions to not fit well the 

clustering organization provided by the problems. We will also investigate different 

clustering algorithms and their potential for this task. 
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